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THE DUAL ORLICZ-BRUNN-MINKOWSKI THEORY

RICHARD J. GARDNER, DANIEL HUG, WOLFGANG WEIL, AND DEPING YE

Abstract. A first step towards a dual Orlicz-Brunn-Minkowski theory for star sets was
taken by Zhu, Zhou, and Xue [44, 45]. In this essentially independent work we provide a more
general framework and results. A radial Orlicz addition of two or more star sets is proposed
and a corresponding dual Orlicz-Brunn-Minkowski inequality is established. Based on a radial
Orlicz linear combination of two star sets, a formula for the dual Orlicz mixed volume is derived
and a corresponding dual Orlicz-Minkowski inequality proved. The inequalities proved yield
as special cases the precise duals of the conjectured log-Brunn-Minkowski and log-Minkowski
inequalities of Böröczky, Lutwak, Yang, and Zhang. A new addition of star sets called radial
M -addition is also introduced and shown to relate to the radial Orlicz addition.

1. Introduction

The combination of Minkowski addition and volume leads to the rich and powerful classi-
cal Brunn-Minkowski theory for compact convex sets, which constitutes the core of modern
convex geometry. Important results such as the Brunn-Minkowski inequality and Minkowski’s
first inequality play fundamental roles in attacking problems in analysis, geometry, quantum
information theory, random matrices, and many other fields. Readers are referred to the
excellent treatise by Schneider [37] for more information and references.

In the same spirit, the combination of radial addition and volume produces a corresponding
theory for star sets called the dual Brunn-Minkowski theory. (See Section 2 for definitions.)
This was initiated by Lutwak [27], who also took a further major step in [28], where several
important concepts and fundamental results in the classical Brunn-Minkowski theory were
provided with dual counterparts. For instance, the dual Minkowski inequality for the dual
mixed volume is analogous to Minkowski’s first inequality for the mixed volume, and plays a
key role in the solution of the Busemann-Petty problem (see [11, 17, 43]), as do intersection
bodies, the notion dual to projection bodies. The dual Brunn-Minkowski theory has connec-
tions and applications to integral geometry, Minkowski geometry, the local theory of Banach
spaces, geometric tomography, and stereology; see [13] and the references given there. The
literature is large and continues to grow. See, for example, [1, 6, 10, 14, 15, 19, 24, 32].
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One way to extend the classical Brunn-Minkowski theory and its dual is to replace the
linear function ϕ(t) = t (note that both Minkowski and radial addition are linear) by ϕ(t) =
tp. When p ≥ 1, Minkowski addition of convex bodies becomes Lp addition, introduced
by Firey [8, 9] and when p 6= 0, radial addition of star sets becomes pth radial addition.
The combination of these additions with volume leads to the Lp-Brunn-Minkowski theory for
convex bodies and its dual. However, the Lp-Brunn-Minkowski theory only began in earnest
with the ground-breaking paper of Lutwak [29], after which it has had an enormous impact,
providing stronger affine isoperimetric inequalities than the classical Brunn-Minkowski theory
and strengthening links with information theory. We refer the reader to the introductions in
[15, 16] and to [37, Chapter 9] for more information and references.

The most recent extension of the classical Brunn-Minkowski theory is the new Orlicz-Brunn-
Minkowski theory, with the homogeneous function tp replaced by a generally nonhomogeneous
continuous function ϕ(t). The Orlicz-Brunn-Minkowski theory for convex bodies was launched
by Lutwak, Yang, and Zhang [30, 31] with affine isoperimetric inequalities for Orlicz centroid
and projection bodies. The lack of homogeneity of the function ϕ(t) meant that the problem
of defining a corresponding Orlicz addition of convex bodies remained, but this obstacle was
overcome by Gardner, Hug, and Weil [16]. (It turns out, mainly as a consequence of results
obtained in [15], that Orlicz addition is not associative unless it is already Lp addition.)
These authors also provide a general framework for the Orlicz-Brunn-Minkowski theory, derive
formulas for the Orlicz mixed volume of two convex bodies, and prove Orlicz-Brunn-Minkowski
and Orlicz-Minkowski inequalities, the counterparts of the Brunn-Minkowski inequality and
Minkowski’s first inequality. (Some of these results were obtained independently by Xi, Jin,
and Leng [38].) The new theory has already attracted considerable interest; see, for example,
[2, 3, 4, 5, 21, 22, 25, 26, 39, 40, 41, 46].

A step towards a dual Orlicz-Brunn-Minkowski theory for star sets has already been made
by Zhu, Zhou, and Xue [45] (see also [44, Chapter 5]). In particular, they introduce some of
the key concepts in a restricted setting and obtain special cases of some of our main results.
See the Appendix for a brief description of the essentially independent genesis of our paper
and how it compares to [45]. In some respects, the dual Orlicz-Brunn-Minkowski theory is
more delicate than the Orlicz-Brunn-Minkowski theory for convex bodies, partly due to the
various flavors of star sets that have to be considered. In Section 3, a radial Orlicz addition for
two or more star sets is defined and its basic properties are established. Like Orlicz addition,
the radial Orlicz addition defined by (11) below and denoted by +̃ϕ enjoys several useful
properties such as continuity and GL(n) convariance, but it is associative only when it is
pth radial addition; see Corollary 3.3. In Section 4, we prove a dual Orlicz-Brunn-Minkowski
inequality, a special case of which is as follows.

If ϕ ∈ Φ2 and ϕ0(x1, x2) = ϕ(x
1/n
1 , x

1/n
2 ) is concave, then for star sets K and L in Rn with

Vn(K) + Vn(L) > 0,

ϕ

((
Vn(K)

Vn(K+̃ϕL)

)1/n

,

(
Vn(L)

Vn(K+̃ϕL)

)1/n
)
≥ 1,
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while if ϕ0 is convex, the inequality is reversed. If ϕ0 is strictly concave (or convex, as
appropriate) and K and L are star bodies with positive radial functions, then equality holds if
and only if K and L are dilatates.

Here Vn denotes n-dimensional Hausdorff measure and Φm, m ∈ N, is the class of continuous
functions ϕ : [0,∞)m → [0,∞) that are strictly increasing in each component and such that
ϕ(o) = 0 and limt→∞ ϕ(tx) =∞, for each x ∈ [0,∞)m \ {o}. A similar result holds for ϕ in a
certain class Ψ2 of functions that decrease in each component (see Section 2).

In Section 5, we develop a formula for the dual Orlicz mixed volume of star sets K and L,

denoted by Ṽϕ(K,L), based on a definition of radial Orlicz linear combination. This appears
in the following dual Orlicz-Minkowski inequality proved in Theorem 6.1.

Let ϕ : (0,∞) → R be such that ϕ0(t) = ϕ(t1/n), t > 0, is concave. Suppose that K and L
are star bodies in Rn with positive radial functions. Then

Ṽϕ(K,L) ≤ Vn(K)ϕ

((
Vn(L)

Vn(K)

)1/n
)
,

while if ϕ0 is convex, the inequality is reversed. If ϕ0 is strictly concave (or convex, as
appropriate), then equality holds if and only if K and L are dilatates.

This dual Orlicz-Minkowski inequality is fundamental in establishing Orlicz affine isoperi-
metric inequalities for the dual Orlicz affine and geominimal surface areas; see [42].

The point of the Orlicz-Brunn-Minkowski theory and its dual is, of course, that they extend
the Lp-Brunn-Minkowski theory and its dual, in a nontrivial and productive fashion. Thus
when ϕ(x1, x2) = xp1 + xp2 and ϕ(t) = tp, the two inequalities stated above become the cor-
responding dual Lp-Brunn-Minkowski and dual Lp-Minkowski inequality, respectively. Other
choices are possible, however. For example, when ϕ(t) = log t, the dual Orlicz-Minkowski
inequality yields the following result proved in Theorem 6.2.

If K and L are star bodies in Rn with positive radial functions, then∫
Sn−1

log

(
ρL(u)

ρK(u)

)
dṼK(u) ≤ log

((
Vn(L)

Vn(K)

)1/n
)
,

with equality if and only if K and L are dilatates, where the measure ṼK is the dual cone
measure of K defined by (3) below.

The latter inequality is particularly interesting since it is the precise dual of the following
conjectured (and so far proved only for n = 2) log-Minkowski inequality (see [3, p. 1976] and
the remarks after Theorem 6.2 below).

If hK and hL are the support functions of centrally symmetric convex bodies K and L in
Rn, then ∫

Sn−1

log

(
hL(u)

hK(u)

)
dV K(u) ≥ log

((
Vn(L)

Vn(K)

)1/n
)
,

where VK is the normalized cone measure of K defined by (31) below.
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Moreover, a suitable choice for ϕ(x1, x2) in the dual Orlicz Brunn-Minkowski inequality
yields the precise dual of the log-Brunn-Minkowski inequality, proved in [3] to be equivalent
to the log-Minkowski inequality (see [3, Problem 1.1] and Section 4 below).

Section 7 is dedicated to a new addition of star sets that we call radial M -addition. Once
again this is dual to a concept in the classical Brunn-Minkowski theory, called M -addition.
Briefly, the M -sum (or radial M -sum) of two sets is a very natural generalization of Minkowski
addition (or radial addition, respectively) in which coefficients for linear combinations (or ra-
dial linear combinations, respectively) are taken from the coordinates of vectors in a set
M ⊂ R2. Introduced in a special situation by Protasov [34, 35], M -addition was rediscovered,
generalized, and systematically investigated in [15], where it was shown that any continuous
and GL(n)-covariant operation between origin-symmetric compact convex sets must be an
M -addition for some compact convex M symmetric with respect to the coordinate axes. The
significance of M -addition was heightened when in [16] it was proved that in this context
(addition of origin-symmetric compact convex sets), M -addition and Orlicz addition are es-
sentially equivalent. In Theorem 7.1, we prove that this is also true for radial M -addition and
radial Orlicz addition if ϕ ∈ Φm is a convex function, but otherwise examples show that there
is generally not such a close relationship between the two additions.

2. Definitions and preliminaries

Mostly we follow [16, Section 2] and in an effort to keep this paper short we refer the reader
there for all unexplained notation and terminology, which in any case is rather standard for
convex geometry. In this section we therefore focus on new ingredients, i.e., those not used in
[16], and the few notations we adopt in the present paper different from those in [16].

We denote by o the origin in Rn and by {e1, . . . , en} its standard basis. The closed unit ball
in Rn is denoted by Bn.

We write Vk for k-dimensional Hausdorff measure in Rn, where k ∈ {1, . . . , n}. The notation
dz means dVk(z) for the appropriate k = 1, . . . , n, unless stated otherwise.

A set K in Rn is star-shaped at o if o ∈ K and for each x ∈ Rn \ {o}, the intersection
K ∩ {cx : c ≥ 0} is a (possibly degenerate) compact line segment. If K is star-shaped at o,
we define its radial function ρK for x ∈ Rn \ {o} by

ρK(x) = max{c ≥ 0 : cx ∈ K}.
This definition is a slight modification of [13, (0.28)]; as defined here, the domain of ρK is
always Rn \ {o}. Radial functions are homogeneous of degree −1, that is,

ρK(rx) = r−1ρK(x),

for all x ∈ Rn \{o} and r > 0, and are therefore often regarded as functions on the unit sphere
Sn−1. Conversely, any nonnegative and homogeneous of degree −1 function on Rn \ {o} is the
radial function of a unique subset of Rn that is star-shaped at o.

In this paper, a star set in Rn is a bounded Borel set that is star-shaped at o. We denote
the class of star sets in Rn by Sn. Note that Sn is closed under finite unions, countable
intersections, and intersections with subspaces. Also, if a set K in Rn is star-shaped at o,
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then K ∈ Sn if and only if ρK , restricted to Sn−1, is a bounded Borel-measurable function.
Let Snc denote the class of star bodies in Rn, i.e., star sets with a continuous radial function.
We write Sn+ and Snc+ for the subclasses of Sn and Snc , respectively, whose members have radial
functions that are positive on Sn−1. Then Snc+ consists of star bodies that contain the origin
in their interiors. An extra subscript s stands for origin-symmetric sets. Our definitions and
notation differ from those used elsewhere, such as [13, Section 0.7], [15], and [18].

Define the radial sum x+̃y of x, y ∈ Rn by

x+̃y =

{
x+ y if x, y, and o are collinear,
o otherwise.

Then the radial linear combination αK+̃βL, where K,L ∈ Sn and α, β ≥ 0, can be defined
either by

αK+̃βL = {αx+̃βy : x ∈ K, y ∈ L},
or by

(1) ραK+̃βL = αρK + βρL.

More generally, for p ∈ R, p 6= 0, the pth radial linear combination αK+̃p βL, where K,L ∈ Sn
and α, β ≥ 0, can be defined by

(2) ρp
αK+̃p βL

= αρpK + βρpL.

Here (2) is interpreted to mean that if p < 0 and ρK(x)ρL(x) = 0, then ραK+̃p βL
(x) = 0. See

[15, Section 5.4]. Clearly, αK+̃p βL ∈ Sn. The operations of radial addition and pth radial
addition are the special cases of (1) and (2), respectively, when α = β = 1.

The radial metric δ̃ defines the distance between star sets K,L ∈ Sn by

δ̃(K,L) = ‖ρK − ρL‖∞ = sup
u∈Sn−1

|ρK(u)− ρL(u)|.

The radial metric differs considerably from the Hausdorff metric; for example, the radial
distance between any two different origin-symmetric line segments containing the origin and
of length two is one. Unless specified otherwise, all statements involving a topology on (Sn)m,

m ∈ N, refer to that generated by δ̃.
The dual cone measure of a star set K in Rn such that Vn(K) > 0 is the Borel probability

measure ṼK in Sn−1 defined by

(3) dṼK(u) =
ρK(u)n

nVn(K)
du.

Let I be a possibly infinite interval in R. The left derivative and right derivative of a
function f : I → R are denoted by f ′l and f ′r, respectively.

Recall that Φm, m ∈ N, denotes the set of all continuous functions ϕ : [0,∞)m → [0,∞) that
are strictly increasing in each component and such that ϕ(o) = 0 and limt→∞ ϕ(tx) =∞, for
each x ∈ [0,∞)m \ {o}. Let Ψm, m ∈ N, be the set of all continuous functions ϕ : (0,∞)m →
(0,∞) that are strictly decreasing in each component and such that limt→0 ϕ(tx) = ∞ and
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limt→∞ ϕ(tx) = 0, for each x ∈ (0,∞)m. We also denote by Φ
(1)
m and Ψ

(1)
1 the classes of

functions in Φm and Ψ1, respectively, such that ϕ(ej) = 1 for j = 1, . . . ,m. We caution the
reader that similar notation was used in [16] for different classes of functions.

The prototype function is ϕ(x1, . . . , xm) = xp1 + · · ·+xpm, which belongs to Φ
(1)
m if p > 0 and

to Ψm if p < 0.

Remark 2.1. These classes of functions are chosen for convenience. Several of the results
below hold for more general classes of functions; for example, everything in Sections 3 and 4
holds when the limits 0 and∞ in the definitions of Φm and Ψm are replaced by limits contained
in [0, 1) and (1,∞], respectively, provided the measure µ there is a probability measure. The
same applies, with appropriate modifications, when Φm is replaced by the class Φ′m of all
continuous functions ϕ : (0,∞)m → (0,∞) that are strictly increasing in each component and
such that limt→0 ϕ(tx) < 1 and limt→∞ ϕ(tx) > 1, for each x ∈ (0,∞)m, but in this case the
star sets involved should have positive radial functions. Note that if ϕ(x1, . . . , xm) = x1 · · ·xm,
for example, then ϕ is in Φ′m if ϕ is restricted to (0,∞)m, but ϕ is not in Φm as a function on
[0,∞)m.

Jensen’s inequality has many versions; see, for example, [7, Lemma 1, p. 76 and Exercise 9,
p. 80]. For the reader’s convenience, we state the precise form we need and supply a brief
proof.

Proposition 2.2. (Jensen’s inequality.) Let µ be a probability measure in a space X, let U
be an open convex set in Rn, and let ϕ be a convex real-valued function on U . Assume that
g : X → U is measurable and component-wise µ-integrable, and that ϕ ◦ g is µ-integrable. Let
z0 =

∫
X
g(x) dµ(x). Then z0 ∈ U and

(4)

∫
X

ϕ(g(x)) dµ(x) ≥ ϕ

(∫
X

g(x) dµ(x)

)
.

If ϕ is strictly convex, then equality holds if and only if g(x) = z0 for µ-almost all x ∈ X.
If ϕ is concave, then the inequality in (4) is reversed, with the same equality condition if ϕ

is strictly concave.

Proof. Suppose that ϕ is convex. The fact that z0 ∈ U follows from a separation argument.
If v belongs to the subgradient at z0, which is nonempty since U is open and z0 ∈ U , then

ϕ(z) ≥ ϕ(z0) + 〈v, z − z0〉,

for all z ∈ U . If x ∈ X and g(x) = z, we get

ϕ(g(x)) ≥ ϕ(z0) + 〈v, g(x)− z0〉.

Integration with respect to µ, using the integrability assumptions and the definition of z0,
yields ∫

X

ϕ(g(x)) dµ(x) ≥ ϕ(z0) +

∫
X

〈v, g(x)− z0〉 dµ(x) = ϕ(z0) + 〈v, o〉 = ϕ(z0).
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This proves (4). If equality holds in (4) and ϕ is strictly convex, then the previous display
shows that we must have

ϕ(g(x)) = ϕ(z0) + 〈v, g(x)− z0〉,
for µ-almost all x ∈ X. Hence g(x) = z0 for µ-almost all x ∈ X.

If ϕ is concave on U , the result follows from the above argument applied to the convex
function −ϕ. �

3. Radial Orlicz addition and Orlicz intersection bodies

Let m,n ≥ 2 and let µ be a nonzero finite Borel measure in (Sn)m with support contained
in a bounded separable subset C ⊂ (Sn)m (with respect to the product radial metric). Note
that (Snc )m is a separable subset, while (Sn)m itself is not separable. For each ϕ ∈ Φm, we
define

(5) ρSϕ,µ(x) = inf

{
λ > 0 :

∫
(Sn)m

ϕ

(
ρK1(x)

λ
, . . . ,

ρKm(x)

λ

)
dµ(K1, . . . , Km) ≤ 1

}
,

for all x ∈ Rn \ {o}. If ϕ ∈ Ψm, we assume in addition that the support of µ is contained in
(Sn+)m, and for x ∈ Rn \ {o}, define ρSϕ,µ(x) by (5), but with ≥ 1 instead of ≤ 1.

This definition requires some discussion. By our assumptions, there is an R > 0 such that if
(K1, . . . , Km) ∈ C, then ρKj(u) ≤ R, for all u ∈ Sn−1 and j = 1, . . . ,m (all sets are contained
in RBn). Let u ∈ Sn−1 and let λ > 0. There is a unique τ > 0 such that ϕ(τ, . . . , τ) = 1/µ(C).
Then for ϕ ∈ Φm, we have

(6)

∫
C

ϕ

(
ρK1(u)

λ
, . . . ,

ρKm(u)

λ

)
dµ(K1, . . . , Km) ≤ µ(C)ϕ(R/λ, . . . , R/λ) ≤ 1

provided λ ≥ R/τ . Therefore ρSϕ,µ(u) ≤ R/τ and hence ρSϕ,µ is bounded. For ϕ ∈ Ψm, the
inequalities in (6) are reversed, but in view of the reversed inequality in (5) and the fact that
ϕ is decreasing in each component, the conclusion is the same. Since the function ρSϕ,µ on
Rn \ {o} just defined is nonnegative and homogeneous of degree −1, it is the radial function
of a set that is star-shaped at o. Next, observe that the function on C × Sn−1 that maps
(K1, . . . , Km, u) to the integrand in (5) is continuous in each of the first m variables and Borel
measurable in u. It follows that it is jointly Borel measurable. Here we use the fact that C
is separable and [23, Exercise 11.3], which can be solved by adjusting the argument in [36,
Theorem 1]. Therefore ρSϕ,µ is Borel measurable and thus Sϕ,µ ∈ Sn.

In particular, in the very special but important case when µ is defined by (9) below, Sϕ,µ is
always a star set.

An alternative description of ρSϕ,µ(x), x ∈ Rn \ {o}, is as follows. We first consider the case
ϕ ∈ Φm. If ρSϕ,µ(x) > 0, then by Lebesgue’s dominated convergence theorem, ρSϕ,µ(x) is the
unique λ = λ(x) > 0 such that

(7)

∫
(Sn)m

ϕ

(
ρK1(x)

λ
, . . . ,

ρKm(x)

λ

)
dµ(K1, . . . , Km) = 1.
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If ρSϕ,µ(x) = 0, then µ is concentrated on the set of all (K1, . . . , Km) ∈ (Sn)m satisfying
ρKj(x) = 0, for j = 1, . . . ,m. If also C ⊂ (Snc )m, then the function on C × Sn−1 that maps
(K1, . . . , Km, u) to the integrand in (5) is continuous in u. Lebesgue’s dominated convergence
theorem then yields the continuity of ρSϕ,µ so that in this case, we have Sϕ,µ ∈ Snc . Next we
consider the case ϕ ∈ Ψm. In order to obtain (7) again, we make the additional assumption
that there is some fixed L ∈ Sn+ such that L ⊂ Kj, for j = 1, . . . ,m, whenever (K1, . . . , Km) ∈
C. Then, for each u ∈ Sn−1 and λ > 0,

(8)

∫
C

ϕ

(
ρK1(u)

λ
, . . . ,

ρKm(u)

λ

)
dµ(K1, . . . , Km) ≤ µ(C)ϕ(ρL(u)/λ, . . . , ρL(u)/λ) <∞.

For 0 < λ ≤ ρL(u)/τ , the right side of (8) is bounded from above by 1. Now we can argue as
before to see that ρSϕ,µ(x), x ∈ Rn \ {o}, is the unique λ = λ(x) > 0 such that (7) is satisfied,
and hence that Sϕ,µ ∈ Sn+. Moreover, if C ⊂ (Snc+)m and if L contains rBn for some r > 0,
then Sϕ,µ ∈ Snc+.

Lemma 3.1. Let m,n ≥ 2, let ϕ ∈ Φm, and let µ be a nonzero finite Borel measure in (Sn)m

with support contained in a bounded separable subset of (Sn)m. If A ∈ GL(n), then

A (Sϕ,µ) = Sϕ,Aµ.

The same statement holds when ϕ ∈ Ψm and Sn is replaced by Sn+.

Proof. We omit the details, since the proof is similar to that of [16, Lemma 4.4(ii)]. One
replaces support functions of compact convex sets by radial functions of star sets and uses the
formula ρAK(x) = ρK(A−1x) for A ∈ GL(n) (see [13, (0.33), p. 20]) for the change in a radial
function under a nonsingular linear transformation, instead of the corresponding formula for
the change in a support function. �

Let m ≥ 2, let ϕ ∈ Φm (or ϕ ∈ Ψm), and for j = 1, . . . ,m, let Kj ∈ Sn (or Kj ∈ Sn+,
respectively). Define a measure µ in (Sn)m (or (Sn+)m, respectively) by

(9) µ = δ(K1,...,Km) = δK1 × · · · × δKm ,

where δx denotes the Dirac measure (a unit mass at x). The corresponding radial Orlicz sum
of K1, . . . , Km is defined to be Sϕ,µ, where Sϕ,µ is as in (5), and is denoted by +̃ϕ(K1, . . . , Km).
This means that for ϕ ∈ Φm and Kj ∈ Sn, j = 1, . . . ,m,

(10) ρ+̃ϕ(K1,...,Km)(x) = inf

{
λ > 0 : ϕ

(
ρK1(x)

λ
, . . . ,

ρKm(x)

λ

)
≤ 1

}
,

for all x ∈ Rn \ {o}. Moreover, from our earlier remarks, or from (10) directly, it is clear that
ρ+̃ϕ(K1,...,Km) is Borel measurable on Sn−1 and it follows that +̃ϕ(K1, . . . , Km) ∈ Sn. Similarly,

for ϕ ∈ Ψm and Kj ∈ Sn+, j = 1, . . . ,m, ρ+̃ϕ(K1,...,Km)(x) is as in (10), but with ≥ 1 instead of

≤ 1, and then +̃ϕ(K1, . . . , Km) ∈ Sn+.
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Equivalently, for ϕ ∈ Φm and Kj ∈ Sn, j = 1, . . . ,m, the radial Orlicz sum +̃ϕ(K1, . . . , Km)
can be defined implicitly (and uniquely) by

(11) ϕ

(
ρK1(x)

ρ+̃ϕ(K1,...,Km)(x)
, . . . ,

ρKm(x)

ρ+̃ϕ(K1,...,Km)(x)

)
= 1,

if ρK1(x) + · · · + ρKm(x) > 0 and by ρ+̃ϕ(K1,...,Km)(x) = 0, otherwise, for all x ∈ Rn \ {o}.
For ϕ ∈ Ψm and Kj ∈ Sn+, j = 1, . . . ,m, the radial Orlicz sum +̃ϕ(K1, . . . , Km) can also be
defined implicitly (and uniquely) by (11). Here the set L = K1 ∩ · · · ∩Km ∈ Sn+ can serve as
the star set L required before (8).

Note that if ϕ ∈ Φm, then ρ+̃ϕ(K1,...,Km)(x) = 0 implies that ρK1(x) = · · · = ρKm(x) = 0.

Also, if ϕ ∈ Φ
(1)
m and ρKj(x) = 0 for all j 6= j0, then (11) yields ρ+̃ϕ(K1,...,Km)(x) = ρKj0 (x).

A consequence of our earlier remarks, or of (11) directly, is that +̃ϕ : (Snc )m → Snc for
ϕ ∈ Φm and +̃ϕ : (Snc+)m → Snc+ for ϕ ∈ Φm ∪Ψm.

An important special case is obtained when

(12) ϕ(x1, . . . , xm) =
m∑
j=1

ϕj(xj),

for some fixed ϕj ∈ Φ1, j = 1, . . . ,m (or ϕj ∈ Ψ1, j = 1, . . . ,m). We then write

+̃ϕ(K1, . . . , Km) = K1+̃ϕ · · · +̃ϕKm.

This means that K1+̃ϕ · · · +̃ϕKm can be defined for all x ∈ Rn\{o} and ϕj ∈ Φ1, j = 1, . . . ,m,
by the corresponding special case

(13)
m∑
j=1

ϕj

(
ρKj(x)

ρK1+̃ϕ···+̃ϕKm(x)

)
= 1

of (11), when ρK1(x) + · · ·+ρKm(x) > 0, and by ρK1+̃ϕ···+̃ϕKm(x) = 0, otherwise, and similarly

by (13) when ϕj ∈ Ψ1, j = 1, . . . ,m.

Theorem 3.2. If m,n ≥ 2 and ϕ ∈ Φm, then radial Orlicz addition +̃ϕ : (Sn)m → Sn
(i) is GL(n) covariant, i.e., A(+̃ϕ(K1, . . . , Km)) = +̃ϕ(AK1, . . . , AKm) for A ∈ GL(n) and
K1, . . . , Km ∈ Sn;
(ii) satisfies +ϕ : (Sns )m → Sns ;
(iii) is homogeneous of degree 1, i.e., +̃ϕ(rK1, . . . , rKm) = r+̃ϕ(K1, . . . , Km) for r ≥ 0 and
K1, . . . , Km ∈ Sn;
(iv) is section covariant, i.e., +̃ϕ(K1, . . . , Km)∩S = +̃ϕ(K1∩S, . . . ,Km∩S) for any subspace
S of Rn and K1, . . . , Km ∈ Sn;
(v) has the identity property, i.e., +̃ϕ({o}, . . . , {o}, Kj, {o}, . . . , {o}) = Kj for j = 1, . . . ,m

and Kj ∈ Sn, provided ϕ ∈ Φ
(1)
m ;

(vi) is monotonic, i.e., if Kj ⊂ Lj for Kj, Lj ∈ Sn, j = 1, . . . ,m, then +̃ϕ(K1, . . . , Km) ⊂
+̃ϕ(L1, . . . , Lm);
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(vii) is such that +̃ϕ : (Sn)m → Sn is continuous in the sense of pointwise convergence of
radial functions and +̃ϕ : (Snc+)m → Snc+ is continuous in the radial metric.

With r > 0 in (iii), all statements except (v) hold when ϕ ∈ Ψm and Sn is replaced by Sn+.

Proof. (i) This follows from Lemma 3.1 in the same way that the GL(n) covariance of Orlicz
addition given in [16, Theorem 5.2] follows from [16, Lemma 4.4(ii)].

Parts (ii) and (iii) are direct consequences of (i) applied to the maps Ax = −x and Ax = rx,
x ∈ Rn, respectively.

Parts (iv) and (v) follow easily from definition (11) and the remarks thereafter; for (iv), one
uses the obvious facts that ρK∩S(x) = ρK(x) if x ∈ S and ρK∩S(x) = 0 if x 6∈ S, for K ∈ Sn
and x ∈ Rn \ {o}.

(vi) This also follows easily from (11); the proof is the same as that of the monotonicity of
Orlicz addition in [16, Theorem 5.2], on replacing support functions by radial functions.

(vii) Let Kij ∈ Sn, i ∈ N ∪ {0}, j = 1, . . . ,m, be such that ρKij(u) → ρK0j
(u) for all

u ∈ Sn−1 as i→∞. The desired conclusion that ρ+̃ϕ(Ki1,...,Kim) → ρ+̃ϕ(K01,...,K0m) pointwise as

i→∞ follows from the continuity of ϕ and the uniqueness of the solution of (11).

Now let Kij ∈ Snc+, i ∈ N ∪ {0}, j = 1, . . . ,m, be such that δ̃
(
ρKij , ρK0j

)
→ 0, that is,

ρKij → ρK0j
uniformly on Sn−1 as i → ∞, for j = 1, . . . ,m. From the previous paragraph

we know that ρ+̃ϕ(Ki1,...,Kim) → ρ+̃ϕ(K01,...,K0m) pointwise as i → ∞. If the convergence is not

uniform on Sn−1, then there is an ε > 0 such that for all i ≥ 1, there are ni ≥ i and uni ∈ Sn−1
such that

(14) |ρ+̃ϕ(Kni1,...,Knim)(uni)− ρ+̃ϕ(K01,...,K0m)(uni)| ≥ ε.

Since Sn−1 is compact, we may assume that uni → u0 as i→∞. We claim that we may also
assume that there is a c0 > 0 such that ρ+̃ϕ(Kni1,...,Knim)(uni)→ c0 as i→∞. To see this, note

that since ρKij → ρK0j
uniformly on Sn−1, we have c1 ≤ ρKij(u) ≤ c2, for some c1, c2 > 0 and

all u ∈ Sn−1, i ∈ N ∪ {0}, and j = 1, . . . ,m. From (11) and our assumptions on ϕ, it follows
that if ϕ ∈ Φm and τ > 0 are such that ϕ(τ, . . . , τ) = 1, then

(15) c1/τ ≤ ρ+̃ϕ(Kni1,...,Knim)(u) ≤ c2/τ,

for all u ∈ Sn−1 and i ∈ N ∪ {0}. If ϕ ∈ Ψm, then (15) holds with the inequalities reversed.
In either case, the sequence (ρ+̃ϕ(Kni1,...,Knim)(uni)) is bounded and thus has a convergent

subsequence, proving the claim.
From (11) and the fact that ρKij → ρK0j

uniformly on Sn−1 as i→∞, for j = 1, . . . ,m, we
now obtain

1 = ϕ

(
ρKni1(uni)

ρ+̃ϕ(Kni1,...,Knim)(uni)
, . . . ,

ρKnim(uni)

ρ+̃ϕ(Kni1,...,Knim)(uni)

)
→ ϕ

(
ρK01(u0)

c0
, . . . ,

ρK0m(u0)

c0

)
,

as i→∞, and hence by the previous expression and (11) again, we have c0 = ρ+̃ϕ(K01,...,K0m)(u0).

But (14) implies that

|ρ+̃ϕ(Kni1,...,Knim)(uni)− ρ+̃ϕ(K01,...,K0m)(uni)| → |c0 − ρ+̃ϕ(K01,...,K0m)(u0)| ≥ ε,
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as i → ∞, a contradiction. Therefore ρ+̃ϕ(Ki1,...,Kim) → ρ+̃ϕ(K01,...,K0m) uniformly on Sn−1 as
i→∞, which is equivalent to the convergence of the corresponding star bodies in the radial
metric. �

For ϕ ∈ Φ2, radial Orlicz addition +̃ϕ : (Sn)2 → Sn is clearly commutative if and only if
ϕ(x1, x2) = ϕ(x2, x1) for all x1, x2 ≥ 0, and the corresponding statement is true for ϕ ∈ Ψ2.
We also have the following result.

Corollary 3.3. Let n ≥ 2. Radial Orlicz addition +̃ϕ : (Sn)2 → Sn, for ϕ ∈ Φ2, and
+̃ϕ : (Sn+)2 → Sn+, for ϕ ∈ Ψ2, is associative if and only if it is pth radial addition for some
p ∈ R, p 6= 0.

Proof. By Theorem 3.2, radial Orlicz addition is continuous in the sense of pointwise conver-
gence of radial functions, homogeneous of degree 1, GL(n) covariant, and section covariant.
Let ϕ ∈ Φ2. By the proof of [15, Theorem 7.17], the restriction +̃ϕ : (Sns )2 → Sns to the o-
symmetric sets is either pth radial addition for some p ∈ R, p 6= 0, or we have +̃ϕ(K,L) = {o},
or +̃ϕ(K,L) = K, or +̃ϕ(K,L) = L, for all K,L ∈ Sns . (Note that while the continuity in [15,
Theorem 7.17] is with respect to the radial metric, the proof only requires continuity in the
sense of pointwise convergence of radial functions.) However, since ϕ ∈ Φ2, the latter three
possibilities are excluded and in fact we must have p > 0.

Now let K,L ∈ Sn, let x ∈ Rn \ {o}, and let ρK(x) = a and ρL(x) = b. Choose K ′, L′ ∈ Sns
such that ρK′(x) = a ≥ 0 and ρL′(x) = b ≥ 0. Then by (11), both ρ+̃ϕ(K,L)(x) and ρ+̃ϕ(K′,L′)(x)

equal the unique λ > 0 such that ϕ(a/λ, b/λ) = 1. Therefore,

ρ+̃ϕ(K,L)(x)p = ρ+̃ϕ(K′,L′)(x)p = ap + bp = ρK(x)p + ρL(x)p,

which completes the proof when ϕ ∈ Φ2. Essentially the same proof works for ϕ ∈ Ψ2 when
Sn is replaced by Sn+, with the same conclusion but with p < 0. The required changes concern
the function f used in the proof of [15, Theorem 7.17], which is now chosen as a function
f : (0,∞)2 → (0,∞), and the use of [33, Theorem 1] instead of [33, Theorem 2]. �

There is also a natural definition of an Orlicz intersection body IϕK of a star body K ∈ Snc .
By analogy with the Lp-intersection body of a star body (see [20]), when ϕ ∈ Φ1, we define
IϕK to be the star body with radial function

(16) ρIϕK(u) = inf

{
λ > 0 :

∫
K

ϕ

(
1

λ|u · x|

)
dx ≤ 1

}
,

for u ∈ Sn−1, with suitable restrictions imposed on ϕ so that the infimum exists. More
generally, when ϕ ∈ Φ1, an Orlicz intersection body is a star body Iϕµ whose radial function
satisfies

(17) ρIϕµ(u) = inf

{
λ > 0 :

∫
Rn
ϕ

(
1

λ|u · x|

)
dµ(x) ≤ 1

}
,

for u ∈ Sn−1, where µ is a finite Borel measure in Rn. When ϕ ∈ Ψ1, the inequality ≤ 1 in
(16) and (17) should be replaced by ≥ 1. Variants of these definitions are conceivable. We
leave the investigation of these bodies for a future study.
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4. Dual Brunn-Minkowski-type inequalities

The following result provides a dual Orlicz-Brunn-Minkowski inequality.

Theorem 4.1. Let m,n ≥ 2, let ϕ ∈ Φm, and let ϕ0(x1, . . . , xm) = ϕ(x
1/n
1 , . . . , x

1/n
m ) for

(x1, . . . , xm) ∈ [0,∞)m. If ϕ0 is concave, then for all Kj ∈ Sn, j = 1, . . . ,m, with some
Vn(Kj) > 0,

(18) ϕ

((
Vn(K1)

Vn(+̃ϕ(K1, . . . , Km))

)1/n

, . . . ,

(
Vn(Km)

Vn(+̃ϕ(K1, . . . , Km))

)1/n
)
≥ 1,

while if ϕ0 is convex, the inequality is reversed. The same statements hold if instead ϕ ∈ Ψm

and Kj ∈ Sn+, j = 1, . . . ,m.
If ϕ0 is strictly concave (or convex, as appropriate) and Kj ∈ Snc+, j = 1, . . . ,m, equality

holds in (18) if and only if Kj, j = 1, . . . ,m, are dilatates.

Proof. Let ϕ ∈ Φm, let ϕ0 be concave, and initially, suppose that Kj ∈ Sn+, j = 1, . . . ,m.

Then ρ+̃ϕ(K1,...,Km)(u) > 0, for u ∈ Sn−1. Hence, Vn(+̃ϕ(K1, . . . , Km)) > 0 and the dual cone

measure Ṽ+̃ϕ(K1,...,Km) (see (3) with K replaced by +̃ϕ(K1, . . . , Km)) is a probability measure

in Sn−1 with positive density with respect to Vn−1 in Sn−1. We will use Jensen’s inequality

for concave functions (the reverse of (4)), with X = Sn−1, µ = Ṽ+̃ϕ(K1,...,Km), ϕ replaced by

ϕ0, Rn replaced by Rm, U = (0,∞)m, and g defined by

g(u) =

(
ρK1(u)n

ρ+̃ϕ(K1,...,Km)(u)n
, . . . ,

ρKm(u)n

ρ+̃ϕ(K1,...,Km)(u)n

)
.

With this and (11), we obtain

1 =

∫
Sn−1

ϕ

(
ρK1(u)

ρ+̃ϕ(K1,...,Km)(u)
, . . . ,

ρKm(u)

ρ+̃ϕ(K1,...,Km)(u)

)
dṼ+̃ϕ(K1,...,Km)(u)

=

∫
Sn−1

ϕ0

(
ρK1(u)n

ρ+̃ϕ(K1,...,Km)(u)n
, . . . ,

ρKm(u)n

ρ+̃ϕ(K1,...,Km)(u)n

)
dṼ+̃ϕ(K1,...,Km)(u)

≤ ϕ0

(∫
Sn−1

ρK1(u)n

ρ+̃ϕ(K1,...,Km)(u)n
dṼ+̃ϕ(K1,...,Km)(u),

. . . ,

∫
Sn−1

ρKm(u)n

ρ+̃ϕ(K1,...,Km)(u)n
dṼ+̃ϕ(K1,...,Km)(u)

)

= ϕ0

(
Vn(K1)

Vn(+̃ϕ(K1, . . . , Km))
, . . . ,

Vn(Km)

Vn(+̃ϕ(K1, . . . , Km))

)
= ϕ

((
Vn(K1)

Vn(+̃ϕ(K1, . . . , Km))

)1/n

, . . . ,

(
Vn(Km)

Vn(+̃ϕ(K1, . . . , Km))

)1/n
)
.
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Now suppose that Kj ∈ Sn, j = 1, . . . ,m, with Vn(Kj0) > 0 for some j0. Let ε > 0 and
define Kj(ε) ∈ Sn+ by ρKj(ε)(u) = ρKj + ε, for u ∈ Sn−1 and j = 1, . . . ,m. Then ρKj(ε) ↓ ρKj
pointwise as ε ↓ 0. By the Lebesgue dominated convergence theorem, Vn(Kj(ε)) ↓ Vn(Kj) as
ε ↓ 0, for j = 1, . . . ,m. Moreover, ρ+̃ϕ(K1(ε),...,Km(ε)) ↓ ρ+̃ϕ(K1,...,Km) pointwise as ε ↓ 0. By the
Lebesgue dominated convergence theorem again, we obtain

Vn(+̃ϕ(K1(ε), . . . , Km(ε)) ↓ Vn(+̃ϕ(K1, . . . , Km)) ≥ Vn(+̃ϕ({o}, . . . , Kj0 , . . . , {o})) > 0,

since ρKj0 > 0 on a subset of Sn−1 of positive Vn−1-measure. Since ϕ is continuous and (18)
holds with Kj replaced by Kj(ε), j = 1, . . . ,m, the required conclusion follows by taking the
limit as ε ↓ 0.

Suppose that Kj ∈ Snc+, j = 1, . . . ,m, and that equality holds in (18). Then equality
also holds in Jensen’s inequality. If ϕ0 is strictly concave, the equality condition for Jensen’s

inequality, together with the fact that the support of Ṽ+̃ϕ(K1,...,Km) is now Sn−1 and all radial

functions involved are continuous, imply that ρKj(u)/ρ+̃ϕ(K1,...,Km)(u), j = 1, . . . ,m, and hence

ρK1(u)/ρKj(u), j = 1, . . . ,m, are constant on Sn−1. This establishes the equality condition.
The remainder of the theorem follows easily by similar arguments. �

Taking m = 2, K1 = K, K2 = L, and ϕ(x1, x2) = xp1 + xp2, p ∈ R, p 6= 0, in Theorem 4.1,
we obtain the dual Lp-Brunn-Minkowski inequality

(19) Vn(K+̃p L)p/n ≤ Vn(K)p/n + Vn(L)p/n,

and its equality conditions, where p ∈ (0, n] and +̃p is defined by (2), and where the inequality
in (19) is reversed if p < 0 or p > n. See [12, (85), p. 398].

Of course, many other choices are possible. For example, let t ∈ (0, 1) and let ϕt(x1, x2) =

x
n(1−t)
1 xnt2 , for x1, x2 > 0. Then ϕt 6∈ Φ2, but ϕt ∈ Φ′2, where Φ′2 is as in Remark 2.1. In this

case radial Orlicz addition coincides with the radial log combination (1− t)K+̃0 tL, i.e.,

ρ+̃ϕt (K,L)(x) = ρ(1−t)K+̃0 tL
(x) = ρK(x)1−tρL(x)t,

for x ∈ Rn \ {o} and K,L ∈ Sn+. With this choice of ϕ, Theorem 4.1 yields

Vn((1− t)K+̃0 tL) ≤ Vn(K)1−tVn(L)t,

for all K,L ∈ Sn+. This dual log-Brunn-Minkowski inequality is in fact the precise dual of
the conjectured (and so far proved only for n = 2) log-Brunn-Minkowski inequality (see [3,
Problem 1.1]):

Vn((1− t)K +0 tL) ≥ Vn(K)1−tVn(L)t,

where (1− t)K +0 tL is the log Minkowski combination of origin-symmetric convex bodies K
and L in Rn.
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5. Radial Orlicz linear combination and dual Orlicz mixed volume

Let m,n ≥ 2 and suppose that αj > 0, j = 1, . . . ,m, and either ϕj ∈ Φ1, j = 1, . . . ,m, or
ϕj ∈ Ψ1, j = 1, . . . ,m. Let

(20) ϕ(x1, . . . , xm) =
m∑
j=1

αjϕj(xj).

We define the radial Orlicz linear combination +̃ϕ(K1, . . . , Km, α1, . . . , αm) for all x ∈ Rn\{o}
and ϕj ∈ Φ1 and Kj ∈ Sn, j = 1, . . . ,m, by taking the function ϕ in (10) to be as in (20); in
other words, by

(21) ρ+̃ϕ(K1,...,Km,α1,...,αm)(x) = inf

{
λ > 0 :

m∑
j=1

αj ϕj

(
ρKj(x)

λ

)
≤ 1

}
.

We use the same definition (21) for ϕj ∈ Ψ1 and Kj ∈ Sn+, j = 1, . . . ,m, with ≤ 1 replaced
by ≥ 1.

For our purposes, it suffices to focus on the special case when m = 2, α1 = 1, and α2 =
ε > 0. Henceforth we shall write K+̃ϕ,εL instead of +̃ϕ(K,L, 1, ε). The radial Orlicz linear
combination K+̃ϕ,εL can be defined implicitly (and uniquely) for x ∈ Rn \ {o} by

(22) ϕ1

(
ρK(x)

ρK+̃ϕ,εL
(x)

)
+ εϕ2

(
ρL(x)

ρK+̃ϕ,εL
(x)

)
= 1,

if ϕ1, ϕ2 ∈ Φ1 and ρK(x) + ρL(x) > 0, or if ϕ1, ϕ2 ∈ Ψ1 and K,L ∈ Sn+.

Note that we have K+̃ϕ,εL ∈ Snc (or K+̃ϕ,εL ∈ Snc+) if K,L ∈ Snc (or K,L ∈ Snc+, respec-
tively).

The following lemma is a dual analog of [16, Lemma 8.2]. It requires a different proof,
since convergence of radial functions does not imply their uniform convergence, as it does for
support functions.

Lemma 5.1. Suppose that either ϕj ∈ Φ
(1)
1 , j = 1, 2, K,L ∈ Sn, and c1B

n ⊂ K for some

c1 > 0, or ϕj ∈ Ψ
(1)
1 , j = 1, 2, K,L ∈ Sn+, and c2B

n ⊂ L for some c2 > 0. Then ρK+̃ϕ,εL
→ ρK

uniformly on Sn−1 as ε→ 0+.

Proof. Suppose that ϕj ∈ Φ
(1)
1 , j = 1, 2, and let ε ∈ (0, 1]. Using (22), both as it stands and

with ε replaced by 1, and the fact that ϕ1 and ϕ2 are strictly increasing, it is easy to see that
K ⊂ K+̃ϕ,εL ⊂ K+̃ϕ,1L. Let M1 < ∞ be such that L ⊂ M1B

n and K+̃ϕ,1L ⊂ M1B
n, and

define

a1 = sup
v∈Sn−1

ρL(v)

ρK(v)
≤ M1

c1
<∞.

Let u ∈ Sn−1. Then, using (22) and the fact that ϕ1 and ϕ2 are increasing, we obtain

1− εϕ2(a1) ≤ ϕ1

(
ρK(u)

ρK+̃ϕ,εL
(u)

)
.
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If ε is small enough, then 1− εϕ2(a1) > 0 and hence ρK+̃ϕ,εL
(u)ϕ−11 (1− εϕ2(a1)) ≤ ρK(u). It

follows that

(23) 0 ≤ ρK+̃ϕ,εL
(u)− ρK(u) ≤M1

(
1− ϕ−11 (1− εϕ2(a1))

)
.

Since ϕ1(1) = 1 and ϕ1 is strictly increasing and continuous, the same is true for ϕ−11 , and
therefore ρK+̃ϕ,εL

→ ρK uniformly on Sn−1 as ε→ 0+.

Suppose that ϕj ∈ Ψ
(1)
1 , j = 1, 2, and let ε ∈ (0, 1]. If K,L ∈ Sn+, then we now have

K+̃ϕ,εL ⊂ K. Let M2 <∞ be such that K ⊂M2B
n and define

a2 = inf
v∈Sn−1

ρL(v)

ρK(v)
≥ c2
M2

> 0.

Let u ∈ Sn−1. Then, using (22) and the fact that ϕ1 and ϕ2 are decreasing, we obtain

1− εϕ2(a2) ≤ ϕ1

(
ρK(u)

ρK+̃ϕ,εL
(u)

)
.

If ε is small enough, then 1 − εϕ2(a2) > 0 and using again that ϕ1 is decreasing, we get
ρK+̃ϕ,εL

(u)ϕ−11 (1− εϕ2(a2)) ≥ ρK(u). This implies

(24) 0 ≤ ρK(u)− ρK+̃ϕ,εL
(u) ≤M2

(
ϕ−11 (1− εϕ2(a2))− 1

)
and we draw the desired conclusion as before. �

Remark 5.2. A minor variation of the preceding argument shows the following. Suppose

that either ϕj ∈ Φ
(1)
1 , j = 1, 2, K ∈ Sn+, and L ∈ Sn, or ϕj ∈ Ψ

(1)
1 , j = 1, 2, and K,L ∈ Sn+.

Then ρK+̃ϕ,εL
→ ρK pointwise on Sn−1 as ε→ 0+.

Lemma 5.3. Let ϕj ∈ Φ
(1)
1 , j = 1, 2, let K ∈ Sn+, and let L ∈ Sn. If (ϕ1)

′
l(1) exists and is

positive, then

(25) (ϕ1)
′
l(1) lim

ε→0+

ρK+̃ϕ,εL
(u)− ρK(u)

ε
= ρK(u)ϕ2

(
ρL(u)

ρK(u)

)
,

for u ∈ Sn−1. If ϕj ∈ Ψ
(1)
1 , j = 1, 2, K,L ∈ Sn+, and (ϕ1)

′
r(1) exists and is positive, then (25)

holds with (ϕ1)
′
l(1) replaced by (ϕ1)

′
r(1).

Proof. Suppose that ϕj ∈ Φ
(1)
1 , j = 1, 2. Let u ∈ Sn−1 and let ε > 0. If ρL(u) = 0,

then ρK+̃ϕ,εL
(u) = ρK(u) and both sides of (25) are zero. Suppose that ρL(u) > 0. Then

ρK(u)/ρK+̃ϕ,εL
(u) < 1 and we also have ρK(u) > 0 and ϕ2(ρL(u)/ρK(u)) > 0. Using these
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facts, Remark 5.2, and (22), we obtain

(ϕ1)
′
l(1) = lim

ε→0+

1− ϕ1

(
ρK(u)

ρK+̃ϕ,εL
(u)

)
1− ρK(u)

ρK+̃ϕ,εL
(u)

= lim
ε→0+

ρK+̃ϕ,εL
(u)

εϕ2

(
ρL(u)

ρK+̃ϕ,εL
(u)

)
ρK+̃ϕ,εL

(u)− ρK(u)

= ρK(u)ϕ2

(
ρL(u)

ρK(u)

)
lim
ε→0+

ε

ρK+̃ϕ,εL
(u)− ρK(u)

,

which yields (25).

If ϕj ∈ Ψ
(1)
1 , j = 1, 2, then ρK(u)/ρK+̃ϕ,εL

(u) > 1 and as in the previous paragraph, we

conclude that (25) holds with (ϕ1)
′
l(1) replaced by (ϕ1)

′
r(1). �

Theorem 5.4. Suppose that ϕj ∈ Φ
(1)
1 , j = 1, 2, K,L ∈ Sn, and c1B

n ⊂ K for some c1 > 0.
If (ϕ1)

′
l(1) exists and is positive, then

(26) (ϕ1)
′
l(1) lim

ε→0+

Vn(K+̃ϕ,εL)− Vn(K)

ε
=

∫
Sn−1

ϕ2

(
ρL(u)

ρK(u)

)
ρK(u)n du.

Suppose instead that ϕj ∈ Ψ
(1)
1 , j = 1, 2, K,L ∈ Sn+, and c2B

n ⊂ L for some c2 > 0. If
(ϕ1)

′
r(1) exists and is positive, then (26) holds with (ϕ1)

′
l(1) replaced by (ϕ1)

′
r(1).

Proof. Let ϕj ∈ Φ
(1)
1 , j = 1, 2, let K,L ∈ Sn, and let c1B

n ⊂ K for some c1 > 0. By the polar
coordinate formula for volume, we have

(ϕ1)
′
l(1)

d

dε

∣∣∣∣
ε=0+

Vn(K+̃ϕ,εL) = (ϕ1)
′
l(1)

1

n
lim
ε→0+

∫
Sn−1

1

ε

(
ρK+̃ϕ,εL

(u)n − ρK(u)n
)
du.

For ε > 0 sufficiently small and u ∈ Sn−1, using the notation from the proof of Lemma 5.1,
we conclude from (23) that

(27) 0 ≤ 1

ε

(
ρK+̃ϕ,εL

(u)− ρK(u)
)
≤M1

1

ε

(
1− ϕ−11 (1− εϕ2(a1)

)
.

Since (ϕ1)
′
l(1) > 0 and ϕ1 is strictly increasing, we also have (ϕ−11 )′l(1) > 0, so the right-hand

side of (27) is bounded above uniformly in ε > 0. Hence we can apply Lebesgue’s dominated
convergence theorem and Lemma 5.3 to obtain

(ϕ1)
′
l(1)

d

dε

∣∣∣∣
ε=0+

Vn(K+̃ϕ,εL) = (ϕ1)
′
l(1)

1

n

∫
Sn−1

d

dε

∣∣∣∣
ε=0+

ρK+̃ϕ,εL
(u)n du

= (ϕ1)
′
l(1)

1

n

∫
Sn−1

d

dε

∣∣∣∣
ε=0+

ρK+̃ϕ,εL
(u)nρK(u)n−1 du

=

∫
Sn−1

ϕ2

(
ρL(u)

ρK(u)

)
ρK(u)n du.

The second part of the theorem follows in the same way if (24) is used instead of (23). �
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Let ϕ : (0,∞) → R. The formula (26) for the first variation of volume suggests defining
the dual Orlicz mixed volume of star sets K,L ∈ Sn+ by

(28) Ṽϕ(K,L) =
1

n

∫
Sn−1

ϕ

(
ρL(u)

ρK(u)

)
ρK(u)n du = Vn(K)

∫
Sn−1

ϕ

(
ρL(u)

ρK(u)

)
dṼK(u),

whenever these expressions make sense, where integration on the right is with respect to the
dual cone measure of K, defined by (3). A similar remark applies if ϕ : [0,∞)→ R and K,L
belong to an appropriate class of star sets.

For example, in the important special case when ϕ(t) = tp, p ∈ R \ {0}, the dual Orlicz

mixed volume Ṽϕ(K,L) becomes

(29) Ṽp(K,L) =
1

n

∫
Sn−1

ρK(u)n−pρL(u)p du,

where the latter quantity is defined as in [13, (A.56), p. 410] (with i = p). Here it would be
assumed that K ∈ Sn contains a ball with positive radius if p > n and that L ∈ Sn contains
a ball with positive radius if p < 0.

6. Dual Orlicz-Minkowski inequalities

In this section, we prove some dual Orlicz-Minkowski inequalities and corollaries thereof.

Theorem 6.1. Let ϕ : (0,∞) → R be such that ϕ0(t) = ϕ(t1/n), t > 0, is concave. If
K,L ∈ Snc+, then

Ṽϕ(K,L) ≤ Vn(K)ϕ

((
Vn(L)

Vn(K)

)1/n
)
,

while if ϕ0 is convex, the inequality is reversed. If ϕ0 is strictly concave (or convex, as
appropriate), equality holds if and only if K and L are dilatates.

Proof. By (28) and Jensen’s inequality for concave functions (the reverse of (4)), we obtain

Ṽϕ(K,L) = Vn(K)

∫
Sn−1

ϕ

(
ρL(u)

ρK(u)

)
dṼK(u)

= Vn(K)

∫
Sn−1

ϕ0

((
ρL(u)

ρK(u)

)n)
dṼK(u)

≤ Vn(K)ϕ0

(∫
Sn−1

(
ρL(u)

ρK(u)

)n
dṼK(u)

)
= Vn(K)ϕ0

(∫
Sn−1

ρL(u)n

nVn(K)
du

)
= Vn(K)ϕ0

(
Vn(L)

Vn(K)

)
= Vn(K)ϕ

((
Vn(L)

Vn(K)

)1/n
)
.
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If equality holds, then equality also holds in Jensen’s inequality. The assumption that ϕ0 is
strictly concave and the equality condition for Jensen’s inequality imply that ρL(u)/ρK(u) is
constant on Sn−1. This establishes the equality condition.

The remainder of the theorem follows in the same fashion. �

Note that taking ϕ(t) = tp, p ∈ R, in Theorem 6.1, we retrieve the dual Lp-Minkowski
inequality

(30) Ṽp(K,L)n ≤ Vn(K)n−pVn(L)p,

and its equality conditions, where p ∈ [0, n] and Ṽp(K,L) is defined by (29), and where the
inequality in (30) is reversed if p < 0 or p > n. See [13, (B.29), p. 422] (with i = p). We can
also obtain the following result, which follows directly from Theorem 6.1 on taking ϕ(t) = log t.

Theorem 6.2. If K,L ∈ Snc+, then∫
Sn−1

log

(
ρL(u)

ρK(u)

)
dṼK(u) ≤ log

((
Vn(L)

Vn(K)

)1/n
)
,

with equality if and only if K and L are dilatates.

It is remarkable that the previous inequality is precisely the dual of the conjectured (and
so far proved only for n = 2) log-Minkowski inequality (see [3, p. 1976]):∫

Sn−1

log

(
hL(u)

hK(u)

)
dV K(u) ≥ log

((
Vn(L)

Vn(K)

)1/n
)
.

Here hK and hL are the support functions of centrally symmetric convex bodies K and L in
Rn and integration is with respect to the Borel probability measure in Sn−1 defined by

(31) dV K(u) =
hK(u)

nVn(K)
dS(K, u),

where S(K, ·) is the surface area measure of K. This measure is called the normalized cone
measure (or cone-volume probability measure) of K.

Corollary 6.3. Let K and L be convex bodies in Rn containing the origin in their interiors.
Then ∫

Sn−1

log

(
hL(u)

hK(u)

)
dṼK◦(u) ≥ log

((
Vn(K◦)

Vn(L◦)

)1/n
)
,

with equality if and only if K and L are dilatates.

Proof. In Theorem 6.2, replace K and L by the polar bodies K◦ and L◦, respectively, and use
the relation ρK◦(u) = 1/hK(u), u ∈ Sn−1 (see [13, (0.36), p. 20]). �

We end this section by remarking that Theorems 4.1 and 6.1 are related, as follows. Firstly,
Theorem 6.1 implies the important special case of Theorem 4.1 when ϕ is defined by (12).
To see this, one applies Theorem 6.1 with K, L, and ϕ replaced by K1+̃ϕ · · · +̃ϕKm, Kj,
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and ϕj, respectively, for j = 1, . . . ,m, following the analogous argument in the remark after
[16, Theorem 9.2]. On the other hand, Theorem 4.1 implies Theorem 6.1 if it is assumed

in addition that ϕ ∈ Φ
(1)
1 ∪ Ψ

(1)
1 . This can be seen by applying Theorem 4.1 with m = 2,

K1 = K, and K2 = L, to the function ϕ(x1) + ϕ(x2), and following the analogous argument
in [38, pp. 370–371].

7. Radial M-addition

For an arbitrary set M ⊂ [0,∞)m and star sets Kj ∈ Sn, j = 1, . . . ,m, define the radial
M-sum of K1, . . . , Km by

(32) ⊕̃M(K1, . . . , Km) = ∪(α1,...,αm)∈M α1K1+̃ · · · +̃αmKm,

where the radial linear combination in the union is defined as in (1). This definition results
from that of M -addition (see [16, (25)] and the equivalent definition given immediately after
it) when the Minkowski addition there is replaced by radial addition.

For each fixed (α1, . . . , αm) ∈ M , the radial linear combination α1K1+̃ · · · +̃αmKm ∈ Sn,
but in general ⊕̃M(K1, . . . , Km) 6∈ Sn since it may not be a bounded Borel set. However, if
M is compact, then ⊕̃M(K1, . . . , Km) ∈ Sn, so we shall make this assumption about M from
now on.

The formula

(33) ρ⊕̃M (K1,...,Km)(x) = hconvM (ρK1(x), . . . , ρKm(x)) ,

holds for x ∈ Rn \ {o}, where hconvM denotes the support function of the convex hull of M .
Indeed,

ρ⊕̃M (K1,...,Km)(x) = ρ∪(α1,...,αm)∈M α1K1+̃···+̃αmKm(x)

= max{ρα1K1+̃···+̃αmKm(x) : (α1, . . . , αm) ∈M}
= max{α1ρK1(x) + · · ·+ αmρKm(x) : (α1, . . . , αm) ∈M}
= max{(α1, . . . , αm) · (ρK1(x), . . . , ρKm(x)) : (α1, . . . , αm) ∈M}
= hconvM (ρK1(x), . . . , ρKm(x)) .

In particular, if M is also convex, we have

(34) ρ⊕̃M (K1,...,Km)(x) = hM (ρK1(x), . . . , ρKm(x)) ,

for x ∈ Rn \ {o}.
It may be surprising that (33) and (34) involve a support function. But note that if M ∈ Sn,

then the function

ρM (ρK1(x), . . . , ρKm(x)) ,

for x ∈ Rn \ {o} (the dual analog of [15, Theorem 6.5(ii)], for example), does not define a
radial function since it is homogeneous of degree 1 and not −1.
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When m = 2, the radial M -sum of K,L ∈ Sn is denoted by K⊕̃ML. Note that in this case,
if {(1, 1)} ⊂M ⊂ [0, 1]2, then ⊕̃M is ordinary radial addition, and if

(35) M =
{

(a, b) ∈ [0, 1]2 : ap
′
+ bp

′
= 1
}

=
{(

(1− t)1/p′ , t1/p′
)

: 0 ≤ t ≤ 1
}
,

where p > 1 and 1/p + 1/p′ = 1 (or convM or conv {M, o} with M as in (35)), then ⊕̃M is
pth radial addition.

From either (32) or (33), it can be verified that ⊕̃M : (Sn)m → Sn is homogeneous of degree
1, GL(n) covariant, section covariant, and continuous in the sense of pointwise convergence
of radial functions. It does not in general have the identity property.

For the next result, recall that a set in Rn is called 1-unconditional if it is symmetric with
respect to each coordinate hyperplane.

Theorem 7.1. If M is a 1-unconditional convex body in Rm, then there is a convex function
ϕ ∈ Φm such that

(36) ⊕̃M∩[0,∞)m(K1, . . . , Km) = +̃ϕ(K1, . . . , Km),

for all Kj ∈ Sn, j = 1, . . . ,m.
Conversely, given a convex ϕ ∈ Φm, there is a 1-unconditional convex body M in Rn such

that (36) holds for all Kj ∈ Sn, j = 1, . . . ,m.

Proof. Since M is 1-unconditional, its polar body M◦ is also. Then, by an easy modification
of [16, Theorem 5.4] (with K there replaced by M◦), there is a convex function ϕ ∈ Φm such
that the part of the boundary of M◦ contained in [0,∞)m is given by {(x1, . . . , xm) ∈ [0,∞)m :
ϕ(x1, . . . , xm) = 1}. Let Jϕ be the 1-unconditional convex body in Rm defined by

(37) Jϕ ∩ [0,∞)m = {(x1, . . . , xm) ∈ [0,∞)m : ϕ(x1, . . . , xm) ≤ 1}.
The argument in the first paragraph of the proof of [16, Theorem 5.3] shows that Jϕ is indeed
a 1-unconditional convex body. Then we have M◦ = Jϕ and hence M = J◦ϕ. Let x ∈ Rn \ {o}
and let Kj ∈ Sn, j = 1, . . . ,m, be such that ρK1(x) + · · ·+ ρKm(x) > 0. By (34),

ρ⊕̃M∩[0,∞)m (K1,...,Km)(x) = hM∩[0,∞)m (ρK1(x), . . . , ρKm(x)) = hM (ρK1(x), . . . , ρKm(x))

= hJ◦ϕ (ρK1(x), . . . , ρKm(x)) = ρJϕ (ρK1(x), . . . , ρKm(x))−1 .

By the definition of the radial function, ρJϕ (ρK1(x), . . . , ρKm(x)) is the number c such that

c (ρK1(x), . . . , ρKm(x)) ∈ ∂Jϕ.
But this implies that ϕ (cρK1(x), . . . , cρKm(x)) = 1 and hence, from (11),

(38) ρ+̃ϕ(K1,...,Km)(x) = c−1 = ρ⊕̃M∩[0,∞)m (K1,...,Km)(x).

If ρK1(x) = · · · = ρKm(x) = 0, the equality of the two radial functions in (38) holds trivially.
Therefore (36) holds.

Conversely, suppose that ϕ ∈ Φm is a convex function. Let Jϕ be the 1-unconditional
convex body in Rm defined by (37). Let x ∈ Rn \ {o} and let Kj ∈ Sn, j = 1, . . . ,m, be such
that ρK1(x) + · · · + ρKm(x) > 0. If c > 0 is such that ρ⊕̃M∩[0,∞)m (K1,...,Km)(x) = 1/c, the steps
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in the previous paragraph can be reversed to conclude that (38) and hence (36) holds with
M = J◦ϕ. �

The second statement in Theorem 7.1 is not true in general if ϕ is not a convex function in
Φm. For example, suppose that m = 2 and ϕ(s, t) =

√
s+
√
t for s, t ≥ 0. From (11), we get

ρK+̃ϕL
(x) =

(√
ρK(x) +

√
ρL(x)

)2
,

for all x ∈ Rn \ {o} and K,L ∈ Sn. Comparing with (33), we see that if +̃ϕ is a radial
M -addition on the class of star sets, we would have

hconvM (ρK(x), ρL(x)) =
(√

ρK(x) +
√
ρL(x)

)2
,

for x ∈ Rn \ {o} and all K,L ∈ Sn. Applying this equation with K = sBn and L = tBn for
s, t ≥ 0, we conclude that

hconvM(s, t) =
(√

s+
√
t
)2
,

for s, t ≥ 0. However, the function on the right-hand side is not sublinear and hence not a
support function, so +̃ϕ is not a radial M -addition for any M .

Appendix

The present paper developed as a combination of a manuscript by the first three authors
dated May 21, 2013, and the preprint arXiv:1404.6991 written independently by the fourth
author and posted on April 28, 2014. After the latter article was completed, the independent
and earlier work [44] came to the attention of the fourth author, who thanks B. Zhu for
communicating it. The paper [45] was also submitted earlier, on September 19, 2013, and
appeared shortly after the preprint arXiv:1407.7311 of the present paper was posted on July 28,
2014.

In [44, 45], only functions ϕ : (0,∞)2 → (0,∞) of the form ϕ(x1, x2) = α1φ(x1) + α2φ(x2),
where φ is a convex strictly decreasing function on (0,∞), are considered. Moreover, for
the most part [44, 45] deal only with the class Snc+. The corresponding special cases of
Theorems 4.1 and 6.1 are proved in [44, 45], but only under the rather stronger condition that
the function φ is convex.
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