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Abstract. In this paper, we develop a framework of generalized phase retrieval in which
one aims to reconstruct a vector x in Rd or Cd through quadratic samples x∗A1x, . . . ,x

∗ANx.
The generalized phase retrieval includes as special cases the standard phase retrieval as well
as the phase retrieval by orthogonal projections. We first explore the connections among
generalized phase retrieval, low-rank matrix recovery and nonsingular bilinear form. Moti-
vated by the connections, we present results on the minimal measurement number needed
for recovering a matrix that lies in a set W ∈ Cd×d. Applying the results to phase re-
trieval, we show that generic d× d matrices A1, . . . , AN have the phase retrieval property
if N ≥ 2d− 1 in the real case and N ≥ 4d− 4 in the complex case for very general classes
of A1, . . . , AN , e.g. matrices with prescribed ranks or orthogonal projections. We also
give lower bounds on the minimal measurement number required for generalized phase
retrieval. For several classes of dimensions d we obtain the precise values of the minimal
measurement number. Our work unifies and enhances results from the standard phase
retrieval, phase retrieval by projections and low-rank matrix recovery.

1. Introduction

1.1. Problem Setup. The phase retrieval problem is to recover signals from the mag-

nitude of the observations. It has important applications in imaging, optics, quantum

tomography, communication, audio signal processing and more, and it has grown into one

of the major areas of research in recent years (see e.g. [3, 7, 11, 12, 17, 19, 22] and the

references therein). First we state the phase retrieval problem. In the finite dimensional

Hilbert space Fd, where F = R or F = C, a set of elements {f1, . . . , fN} in Fd is called a

frame if it spans Fd. Given this frame any vector x ∈ Fd can be reconstructed from the

inner products {⟨x, f1⟩, . . . , ⟨x, fN ⟩}. The standard version of the phase retrieval problem in

Fd is: Let {f1, . . . , fN} be a subset in the finite dimensional Hilbert space Fd. Is it possible

to reconstruct a vector x ∈ Fd from {|⟨x, f1⟩|, . . . , |⟨x, fN ⟩|}, i.e. from only the magnitude

of the inner products? To do that, the set {f1, . . . , fN} must be a frame because otherwise

one can find a nonzero x such that it is orthogonal to all fj , j = 1, . . . , N . Furthermore if
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x′ = bx where |b| = 1 then |⟨x, fj⟩| = |⟨x′, fj⟩| for all j = 1, . . . , N , and hence x and x′

cannot be distinguished from the magnitude of the inner products. Thus all reconstructions

from magnitudes, if it is possible, should only be up to a unimodular constant.

1.1.1. Generalized Phase Retrieval. There have been significant advances in the study of

this standard version of the phase retrieval problem. On the one hand, many theoretical

results are presented. Particularly, the problem of finding the minimal measurement number

for phase retrieval has attracted a lot of attention [4, 3, 22, 12, 37, 38]. On the other hand,

efficient and numerically stable algorithms have been developed to solve for phase retrieval

(see [11, 10]).

In this paper, we focus on the more theoretical side of a generalized version of the phase

retrieval problem. The standard phase retrieval problem is to reconstruct a x ∈ Fd up to a

unimodular constant from the measurements {x∗fjf
∗
j x = |⟨x, fj⟩|2}Nj=1. Set Aj = fjf

∗
j . Then

the problem is to reconstruct x from the measurements {x∗Ajx}Nj=1, where Aj are positive

semidefinite and rank(Aj) = 1. In the generalized phase retrieval problem, the restrictions

on Aj are relaxed and replaced, and one aims to reconstruct x up to a unimodular constant

from more general quadratic measurements {x∗Ajx}Nj=1.

Let Hd(F) denote the set of d × d Hermitian matrices over F (if F = R then Hermitian

matrices are symmetric matrices). As with the standard phase retrieval problem we consider

the equivalence relation ∼ on Fd: x1 ∼ x2 if there is a constant b ∈ F with |b| = 1 such

that x1 = bx2. Let Fd := Fd/ ∼. We shall use x to denote the equivalent class containing

x. For any given A = (Aj)
N
j=1 ⊂ Hd(F) define the map MA : Fd−→RN by

(1.1) MA(x) = (x∗A1x, . . . ,x
∗ANx).

Thus the generalized phase retrieval problem asks whether we can reconstruct x ∈ Fd from

MA(x). We should observe that MA can also be viewed as a map from Fd to RN , and we

shall often do this when there is no confusion.

Definition 1.1. Let A = (Aj)
N
j=1 ⊂ HN

d (F). We say A has the phase retrieval property or

is phase retrievable (PR) if MA is injective on Fd.

Note that the generalized phase retrieval problem includes the standard phase retrieval

problem as a special case, with the additional restrictions Aj ≽ 0 and rank(Aj) = 1. It also

includes the so-called fusion frame (or projection) phase retrieval as a special case where

each Aj is an orthogonal projection matrix, namely A2
j = Aj [17, 8, 1]. Moreover, it is

very closely related to and a generalization of the problem of information completeness
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of positive operator valued measures (POVMs) with respect to pure states in quantum

tomography [22], where the norm of the vector we try to recover x ∈ Cd is assumed to be 1.

So in essence information completeness of POVMs with respect to pure states is a special

case of generalized phase retrieval in Cd in which one of the measurement matrix Aj is the

identity matrix Id. The generalized phase retrieval problem, just like the standard phase

retrieval problem, has in fact several flavors involving different subtleties, some of which

will be discussed later in the paper. One of the most fascinating aspect of generalized

phase retrieval is its close connections to other areas in mathematics, which include matrix

recovery, nonsingular bilinear form, composition of quadratic forms and the embedding

problem in topology.

This paper attempts to lay down a foundation for generalized phase retrieval by es-

tablishing several fundamental properties. Of particular interest is the various minimality

problems for generalized phase retrieval, and its connections to matrix recovery and non-

singular bilinear form. We list some of them below:

Minimality Questions for Generalized Phase Retrieval: Let A = (Aj)
N
j=1 ⊂ HN

d (F).
What is the smallest N so that a generic A = (Aj)

N
j=1 has the phase retrieval property in

Fd?

There can also be numerous variants of those aforementioned questions. For example,

what if we require that all Aj ≽ 0? What if we prescribe the ranks for all Aj? We can

obviously impose various special restrictions on Aj , and any such restrictions may alter the

answer to each of the above questions.

1.1.2. Generalized Matrix Recovery. Note that x∗Ajx = Tr(Ajxx
∗). The generalized phase

retrieval problem is equivalent to the recovery of the rank one Hermitian matrix xx∗ from

(Tr(A1xx
∗), . . . ,Tr(ANxx∗)), which establishes a natural connection between generalized

phase retrieval and low-rank matrix recovery. The connection is observed in [11] and Candès,

Strohmer and Voroninski use it to study the standard phase retrieval. This method is called

PhaseLift.

The low-rank matrix recovery problem is an active research area in recent years and

has arisen in many important applications such as image processing, recommender systems

and Euclidean embedding and more. The goal of low-rank matrix recovery is to recover

Q ∈ Cd×d with rank(Q) ≤ r from linear observation (Tr(A1Q), . . . ,Tr(ANQ)) ∈ FN for

some given A1, . . . , AN . Depending on the problem and application, one imposes various

special restrictions on Aj and Q, e.g. all matrices A1, . . . , AN have rank one [9, 39], and/or
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some of entries of Q are 0 etc. The generalized phase retrieval leads us naturally to the

following generalized matrix recovery problem:

Generalized Matrix Recovery Problem: Let L : Fd×d×Fd×d → F be a bilinear function.

Let W ⊂ Fd×d and Vj ⊂ Fd×d for j = 1, . . . , N . Assume that A = (Aj)
N
j=1 with Aj ∈ Vj.

Can we reconstruct any Q ∈W from MA(Q) := (L(A1, Q), . . . , L(AN , Q)) ∈ FN?

In this paper, the sets Vj and W above will be taken to be algebraic varieties in Fd×d.

We also require that W −W ⊂ Fd×d is an algebraic variety, where

W −W := {x− y : for all x,y ∈W}.

Low-rank matrix recovery under different conditions usually becomes a special cases of the

generalized matrix recovery problem in this setting. We list some examples here:

• Let

Md,r(F) :=
{
Q ∈ Fd×d : rank(Q) ≤ r

}
, F = C or R.

Note that rank(Q) ≤ r is equivalent to the vanishing of all (r + 1)× (r + 1) minors

of Q and that these (r + 1) × (r + 1) minors are homogeneous polynomials in the

entries of Q. Hence, Md,r(F) is an algebraic variety in Fd×d, which is an affine

determinantal variety (See Section 3.2 for detail). If we take W = Md,r(F), then
the generalized matrix recovery problem is the rank r matrix recovery problem.

• If Vj is the algebraic variety containing matrices of rank ≤ 1 then matrix recovery

problem becomes the problem of matrix recovery by rank one projections [9].

• An interesting and important problem is the recovery of low-rank sparse matrices.

Set

Σd,k(F) :=
{
Q ∈ Fd×d : ∥Q∥0 ≤ k

}
, F = C or R,

where ∥Q∥0 denotes the nonzero entries of Q. Then Q ∈ Σd,k if and only if the

product of any k+1 entries in Q vanishes which implies Σd,k is an algebraic variety.

Thus the recovery of sparse matrices is a special case of generalized matrix recovery

by taking W = Σd,k(F) or W = Σd,k(F) ∩Md,r(F).
• We often meet the case where the measurement matrix is a Hermitian matrix. The

Hermitian matrix set Hd(C) is not an algebraic variety but we can transform it to

the setting with Vj = Rd×d by choosing an appropriate bilinear function L. Define

a linear map τ : Cd×d−→Cd×d by

(1.2) τ(A) =
1

2
(A+AT ) +

i

2
(A−AT ).
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It is easy to see that τ restricted on Rd×d is an isomorphism from Rd×d to Hd(C).
Set L(Aj , Q) := Tr(τ(Aj)Q). Then we can take Vj = Rd×d which is a real algebraic

variety.

Minimality Question for Generalized Matrix Recovery: Let L : Fd×d × Fd×d → F
be a bilinear form. Let Vj ⊂ Fd×d for j = 1, . . . , N and W ⊂ Fd×d be algebraic varieties.

Assume that A = (Aj)
N
j=1 with Aj ∈ Vj. Under what conditions can we reconstruct any

Q ∈W from MA(Q) := (L(A1, Q), . . . , L(AN , Q)) ∈ FN? In particular, what is the smallest

N so that MA is injective on W for a generic A = (Aj)
N
j=1 ∈ V1 × · · · × VN?

Note that MA is injective on W if and only if, for Q ∈W −W , MA(Q) = 0 implies that

Q = 0. Throughout the rest of this paper, to state conveniently, we abuse the notations and

still use W to denote W −W . We will employ algebraic method to investigate the smallest

N so that {Q ∈W : MA(Q) = 0} only contains the zero point which implies the answer for

the question above. The results will play an important role in generalized phase retrieval.

1.2. Related Results.

1.2.1. Phase Retrieval and Matrix Recovery. For the standard phase retrieval with F = R
the minimality question is relatively straightforward. Let A = (Aj)

N
j=1 ⊂ Hd(R) such that

Aj = fjf
∗
j for some fj ∈ Rd. Then it is easy to prove that the smallest N for which A can

have the phase retrieval property is N = 2d − 1, which is also the smallest number that

a generic such A with N elements has the phase retrieval property [3]. However, once we

remove the rank(Aj) = 1 condition the answers are already different. For example for fusion

frame phase retrieval in Rd, it is known that a generic choice of N = 2d − 1 orthogonal

projections A = (Pj)
N
j=1 with 0 < rank(Pj) < d has the phase retrieval property [8, 17], but

the smallest such N remains unknown in general. For d = 4, it is known that there exists

a fusion frame A = (Pj)
N
j=1 with N = 6 = 2d − 2 [40] having the phase retrieval property.

In this paper, we shall show the number N = 6 is tight for d = 4.

In the complex case F = C, the same question remains open for the standard phase

retrieval. It is known that in the standard phase retrieval setting, N ≥ 4d − 4 generic

matrices A = (Aj)
N
j=1 ⊂ Hd(C) where Aj = fjf

∗
j have the phase retrieval property [4, 12].

Moreover, the N = 4d − 4 is also minimal if d = 2k + 1 where k ≥ 1 [12]. Vinzant in [37]

has constructed an example in d = 4 with N = 11 = 4d − 5 < 4d − 4 matrices Aj = fjf
∗
j

such that A = (Aj)
11
j=1 is phase retrievable in C4. The construction is done through the use

of computational algebra tools and packages. This result implies that N = 4d − 4 is not
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minimal for some d for the standard phase retrieval. So far, the smallest N is not known

even for d = 4. In the other direction, a lower bound N ≥ 4d − 3− 2α for the minimal N

is given in [22], where α denotes the number of 1’s in the binary expansion of d − 1. This

was the best known lower bound for standard phase retrieval.

Recall that we use Md,r(F) to denote the set of d × d matrices in Fd×d with rank ≤ r.

For low-rank matrix recovery, any Q ∈ Md,r(F) can be recovered from (Tr(AjQ))Nj=1 with

probability 1 if N ≥ 4dr − 4r2, where the matrices A1, . . . , AN are i.i.d. Gaussian random

matrices, provided r ≤ d/2. It was also conjectured in [18] that N = 4dr − 4r2 is the

minimal N for which there exists A = (Aj)
N
j=1 so that MA is injective on Md,r(F). In

[40], the author proved the conjecture for F = C and disproved it for F = R, showing the

existence of A = (Aj)
11
j=1 for which MA is injective on M4,1(R).

1.2.2. Nonsingular Bilinear Form. As we will show in Theorem 2.1, A = (Aj)
N
j=1 ⊂ HN

d (R)
having the phase retrieval property is equivalent to the corresponding bilinear form (xTAjy)

N
j=1

being nonsingular. This connection has led us to also study nonsingular bilinear form, an

area with deep historical roots. Consider the bilinear form L : Rp × Rq → RN given by

L(x,y) = (xTB1y, . . . ,x
TBNy) ∈ RN where x ∈ Rp,y ∈ Rq and Bj ∈ Rp×q. We shall call

(p, q,N) the size of L. The bilinear form is nonsingular if L(x,y) = 0 implies x = 0 or

y = 0; it is normed if |L(x,y)| = |x| · |y|. A simple observation is that if L is normed then it

is nonsingular. We use p#q to denote the minimal N for which there exist B1, . . . , BN such

that the corresponding bilinear form is nonsingular. The function p#q appears in the study

of the composition of quadratic forms and the immersion problem [35, 34]. It is well-known

that 2#2 = 2. In 1748, Euler found a normed bilinear form with size (4, 4, 4) in his attempt

to prove Fermat’s Last Theorem [34], which implies 4#4 = 4. Degen proved 8#8 = 8 in

1818. The exact values of p#q for some small p, q ≤ 32 are known and can be found in [34].

However, finding the exact value for p#q in general is a very hard problem. A well-known

necessary condition for the existence of a nonsingular bilinear form of size (p, q,N) is the

Stiefel-Hopf condition, proved by Hopf and Stiefel independently in 1941 (see also [15, 28]).

Theorem 1.1. (Stiefel-Hopf) If there exists a nonsingular bilinear form of size (p, q,N)

then the binomial coefficient
(
N
k

)
is even whenever N − q + 1 ≤ k ≤ p− 1.

In the generalized phase retrieval setting we always require p = q = d together with the

additional requirement that matrices Bj , j = 1, . . . , N, are symmetric. Thus for our study

we are interested in the minimal N for which there exists a nonsingular symmetric bilinear
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form of size (d, d,N). This is a stronger requirement so N ≥ d#d and (d, d,N) should

satisfy the Stiefel-Hopf condition.

1.3. Our Contribution. Our study focuses on the number of measurements needed to

achieve generalized phase retrieval and other related questions. For these purposes we use

the notation mF(d) to denote minimal N for which phase retrieval property is possible:

mF(d) := min
{
N : there exists a phase retrievable A = (Aj)

N
j=1 ⊂ HN

d (F) in Fd
}
.

We use algebraic methods to study the measurement number N for which a generic A =

(Aj)
N
j=1 has the phase retrieval property. We also present an upper bound for mF(d).

Meanwhile a lower bound for mF(d) is obtained using results on the embedding of projective

spaces into real spaces. These results also show a direct link among phase retrieval, matrix

recovery and nonsingular bilinear form. In Section 2, we give several equivalent formulations

for generalized phase retrieval, where we establish its close connection to nonsingular bilinear

form and matrix recovery. In Section 3, we investigate the number of measurements needed

for generalized matrix recovery, by showing that N = dim(W ) measurements are necessary,

and moreover sufficient for generic measurements in the case F = C provided the algebraic

varieties Vj , j = 1, . . . , N and W satisfy some mild conditions. The tools from algebraic

geometry play an important role in our investigation. Using these tools we also provide an

alternative proof for the Stiefel-Hopf condition (Theorem 1.1), which may be independently

interesting in itself. In Section 4 we show that N = 2d − 1 (resp. N = 4d − 4) generic

matrices with prescribed ranks have the phase retrieval property in Rd (resp. Cd). Similar

technique also allows us to establish the N = 4d−4 result for generic fusion frames, namely

N = 4d− 4 generic orthogonal projections have the phase retrieval property in Cd. Finally,

in Section 5, we study the minimal measurement number mF(d) by employing the results on

the embedding of projective spaces in Euclidean spaces. In the real case F = R, we prove

that 2d − O(log2 d) ≤ mR(d) ≤ 2d − 1. When d is of the form d = 2k + δ where δ = 1 or

2, we obtain the exact value mR(d) = 2d − δ. In the complex case F = C, let α denotes

the number of 1’s in the binary expansion of d− 1. Then the lower bound 4d− 2− 2α was

obtained for information completeness of POVMs with respect to pure states [22], which

leads to the lower bound 4d − 3 − 2α for the phase retrieval. In this paper we improves

the results to mC(d) ≥ 4d − 2 − 2α. As a result, combining with known upper bounds we

are able to obtain the exact value of mC(d) for several classes of dimensions d, including

particularly the special case d = 2k + 1 > 4, for which mC(d) = 4d − 4. This sharp lower

bound in the standard phase retrieval setting was first shown in [12].
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2. Equivalent Formulations for Generalized Phase Retrieval

We state an equivalent formulation for the generalized phase retrieval problem here, which

allows us to prove some basic but important properties for generalized phase retrieval.

For any c ∈ C let ℜ(c) and ℑ(c) denote the real and imaginary part of c, respectively. A

useful formula is that for a Hermitian A ∈ Hd(F) and any x,y ∈ Fd we must have

(2.1) x∗Ax− y∗Ay = 4ℜ(v∗Au)

where v = 1
2(x + y) and u = 1

2(x − y). This is straightforward to check. In the real case

F = R it means that x∗Ax− y∗Ay = v∗Au = vTAu.

Theorem 2.1. Let A = (Aj)
N
j=1 ⊂ Hd(R). The following are equivalent:

(1) A has the phase retrieval property.

(2) There exist no nonzero v,u ∈ Rd such that vTAju = 0 for all 1 ≤ j ≤ N .

(3) span{Aju}Nj=1 = Rd for any nonzero u ∈ Rd.

(4) If Q ∈ Md,1(R) and Tr(AjQ) = 0 for all 1 ≤ j ≤ N , then Q = 0.

(5) For any nonzero Q ∈ Md,2(R) ∩Hd(R) such that Tr(AjQ) = 0 for all 1 ≤ j ≤ N ,

Q has two nonzero eigenvalues having the same sign.

(6) The bilinear form L : Rd×Rd−→RN given by L(x,y) := (xTAjy)
N
j=1 is nonsingular.

(7) The Jacobian of MA has rank d everywhere on Rd \ {0}.

Proof. (1) ⇔ (2). This is rather clear. If there exist x ̸= ±y in Rd such that MA(x) =

MA(y) = 0 then xTAjx − yTAjy = (v + u)TAj(v + u) − (v − u)TAj(v − u) = 0 which

implies vTAju = 0 for all j, where v = 1
2(x+ y) and u = 1

2(x− y). Clearly, both u,v are

nonzero. This is a contradiction. The converse also follows from the same argument.

(1) ⇔ (5). We first show (1) ⇒ (5) by contradiction. Assume there is a Q ∈ Md,2(R) ∩
Hd(R) such that Tr(AjQ) = 0 for all j and Q has two nonzero eigenvalues λ1 > 0 and

λ2 < 0. By spectral decomposition we can write Q as

Q = λ1uu
T − |λ2|vvT

where ⟨u,v⟩ = 0. Thus

Tr(Aj(λ1uu
T − |λ2|vvT )) = Tr(Ajxx

T )− Tr(Ajyy
T ) = 0

where x =
√
λ1u,y =

√
|λ2|v. Since xTAjx = Tr(Ajxx

T ) and yTAjy = Tr(Ajyy
T ), it

follows that MA(x) = MA(y). But x ̸= ±y, this contradicts with (1).
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We next show (5) ⇒ (1). Assume there exist x,y ∈ Rd so that xTAjx = yTAjy for all

j and x ̸= ±y. Then

Tr(Aj(xx
T − yyT )) = xTAjx− yTAjy = 0.

Set Q := xxT − yyT ̸= 0. Then Q ∈ Md,2(R) ∩ Hd(R) such that Tr(AjQ) = 0 for all

j. Hence Q has two nonzero eigenvalues of the same sign. This implies that x and y

are linearly independent, and therefore Q has two nonzero eigenvalues with opposite signs,

contradicting (5).

(2) ⇔ (3). If for some nonzero u0 ∈ Rd so that span{Aju0}Nj=1 ̸= Rd. Then we can find

v0 ̸= 0 so that v0⊥span{Aju0}Nj=1. This implies vT
0 Aju0 = 0 for all j. The converse is

clearly also true from the same argument.

(2) ⇔ (6). The bilinear form L is nonsingular if and only if L(x,y) ̸= 0 for all nonzero

x,y. This is precisely the condition in (2).

(4) ⇔ (6). First we observe that Q ∈ Md,1(R) if and only if Q = xyT , and Q ̸= 0 if

and only if both x,y ̸= 0. The equivalence follows immediately from the fact L(x,y) =

(Tr(AjQ)Nj=1 where Q = xyT .

(3) ⇔ (7). The Jacobian of MA at x is exactly JA(x) = 2[A1x, A2x, . . . , ANx], i.e. the

columns of JA(x) are precisely {Ajx}Nj=1. Thus (3) is equivalent to for any x ̸= 0 the rank

of J(x) is d.

We remark that the equivalence of some of these conditions are known for the standard

phase retrieval. The equivalence of (3) and (1) was also established for real orthogonal

projections matrices in [17].

Theorem 2.2. Let A = (Aj)
N
j=1 ⊂ Hd(C). The following are equivalent:

(1) A has the phase retrieval property.

(2) There exist no v,u ̸= 0 in Cd with u ̸= icv for any c ∈ R such that ℜ(v∗Aju) = 0

for all 1 ≤ j ≤ N .

(3) The (real) Jacobian of MA has (real) rank 2d− 1 everywhere on Cd \ {0}.
(4) For any nonzero Q ∈ Md,2(C) ∩Hd(C) such that Tr(AjQ) = 0 for all 1 ≤ j ≤ N ,

Q has two nonzero eigenvalues having the same sign.

Proof. (1) ⇔ (2). Assume that there exist v,u ̸= 0 in Cd, u ̸= icv for some c ∈ R such that

ℜ(v∗Aju) = 0 for all 1 ≤ j ≤ N . Set x = u+v and y = u−v. We haveMA(x) = MA(y) by

(2.1). We show x ̸= ay whenever |a| = 1. If otherwise, note that a ̸= ±1 because u,v ̸= 0.

Hence we must have u = a+1
a−1v. But

a+1
a−1 is pure imaginary, which is a contradiction. Thus

MA is not injective on Fd = Cd/ ∼ and A is not phase retrievable.



10 YANG WANG AND ZHIQIANG XU

Conversely assume that MA is not injective and MA(x) = MA(y) where x ̸= ay for

|a| = 1. Set u = x + y and v = x − y. Then u ̸= icv for any c ∈ R. Furthermore,

ℜ(v∗Aju) = 0 for all 1 ≤ j ≤ N .

(1) ⇔ (4). The proof is almost identical to the proof of the equivalence of (1) and (5) in

Theorem 2.1. We omit the detail here.

(2) ⇔ (3). Write Aj = Bj + iCj where Bj , Cj are real. Then BT
j = Bj and CT

j = −Cj .

Let

(2.2) Fj =

[
Bj −Cj

Cj Bj

]
.

Then for any u = uR + iuI ∈ Cd we have u∗Aju = xTFjx, where xT = [uT
R,u

T
I ]. Thus the

real Jacobian of MA(u) is precisely

JA(u) = 2[F1x, F2x, . . . , FNx].

Note that

[−uT
I ,u

T
R]Fju = −uT

I BjuR + uT
RCjuR + uICjuI + uT

RBjuI = 0.

Thus the rank of JA(u) is at most 2d− 1. Moreover, for any v = vR + ivI ∈ Cd we have

2[ℜ(v∗Aju)] = [vT
R,v

T
I ]JA(u).

To prove (2) implies (3), assume there exist nonzero u,v ∈ Cd with u ̸= icv for any

c ∈ R such that ℜ(v∗Aju) = 0 for all 1 ≤ j ≤ N . Denote xT = [uT
R,u

T
I ] and yT = [vT

R,v
T
I ].

Then yTFjx = 0 for all j. But u ̸= icv implies yT ̸= c[−uT
I ,u

T
R] for any real c. Hence the

rank of JA(u) is at most 2d− 2.

Conversely, to prove (3) implies (2), assume there exists a nonzero u ∈ Cd such that the

rank of JA(u) is at most 2d− 2 then we can find a y ∈ R2d such that yTJA(u) = 0 and yT

is not co-linear with [−uT
I ,u

T
R]. Write yT = [vT

R,v
T
I ] and v = vR + ivI . Then v ̸= icu, and

moreover ℜ(v∗Aju) = 0 for all j.

In the standard phase retrieval, the set of the frames (f1, . . . , fN ) ∈ Cd×N having the phase

retrieval property in Cd is an open set [2, 12]. The conclusion also holds for generalized

phase retrieval.

Theorem 2.3. Let F = R or C. For any given N , the set of A := (Aj)
N
j=1 ⊂ HN

d (F) having
the phase retrieval property is an open set in HN

d (F).

Proof. We only need to prove that the set of A’s not having the phase retrieval property is

closed. First we consider the real case F = R. Let {An} ⊂ HN
d (F) be a sequence of N -tuples

of real symmetric matrices that do not have the phase retrieval property and limnAn = A.
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By Theorem 2.1 there exists a xn ∈ Rd \ {0} such that the Jacobian has rankJAn(xn) < d

for any n. Without loss of generality we may assume ∥xn∥ = 1. Thus there is a subsequence

xnk
with limk xnk

= x. Clearly ∥x∥ = 1. Furthermore, JAnk
(xnk

)−→JA(x) and therefore

rankJA(x) < d. Thus A does not have the phase retrieval property, which proves that the

set of all non-phase retrieval A’s is closed. This yields the theorem for F = R.
For the complex case F = C the proof is essentially identical. Let An be a sequence of N -

tuples of Hermitian matrices that do not have the phase retrieval property and limnAn = A.

By Theorem 2.2 there exists a nonzero un ∈ Cd such that the real Jacobian JAn(un) has

rank at most 2d − 2. Without loss of generality we may assume ∥un∥ = 1. Thus there is

a subsequence unk
with limk unk

= u. Clearly ∥u∥ = 1. Furthermore, JAnk
(unk

)−→JA(u)

and hence rankJA(u) ≤ 2d− 2. Thus A does not have the phase retrieval property, which

proves that the set of all non-PR A’s is closed. This yields the theorem for F = C.
Theorem 2.3 implies the following Corollary:

Corollary 2.4. The phase retrieval property over F for A ∈ HN
d (F) is preserved under

small perturbation.

3. The Generalized Matrix Recovery and Nonsingular Bilinear Form

In this section we present results on the recovery of matrices. We establish its connection

to phase retrieval, and use it to investigate nonsingular bilinear form. The main result here

serves as the foundation of our results on generalized phase retrieval.

3.1. Background from Algebraic Geometry. We first introduce some basic notations

and results from algebraic geometry that are useful for this paper. Let V ⊆ Cd be an

algebraic variety (affine variety), i.e. V is the locus of a collection of polynomials in C[x].
We shall use I(V ) to denote the ideal of V , i.e.,

I(V ) :=
{
f ∈ C[x] : f ≡ 0 on V

}
.

The ideal I(V ) is always a finitely generate radical ideal. We write I(V ) = ⟨g1, . . . , gm⟩ to
denote that I(V ) is generated by the polynomials g1, . . . , gm ∈ C[x]. It is well known that

there is a one-to-one correspondence between radical ideals of C[x] where x = (x1, . . . , xd)
T

and algebraic varieties in Cd.
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For a finite set of polynomials {fj}mj=1 ⊂ C[x], the Jacobian of {fj}mj=1 is the m × d

matrix given by

(3.1) J(x) :=

∂f1/∂x1 · · · ∂f1/∂xd
...

...
...

∂fm/∂x1 · · · ∂fm/∂xd

 .

Let V be an algebraic variety in Cd and x ∈ V . Assume that I(V ) = ⟨f1, . . . , fm⟩ and the

Jacobian of {fj}mj=1 is J(x). Several results are well known. First the local dimension of

V around x is d−miny rank(J(y)) where y ranges over the local analytic manifold points

of V arbitrarily near x. The dimension of V , denoted by dim(V ), is the maximum of the

local dimensions (see Definition 2.3 in [27]). Furthermore, if V is irreducible then the local

dimension of V is a constant, which is of course just dim(V ). An equivalent definition of

dimension of V is defined as the Krull dimension of I(V ).

Note that a complex algebraic variety V may contain real points. We use VR to denote

the real points of V . Assume that I(V ) = ⟨f1, . . . , fm⟩. Each fj can be written uniquely

as fj(x) = gj(x) + ihj(x) where both gj , hj are polynomials with real coefficients. It is

easy to see that VR is the real zero locus of the real polynomials g1, . . . , gm, h1, . . . , hm.

According to Theorem 2.3.6 in [6], any real semi-algebraic subset of Rd is homeomorphic as

a semi-algebraic set to a finite disjoint union of hypercubes. Thus one can define the real

dimension of VR, denoted by dimR(VR) as the maximal dimension of a hypercube in this

decomposition. An important fact is:

Lemma 3.1. Let V be an algebraic variety in Cd. Then dimR(VR) ≤ dim(V ).

Proof. This is already shown in Section 2.1.3 in [17] under the assumption that V is

defined by the locus of a collection of polynomials with real coefficients. So we only need

to consider the case in which I(V ) = ⟨f1, . . . , fm⟩ and not all fj are real polynomials.

Write fj(x) = gj(x) + ihj(x) where gj(x) and hj(x) are the unique polynomials with real

coefficients. Then VR is the real zero locus of the real polynomials {gj(x), hj(x)}mj=1. Let

W be the complex zero locus of {gj(x), hj(x)}mj=1. Then dim(W ) ≥ dimR(VR). However,

W ⊆ V and hence dim(W ) ≤ dim(V ). The lemma follows.

In this paper we shall primarily consider projective varieties. Let σ : Cd\{0}−→P(Cd) be

the canonical map σ(x) = [x], where P(Cd) is the projective space and [x] ∈ P(Cd) denotes

the line through x. We shall also often consider the projectivization of a set S ⊂ Cd \ {0},
to be [S] = σ(S). A projective variety is the projectivization of an affine variety defined by

homogeneous polynomials, which lies in P(Cd). But for simplicity, in this paper we adopt

a looser terminology. Whenever there is no confusion, the phrase a projective variety in
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Cd means an affine variety in Cd defined by homogeneous polynomials. We shall use a

projective variety in P(Cd) to describe a true projective variety. Throughout the paper, by

a generic point x in an algebraic variety V we mean x ∈ V \Z where Z ⊂ V is a subvariety

with dim(Z) < dim(V ).

3.2. Generalized Matrix Recovery. The aim of this subsection is to investigate the gen-

eralized matrix recovery problem introduced earlier, through the study of related algebraic

varieties. Let Lj : Fn × Fm−→F be a bilinear function where F = R or C. Suppose that

Vj ⊂ Fn, j = 1, . . . , N, and W ⊂ Fm are algebraic varieties. Our objective is to show that

under certain conditions an element w ∈ W can be uniquely determined by a series of

“observations” in the form of Lj(xj ,w) where xj ∈ Vj . As said before, it is enough to

consider whether {w ∈ W : Lj(xj ,w) = 0,xj ∈ Vj , j = 1, . . . , N} only contains zero point.

For matrix recovery, we usually assume Vj and W are varieties in the space of matrices.

The bilinear functions Lj is usually in the form Lj(A,Q) = Tr(AQ) or more generally

Lj(A,Q) = Tr(τ(A)Q) where A,Q ∈ Fd×d and τ : Fd×d−→Fd×d is a linear map.

Definition 3.1. Let V be projective variety in Cd with dim(V ) > 0 and let ℓα : Cd−→C,
α ∈ I, be a family of (homogeneous) linear functions where I is an index set. We say V is

admissible with respect to {ℓα : α ∈ I} if dim(V ∩ {x ∈ Cd : ℓα(x) = 0}) < dim(V ) for all

α ∈ I.

It is well known in algebraic geometry that if a projective variety V is irreducible in

Cd then dim(V ∩ Y ) = dim(V ) − 1 for any hyperplane Y that does not contain V (see

Corollary 4 in [13]). Thus the above admissible condition is equivalent to the property

that no irreducible component of V of dimension dim(V ) is contained in any hyperplane

ℓα(x) = 0. In general a variety V is admissible if for a generic point x ∈ V and any small

neighborhood U of x, U ∩ V is not completely contained in any hyperplane ℓα(x) = 0.

We now prove the following theorem, which is one of the key theorems of this paper. It

will be applied to matrix recovery and used to establish results for phase retrieval.

Theorem 3.2. For j = 1, . . . , N let Lj : Cn × Cm → C be bilinear functions and Vj be

projective varieties in Cn. Set V := V1 × · · · × VN ⊆ (Cn)N . Let W be a projective variety

in Cm. For each fixed j, assume that Vj is admissible with respect to the linear functions

{fw(·) = Lj(·,w) : w ∈W \ {0}}.
(1) Assume that N ≥ dim(W ) and let δ := N − dim(W ) + 1 ≥ 1. Then there exists

an algebraic subvariety Z ⊂ V with dim(Z) ≤ dim(V ) − δ such that, for any X =

(xj)
N
j=1 ∈ V \ Z and w ∈W , Lj(xj ,w) = 0 for all 1 ≤ j ≤ N implies w = 0.
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(2) If N < dim(W ), for any X = (xj)
N
j=1 ∈ V , there exists a nonzero w ∈ W such

that Lj(xj ,w) = 0 for all 1 ≤ j ≤ N .

Proof. We first prove (1). For any X = (xj)
N
j=1 ∈ V , define ΦX : W → CN by ΦX(w) =

(Lj(xj ,w))Nj=1. We show that if X ∈ V \ Z, then ΦX(w) = 0 if and only if w = 0. Let

G be the subset of [V ] × [W ] ⊂ P((Cn)N ) × P(Cm) such that ([X], [w]) ∈ G if and only if

ΦX(w) = 0, i.e. Lj(xj ,w) = 0 for all j. Note that G ⊂ P((Cn)N ) × P(Cm) is the zero

locus of homogeneous polynomials Lj(xj ,w) = 0 in the entries X = (xj)
N
j=1 and w. Thus

we can view G as a projective variety via Segre embedding [21, Page 27]. We examine its

dimension. Let π1 and π2 be projections from P((Cn)N ) × P(Cm) onto the first and the

second coordinates, respectively, namely

π1([X], [w]) = [x1, . . . ,xN ], π2([X], [w]) = [w].

We claim that π2(G) = [W ], the projectivization of W . Indeed, for any fixed nonzero

w0 ∈ W we consider the set {xj ∈ Cn : Lj(xj ,w0) = 0}. If Lj(·,w0) ≡ 0, then {xj ∈
Cn : Lj(xj ,w0) = 0} = Cn. For the case where Lj(·,w0) ̸≡ 0, {xj ∈ Cn : Lj(xj ,w0) = 0}
is a hyperplane in Cn since Lj(xj ,w0) = 0 is a linear equation about xj . It follows that

the set {x ∈ Cn : Lj(x,w0) = 0} must intersect Vj \ {0} (see [21, Prop.11.4]). Let yj ̸= 0

be in the intersection. Set X0 := (y1, . . . ,yN ). Then we have ([X0], [w0]) ∈ G and thus

π2([X0], [w0]) = [w0]. Consequently we have π2(G) = [W ]. Now [W ] ⊂ P(Cm) is a projective

variety because it is the zero locus of homogeneous polynomials. Thus

(3.2) dim(π2(G)) = dim(W )− 1.

We next consider the dimension of the preimage π−1
2 ([w0]) ⊂ P((Cn)N )) for a fixed

[w0] ∈ P(Cm). Let V ′
j := Vj ∩Hj where Hj := {x ∈ Cn : Lj(x,w0) = 0} is a hyperplane.

The admissibility property of Vj implies that dim(V ′
j ) = dim(Vj)− 1 (see [21]). Hence after

projectivization the preimage π−1
2 ([w0]) has dimension

(3.3) dim(π−1
2 ([w0])) =

N∑
j=1

(dim(Vj)− 1)− 1 = dim(V )−N − 1.

By [21, Cor.11.13], we have

dim(G) = dim(π2(G)) + dim(π−1
2 ([w0]))

= (dim(W )− 1) + (dim(V )−N − 1)

= dim(V ) + dim(W )−N − 2
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where for the second equality we use (3.2) and (3.3). If N ≥ dim(W ) then

(3.4) dim(π1(G)) ≤ dim(G) = dim(V ) + dim(W )−N − 2 = dim(V )− δ − 1.

Here, we use the result that the dimension of the projection is less than or equal to the

dimension of the original variety, see [21, Theorem 11.12 and Cor.11.13]. Note that π1(G)
is itself a projective variety. Let Z be the lift of π1(G) into the vector space (Cn)N . Then

dim(Z) ≤ dim(V )− δ.

For any X = (xj)
n
j=1 ∈ V \Z, by the definition of G, ΦX(w) = 0 for w ∈W implies w = 0.

We now prove (2), namely ΦX cannot be injective if N < dim(W ). Set

ZX :=
{
[w] ∈ P(Cm) : w ∈ Cm,ΦX(w) = 0

}
.

Then ZX is a linear subspace in P(Cm) with dim(ZX) ≥ m− 1−N . The projective variety

[W ] ⊆ P(Cm) has dimension dim(W )− 1. If N ≤ dim(W )− 1 then

dim(ZX) dim([W ]) ≥ m− 1,

which implies that (see [21, Prop.11.4])

ZX ∩ [W ] ̸= ∅.

Thus for N ≤ dim(W )−1 there exists a non-zero w0 ∈ Cm with [w0] ∈ ZX ∩ [W ] satisfying

ΦX(Q0) = 0. It follows that ΦX is not injective on W .

Corollary 3.3. Under the hypotheses of Theorem 3.2, let VR be the real points of V . As-

sume that dimR(VR) = dim(V ). Then there exists a real algebraic subvariety Z̃ ⊂ VR with

dimR(Z̃) < dimR(VR) such that, for any X = (xj)
N
j=1 ∈ VR \ Z̃ and w ∈ W , Lj(xj ,w) = 0

for all 1 ≤ j ≤ N implies w = 0.

Proof. Let Z̃ := ZR be the real points of Z where the definition of Z is given in Theorem

3.2. Note that

dimR(Z̃) ≤ dim(Z) ≤ dim(V )− δ = dimR(VR)− δ

where δ = N − dim(W ) + 1 as in Theorem 3.2. The Corollary now follows immediately.

We now apply Theorem 3.2 to study matrix recovery. In this setting we consider bilinear

functions Lj(A,Q) = Tr(AQ) where A,Q ∈ Cd×d. We shall let W = Md,r(C) where as

before

Md,r(F) :=
{
Q ∈ Fd×d : rank(Q) ≤ r

}
, F = C or R.

Note that rank(Q) ≤ r is equivalent to the vanishing of all (r + 1) × (r + 1) minors of Q

and that these (r + 1) × (r + 1) minors are homogeneous polynomials in the entries of Q.
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Hence, Md,r(F) is a projective variety in Fd2 . For F = C it has dimension 2dr − r2 [21,

Prop. 12.2] and degree
∏d−r−1

i=0
(d+i)!·i!

(r+i)!·(d−r+i)! [21, Example 19.10]. The projectivization of

Md,r(F) is a projective variety in P(Fd2) and is called a determinantal variety. It is also

well known that a determinantal variety is irreducible (see [32]). Theorem 3.2 implies the

following theorem:

Corollary 3.4. For j = 1, . . . , N let Lj : Cd×d ×Cd×d → C be bilinear functions and Vj be

projective varieties in Cd×d. Set V := V1×· · ·×VN ⊆ (Cd×d)N . For each fixed j, assume that

Vj is admissible with respect to the linear functions {fQ(·) = Lj(·, Q) : Q ∈ Md,r(C)\{0}}.
(1) Assume that N ≥ 2rd− r2, Q ∈ Md,r(C) and set δ := N − 2rd− r2 +1 ≥ 1. Then

there exists an algebraic subvariety Z ⊂ V with dim(Z) ≤ dim(V )− δ such that for

any A = (Aj)
N
j=1 ∈ V \ Z, Lj(Aj , Q) = 0 for all 1 ≤ j ≤ N implies Q = 0.

(2) If N < 2rd− r2 then for any A = (Aj)
N
j=1 ∈ V there exists a nonzero Q ∈ Md,r(C)

such that Lj(Aj , Q) = 0 for all 1 ≤ j ≤ N .

Proof. This follows immediately from Theorem 3.2 by taking Cn = Cm = Cd×d and

W = Md,r(C). Here, we use dim(W ) = 2rd− r2 [21, Prop. 12.2].

For W = Md,r(C) and Lj(Aj , Q) = Tr(AjQ), the hypothesis in Corollary 3.4 that Vj is

admissible with respect to the linear functions {fQ(·) = Lj(·, Q) : Q ∈ Md,r(C) \ {0}} is

satisfied under many circumstances, e.g. if Vj = Md,rj (C) where rj ≥ 1 (see the proof of

Theorem 3.6). In the next section more examples will be given.

Corollary 3.5. Under the hypotheses of Corollary 3.4, suppose that dimR(VR) = dim(V )

and Q ∈ Md,r(C). Then there exists a real algebraic subvariety Z̃ ⊂ VR with dimR(Z̃) ≤
dimR(VR)− δ where δ = N − (2rd− r2) + 1 ≥ 1, such that for any A = (Aj)

N
j=1 ∈ VR \ Z̃,

Lj(Aj , Q) = 0 for all 1 ≤ j ≤ N implies Q = 0.

Proof. Let Z̃ := ZR be the real points of Z, where Z is the algebraic variety in Corollary

3.4. Note that

dimR(Z̃) ≤ dim(Z) ≤ dim(V )− δ = dimR(VR)− δ.

The Corollary now follows immediately from Corollaries 3.3 and 3.4.

3.3. Nonsingular Bilinear Form. For F = R, Theorem 2.1 shows the equivalence be-

tween the generalized phase retrieval property and the existence of nonsingular symmet-

ric bilinear form. Inspired by this result, we take a detour from phase retrieval to con-

sider nonsingular bilinear form in this subsection. First we recall some notations concern-

ing bilinear form. Let L : Fp × Fq → FN be a bilinear form of size (p, q,N) given by
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L(x,y) = (xTB1y, . . . ,x
TBNy) ∈ FN where x ∈ Fp,y ∈ Fq and Bj ∈ Fp×q. We call the

bilinear form L the bilinear form corresponding to B1, . . . , BN . L is said to be nonsingular

if L(x,y) = 0 implies x = 0 or y = 0. We shall call L a real bilinear form if F = R.

Theorem 3.6. Let p, q ≥ 1, N ≥ p+q−1 and 1 ≤ r1, . . . , rN ≤ min{p, q}. For j = 1, . . . , N

let B1, . . . , BN ∈ Fp×q be N generic matrices with rank(Bj) = rj, where F = C or R. Then

the bilinear form L corresponding to B1, . . . , BN is nonsingular.

Proof. We apply Theorem 3.2 to prove this result. Define

M(q×p),r(F) :=
{
Q ∈ Fq×p : rank(Q) ≤ r

}
.

Then M(q×p),r(F) is an algebraic variety and its dimension is known to be (p + q)r − r2.

Now

L(x,y) =
(
Tr(B1yx

T ), . . . ,Tr(BNyxT )
)
.

Hence the bilinear form L is nonsingular if and only if

(3.5)
{
Q ∈ Fq×p : Tr(BjQ) = 0, j = 1, . . . , N

}
∩M(q×p),1(F) = {0}.

We prove the theorem first for F = C. In Theorem 3.2 we take Cn = Cp×q and Vj =

M(p×q),rj (C). Let W = M(q×p),1(C). Note that N ≥ dim(W ) = p + q − 1. We show that

the bilinear functions Lj(A,Q) = Tr(AQ) satisfies the admissibility hypothesis of Theorem

3.2. Since each Vj is irreducible, we only need to show that for any nonzero Q0 ∈W not all

A ∈ Vj are in the hyperplane defined by Tr(AQ0) = 0. To see this, let Q0 = y0x
T
0 where

y0 ∈ Cq and x0 ∈ Cq are nonzero. Set A0 = x̄0y
∗
0 ∈ Vj . Then Tr(A0Q0) = ∥x0∥2∥y0∥2 > 0.

Thus the admissibility hypothesis is met by each Vj . It follows from Theorem 3.2 that

there exists a variety Z ⊂ V := V1 × · · · × VN with dim(Z) < dim(V ) such that for any

(Bj)
N
j=1 ∈ V \Z, (3.5) holds, and thus L corresponding to B1, . . . , BN is nonsingular. This

proves the theorem for F = C.
For F = R we notice that M(p×q),rj (R) is the real points ofM(p×q),rj (C), and furthermore

its real dimension is r(p+ q)− r2, the same as dimM(p×q),rj (C). Thus dim(VR) = dim(V ).

The theorem now follows directly from Corollary 3.3.

Remark. In the complex F = C setting part (ii) of Theorem 3.2 also shows that no complex

bilinear form with N ≤ p+q−2 can be nonsingular. For the real setting F = R the situation

is quite different. We know through the above theorem that p#q ≤ p+ q− 1. But p+ q− 1

is in general not sharp. For example, as mentioned in the Introduction, for p = q = 1, 2, 4, 8

we have p#q = p. The problems of finding p#q and constructing nonsingular bilinear forms

are difficult in general. Theorem 3.6 shows that generic {Bj}p+q−1
j=1 with prescribed ranks
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rank(Bj) = rj will yield a nonsingular bilinear form L of size (p, q, p + q − 1). To our

knowledge, the result is new.

We next consider the case where N ≤ p + q − 2. It is possible that a nonsingular real

bilinear form of size (p, q,N) still exists. A necessary condition for its existence is the Stiefel-

Hopf condition (see Theorem 1.1). Below we provide another necessary condition, which is

a rediscovery of the work by Felix Behrend [5]. Though later we show that this condition

is equivalent to the Stiefel-Hopf condition, still we decide to include it here because the

proof is purely algebraic and is different from many other known proofs. We also hope the

method can be helpful for finding something new.

Theorem 3.7. Suppose a nonsingular real bilinear form of size (p, q,N) with N ≤ p+q−2

exists. Then the following binomial coefficients must be even:(
n

p− 1

)
, N ≤ n ≤ p+ q − 2.

Proof. Clearly if there is a nonsingular real bilinear of size (p, q,N) exists then so does a

nonsingular real bilinear of size (p, q, n) for any n ≥ N . Hence, we only need to show that(
N
p−1

)
is even.

To this end, we only need to show that if
(

N
p−1

)
is odd then any real bilinear form of

size (p, q,N) must be singular. Assume that L is a real bilinear form corresponding to

B1, . . . , BN ∈ Rp×q. For any y ∈ Cq we let

Qy := (B1y, B2y, . . . , BNy)

where the columns of Qy are B1y, . . . , BNy. Thus L is singular if and only if there exits a

nonzero y0 ∈ Rq such that rank(Qy0) ≤ p− 1.

We now consider elements (A,y) ∈ Cp×N × Cq. Define the projective subvariety

Vp,N,q :=
{
[(A,y)] ∈ P(Cp×N × Cq) : rank(A) ≤ p− 1

}
In other words, Vp,N,q is the projectivization of the variety M(p×N),p−1(C) × Cq. Hence it

has dimension

dim(Vp,N,q) = (p− 1)(p+N)− (p− 1)2 + q − 1 = N(p− 1) + p+ q − 2.

Furthermore, by [21, Example 19.10] it has degree
(

N
p−1

)
.

Finally we observe that the existence of y0 ∈ Rq \ {0} such that rank(Qy0) ≤ p− 1 if and

only if there exists a [(A,y)] ∈ Vp,N,q such that y ∈ Rq and the j-th column of A, say aj , is

exactly Bjy for each j. Set

H :=
{
[(A,y)] ∈ P(Cp×N × Cq) : aj −Bjy = 0, j = 1, . . . , N

}
.
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Then H is a linear subspace in P(Cp×N × Cq) with dim(H) ≥ q − 1. Since N ≤ p+ q − 2,

we have

dim(H) + dim(Vp,N,q) ≥ Np+ q − 1 = dim(P(Cp×N × Cq))

which implies Vp,N,q ∩ H ̸= ∅, see [21, Proposition 11.4]. Now all Bj are real so Vp,N,q is

defined by polynomials of real coefficients. If the degree of Vp,N,q =
(

N
p−1

)
is odd, then

the intersection Vp,N,q ∩ H must contain real points. Hence L is singular. The theorem is

proved.

Remark. Because of symmetry, we also know that a necessary condition for the existence of

nonsingular real bilinear from of size (p, q,N) is that
(

n
q−1

)
is even for all N ≤ n ≤ p+q−2.

It turns out that our condition in Theorem 3.7 is equivalent to the Stiefel-Hopf condition

stated in Theorem 1.1. To see this, we note the identity
(
N+t
k

)
=

(
N+t−1
k−1

)
+
(
N+t−1

k

)
. Hence

by induction we have (
N + t

k

)
=

t∑
j=0

aj

(
N

k − j

)
for some positive integers aj ∈ N. If

(
N
p−1

)
,
(

N
p−2

)
, . . . ,

(
N

N−q+1

)
are even then(

N + t

p− 1

)
=

t∑
j=0

aj

(
N

p− 1− j

)
must be even for all t = 0, . . . , p+ q − 2−N . The converse is proved by the same way.

It is worth noting that
(
n
m

)
is odd if and only if the sum of m and n−m has no carry in

base 2, i.e. the base expansion of m and n−m have no overlapping 1’s. This fact leads to

finer results on p#q, which we omit here. Theses results can be found in [34], which were

obtained using different methods.

4. Generalized Phase Retrieval With Generic Measurements

In this section we establish several results on the phase retrieval property of A = (Aj)
N
j=1

where Aj are chosen to be generic from some classes of matrices. The corresponding results

are mostly known in the standard phase retrieval setting where all Aj = fjf
∗
j with fj ∈ Fd.

However, even for the standard phase retrieval the complex case is highly nontrivial. Of

particular note, we show that a generic choice of N ≥ 4d − 4 subspaces (fusion frames)

{Xj}Nj=1 in Cd with 1 ≤ dim(Xj) ≤ d− 1 have the phase retrieval property.

Theorem 4.1. Let N ≥ 2d − 1 and 1 ≤ r1, . . . , rN ≤ d. Then a generic A = (Aj)
N
j=1 ∈

HN
d (R) with rank(Aj) = rj has the phase retrieval property in Rd.
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Proof. By Theorem 2.1, we only need show that if Q ∈ Md,1(R) and Tr(AjQ) = 0 for all

1 ≤ j ≤ N then Q = 0. To prove this we apply Corollaries 3.4 and 3.5. Set in Corollary 3.4

V = Vr1 × · · · × VrN , where Vrj denotes the symmetric determinantal variety of the set of

complex symmetric matrices in Cd×d with rank at most rj . The Vrj is an algebraic variety

which is defined by the zero locus of a set of homogeneous polynomials. It is well known

that dim(Vrj ) = drj− rj(rj−1)
2 and dimR((Vrj )R) = drj− rj(rj−1)

2 . Thus dim(V ) = dimR(VR).

Set W = Md,1(C) and let Lj(A,Q) = Tr(AQ). Assume we know that Vrj is admissible

with respect to {fQ(·) = Lj(·, Q) : Q ∈ Md,1(C) \ {0}} for all j then our theorem follows

immediately from Corollary 3.5.

Thus all it remains is to show the admissibility of Vrj . To do so it suffices to show that at

a generic point A0 ∈ Vrj and any nonzero Q0 ∈ Md,1(C) we must have Tr(AQ0) ̸≡ 0 in any

small neighborhood of A0 in Vrj . If Tr(A0Q0) ̸= 0 we are done. Assume that Tr(A0Q0) = 0.

According to SVD, we can write Q0 = x0y
T
0 . Applying the Tagaki factorization to A0 we

get

A0 =
s∑

j=1

zjz
T
j .

Now set ẑ1 = z1 + tu where u ∈ Cd and let A = ẑ1ẑ
T
1 +

∑s
j=2 zjz

T
j . Then

Tr(AQ) = t2(yT
0 u)(u

Tx0) + t(yT
0 u+ uTx0) + Tr(A0Q) = t2(yT

0 u)(u
Tx0) + t(yT

0 u+ uTx0).

Clearly, since u can be arbitrary, we can pick a u such that (yT
0 u)(u

Tx0) ̸= 0. By taking t

to be very small we must have Tr(AQ0) ̸≡ 0 in any small neighborhood of A0 in Vrj . This

completes the proof of the Theorem.

Remark. Since the set of positive semidefinite matrices of rank r in Rd×d is an open set in

Vr, where Vr denotes the symmetric determinantal variety of the set of complex symmetric

matrices in Cd×d with rank at most r, Theorem 4.1 also holds if we require the matrices Aj

are positive semi-definite.

It is shown in Edidin [17] that N ≥ 2d− 1 generic fusion frames have the phase retrieval

property. Below we show an alternative proof using our method.

Theorem 4.2 (Edidin [17]). Let N ≥ 2d−1 and 1 ≤ r1, . . . , rN ≤ d−1. Then a generic set

of N orthogonal projection matrices A = (Aj)
N
j=1 ∈ HN

d (R) where A2
j = Aj and rank(Aj) =

rj has the phase retrieval property in Rd.
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Proof. For any integer let Vs denote the set of complex symmetric matrices A in Cd×d with

the property

(4.1) A2 =
1

s
Tr(A)A.

Clearly (4.1) gives a set of homogeneous polynomial equations in the entries of A. Hence, Vs

is an algebraic variety. We next consider the dimension of Vs. We claim that rank(A) = s

for any nonzero A ∈ Vs. To see this, A2 = λA where λ = 1
sTr(A). Thus the eigenvalues of

A are λ with multiplicity k := rank(A) and 0 with multiplicity d − k. Hence Tr(A) = λk

and A2 = k
sλA which implies s = k = rank(A). Note also that by Jordan canonical form we

easily see that A2 = λA can only happen if the Jordan canonical form of A is diagonal. So

A must be diagonalizable. It follows from [24, Theorem 4.4.13] that there exists a complex

orthogonal matrix P (i.e. PP T = I) such that

(4.2) A = P

(
λIs 0
0 0

)
P T = λ

s∑
j=1

vjv
T
j

where vj is the j-th column of P so {vj}sj=1 are complex orthonormal in the sense that

vT
i vj = δij . Conversely, it is clear that any matrix A having the form (4.2) must be in Vs.

Define the map φ : Vs \ {0}−→G(s,Cd) by φ(A) = A(Cd), where we use A(Cd) to denote

the subspace {Ax : x ∈ Cd} and G(s,Cd) to denote the Grassmannian of s-dimensional

subspaces of Cd. The map φ is onto because any s-dimensional subspaces X in Cd has a

complex orthonormal basis {v1, . . . ,vs} (see [24]), and henceX = PP T (Cd) = φ(PP T ) with

P = (v1 . . .vs) ∈ Cd×s. Moreover we claim φ is injective on Vs ∩ {A ∈ Cd×d : A2 = A}.
To see this, if A1(Cd) = A2(Cd) then we must have A1 = A2R for some nonsingular

R ∈ Cd×d. Hence A2A1 = A2
2R = A2R = A1. By symmetry we also have A1A2 = A2,

which yields A2 = AT
2 = AT

2A
T
1 = A2A1 = A1. Thus A1 = A2. As a consequence,

dim(Vs ∩ {A2 = A}) = s(d − s), which is the dimension of the Grassmannian. Hence

dim(Vs) = s(d− s) + 1. Recall that (Vs)R = Vs ∩Rd×d. Then (Vs)R ∩ {A ∈ Rd×d : A2 = A}
corresponds to the real Grassmannian G(s,Rd), which has the real dimension s(d−s). Thus
dimR((Vs)R) = dim(Vs).

Assume we know that Vs is admissible with respect to {fQ(·) = Tr(·Q) : Q ∈ Md,1(C) \
{0}} for all 1 ≤ s ≤ d−1. We prove the theorem in exactly the same way as we have proved

Theorem 4.1, namely by setting V = Vr1 × · · · × VrN , W = Md,1(C) and let Lj(A,Q) =

Tr(AQ) in Corollary 3.4. Here, Vrj is defined by taking s = rj in Vs. Since each Vs is

just a scale multiple of a complex orthogonal projection, the theorem is equivalent to that
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a generic A = (Aj)
N
j=1 ∈ VR has the phase retrieval property. The theorem thus follows

immediately from Corollary 3.5.

Now all we need is to show the admissibility of Vs. The map φ induces an isomorphism

from [Vs], the projectivization of Vs, to the Grassmannian. Since the Grassmannian is an

irreducible projective variety, it follows that Vs is irreducible. To show it is admissible we

now only have to show that it is not contained in any hyperplane {A : Tr(AQ0) = 0} where

Q0 ∈ Md,1(C). Write Q0 = xyT . Then Tr(AQ0) = yTAx. Without loss of generality we

assume y1 ̸= 0. Taking A that maps x to λe1 for some λ ̸= 0 will yield yTAx = λy1 ̸= 0.

This completes the proof of the Theorem.

Theorem 4.3. Let N ≥ 4d − 4 and 1 ≤ r1, . . . , rN ≤ d. Then a generic A = (Aj)
N
j=1 ∈

HN
d (C) with rank(Aj) = rj has the phase retrieval property in Cd.

Proof. Define a linear map τ : Cd×d−→Cd×d by

τ(A) =
1

2
(A+AT ) +

i

2
(A−AT ).

It is easy to see that τ is an isomorphism on Cd×d and furthermore τ restricted on Rd×d is an

isomorphism from Rd×d to Hd(C). Set L(A,Q) = Tr(τ(A)Q). By Theorem 2.2, it suffices

to show that for a generic A = (Aj)
N
j=1 ⊂ Rd×d with rank(τ(Aj)) = rj , if Q ∈ Md,2(C)

and L(Aj , Q) = 0 then Q = 0.

For any s ≥ 1 let Vs denote the set of matricesA in Cd×d such that rank(τ(A)) ≤ s. The Vs

is clearly an algebraic variety defined by the zero locus of a set of homogeneous polynomials.

Since τ is an isomorphism on Cd×d, we have dim(Vs) = dimMd,s(C) = 2ds− s2. Moreover,

dimR((Vs)R) = dimR(Vs ∩ Rd×d) is exactly the (real) dimension of the set of Hermitian

matrices of rank ≤ s, which is also 2ds− s2 (see also [26, Lemma II.1]).

We now prove the theorem in exactly the same way as before through the application of

Corollaries 3.4 and 3.5. Set r = 2, V = Vr1 × · · · × VrN , W = Md,2(C) and let Lj(A,Q) =

L(A,Q) = Tr(τ(A)Q) in Corollary 3.4. Here, Vrj is defined by taking s = rj in Vs. Assume

that we know each Vrj is admissible with respect to {fQ(·) := Tr(τ(·)Q)}Q∈W\{0}. Then

the theorem follows immediately from Corollary 3.5, as N ≥ 4d− 4 = 2rd− r2.

Thus all it remains is to prove the admissibility of Vs for all 1 ≤ s < d. The argument

is similar with the one in the proof of Theorem 4.1. To do so it suffices to show that at a

generic point A0 ∈ Vs and any nonzero Q0 ∈ Md,2(C) we must have Tr(τ(A)Q0) ̸≡ 0 in any

small neighborhood of A0 in Vs. Note that {τ(A) : A ∈ Vs} = Md,s(C). Thus we only need

to show that for any B0 ∈ Md,s(C) we have Tr(BQ0) ̸≡ 0 in any small neighborhood of B0
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in Md,s(C). Write

Q0 = x1y
T
1 + x2y

T
2 where x1,y1 ̸= 0, and B0 =

s∑
j=1

vju
T
j .

Let v̂1 = v1 + tz and û1 = u1 + tw where z,w ∈ Cd×d and let B = v̂1û
T
1 +

∑s
j=2 vju

T
j .

Then

Tr(BQ0)− Tr(B0Q0) = t2
(
(yT

1 z)(x
T
1 w) + (yT

2 z)(x
T
2 w)

)
+ C0t = t2wTQ0z+ C0t

where C0 ∈ C does not depend on t. If Tr(B0Q0) ̸= 0 we are done. Otherwise we can

always find z,w ∈ Cd such that wTQ0z ̸= 0 because Q0 ̸= 0. Thus Tr(BQ0)−Tr(B0Q0) =

Tr(BQ0) ̸= 0 for sufficiently small t. This proves the admissibility of Vs.

Remark. For any positive semidefinite Hermitian matrix A of rank s in Cd×d, a sufficiently

small neighborhood of A in the set of all Hermitian matrices of rank at most s consists

of only positive semidefinite Hermitian matrices of rank s. Thus the set of all positive

semidefinite Hermitain matrices of rank s is an open subset of the set of all Hermitian

matrices of rank at most s. It follows that Theorem 4.3 also holds if we require the matrices

Aj to be positive semi-definite.

We now turn to the case of complex fusion frames (projection) phase retrieval by the

proving the following new result.

Theorem 4.4. Let N ≥ 4d − 4 and 1 ≤ r1, . . . , rN ≤ d − 1. Then a generic set of N

orthogonal projection matrices A = (Aj)
N
j=1 ∈ HN

d (C) with A2
j = Aj and rank(Aj) = rj has

the phase retrieval property in Cd.

Proof. Let τ : Cd×d−→Cd×d be

τ(A) =
1

2
(A+AT ) +

i

2
(A−AT ).

We have already shown it is an isomorphism on Cd×d and furthermore τ restricted on Rd×d

is an isomorphism from Rd×d to Hd(C).
For any integer s ≥ 1 let Vs denote the set of matrices A in Cd×d with the property

(4.3) (τ(A))2 =
1

s
Tr(τ(A))τ(A).

Note that Vs is a variety in Cd×d. Moreover, the same arguments in the proof of Theorem

4.2 shows rank(τ(A)) = s for any nonzero A ∈ Vs, and through the Jordan Canonical Form,

τ(A) is diagonalizable which means there exists a nonsingular P such that

(4.4) τ(A) = P

(
λIs 0
0 0

)
P−1.
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Let Ṽs = (Vs)R be the real points of Vs. For any A ∈ Ṽs, τ(A) ∈ Hd(C) which implies that

τ(A) is an orthogonal projection matrix. Then τ is a one-to-one map from Ṽs to the set

of all scalar multiples of orthogonal projection matrices in Cd×d. To this end, it suffices to

prove (τ(Aj))
N
j=1 has the phase retrieval property for a generic (Aj)

N
j=1 ∈ Ṽr1 × · · · × ṼrN .

For the dimension of Vs we compute dim(τ(Vs)) = dim(Vs). Let G(s,Cd) denote the

Grassmannians of s-dimensional subspaces of Cd. We define the map π : [τ(Vs)] −→
G(s,Cd)×G(d−s,Cd), where [τ(Vs)] is the projectivization of τ(Vs), by π([B]) = (Im(B),Ker(B))

for any B ∈ τ(Vs). If B = τ(A) has the form (4.4) then it is easily checked that

Im(B) = B(Cd) = P (Ys), Ker(B) = P (Y ⊥
s ),

where Ys is the subspace of Cs × {0}d−s of Cd, i.e. the s-dimensional subspace spanned

by the first s coordinates. Alternatively speaking, Im(B) is the span of the first s columns

of P and Ker(B) is the span of the last d − s columns of P . Since P can be arbitrary, it

immediately implies that the map π is onto. We show it is also one-to-one. To see this, if

there is a Q such that Q(Ys) = P (Ys) and Q(Y ⊥
s ) = P (Y ⊥

s ), it is rather straightforward to

check that we must have PR = Q where R has the block diagonal form R = diag(R1, R2)

with R1 ∈ Cs×s and R2 ∈ C(d−s)×(d−s). But in this case we have

Q

(
λIs 0
0 0

)
Q−1 = P

(
λIs 0
0 0

)
P−1.

Thus π is one-to-one. Now it follows that π is an isomorphism and

dim([τ(Vs)]) = dim(G(s,Cd)) + dim(G(d− s,Cd)) = 2s(d− s),

which yields dim(Vs) = dim(τ(Vs)) = dim([τ(Vs)]) + 1 = 2s(d− s) + 1. This is exactly the

real dimension of all real scalar multiples of projection matrices in Cd×d. Thus dimR(Ṽs) =

dim(Vs).

We now prove the theorem following the exactly same argument as in Theorem 4.3. Let

V = Vr1 × · · · × VrN , W = Md,2(C) and Lj(A,Q) = Tr(τ(A)Q). Here Vrj is defined by

taking s = rj in Vs. Assume that we know Vs is admissible with respect to {fQ(·) :=

Tr(τ(·)Q)}Q∈W\{0} for all 1 ≤ s ≤ d. Then the theorem follows immediately from Corollary

3.5 by taking r = 2. Here we use the result dimR(Ṽs) = dim(Vs).

It remains to prove the admissibility of Vs. To do so it suffices to show that at a generic

point A0 ∈ Vs and any nonzero Q0 ∈ Md,2(C) we must have Tr(τ(A)Q0) ̸≡ 0 in any small

neighborhood of A0 in Vs. Note that {τ(A) : A ∈ Vs} consists of all projection matrices in

Md,s(C). Thus we only need to show that for any B0 ∈ Md,s(C) with B2
0 = B0 we have

Tr(BQ0) ̸≡ 0 for projection matrices B in any small neighborhood of B0 in Md,s(C). Also,
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if B = PCP−1 then C2 = C and moreover Tr(BQ0) = Tr(C(P−1Q0P )). Thus we may

consider the canonical case with B0 = Js where

Js =

(
Is 0
0 0

)
∈ Cd×d.

Set Bt = (I + tD)B0(I + tD)−1 = (I + tD)Js(I + tD)−1. Then all we need to show is

that for some D and arbitrarily small t ̸= 0 we have Tr(BtQ0) ̸≡ 0. Since (I + tD)−1 =∑∞
n=0(−1)ntnDn, we have

Tr(BtQ0) = Tr(B0Q0) +

∞∑
n=1

(−1)n−1tnTr
(
(DJs − JsD)Dn−1Q0

)
.

If there exists a D ∈ Cd×d such that Tr((DJs − JsD)Dn−1Q0) ̸= 0 for some n ≥ 1 then we

are done. For n = 1

Tr
(
(DJs − JsD)Dn−1Q0

)
= Tr

(
(DJs − JsD)Q0

)
= Tr

(
D(JsQ0 −Q0Js)

)
.

We fist consider the case where JsQ0−Q0Js ̸≡ 0. Then we can take D = (JsQ0−Q0Js)
∗

and obtain Tr
(
D(JsQ0 −Q0Js)

)
̸= 0. We are done. We next only consider the case where

JsQ0 −Q0Js ≡ 0. If JsQ0 −Q0Js ≡ 0 then Q0 must have the form

Q0 =

(
Q1 0
0 Q2

)
where Q1 ∈ Cs×s and Q2 ∈ C(d−s)×(d−s). Consider now n = 2 and we have

(DJs − JsD)Dn−1Q0 =

(
0 −D12

D21 0

)(
D11 D12

D21 D22

)(
Q1 0
0 Q2

)
=

(
−D12D21Q1 −D12D22Q2

D21D11Q1 D21D12Q2

)
,

which yields

Tr
(
(DJs − JsD)DQ0

)
= Tr(−D12D21Q1 +D21D12Q2).

Assume that Q1, Q2 ̸= 0 then both have rank 1 because rank(Q0) ≤ 2. Write Q1 = xy∗ and

Q2 = zw∗ where x,y ∈ Cs and z,w ∈ Cd−s. Let u ̸= 0 be orthogonal to z, i.e., z∗u = 0.

Take D12 := yu∗ and D21 := ux∗. Then

Tr((DJs − JsD)DQ0) = −∥y∥2∥u∥2∥x∥2 < 0.

Assume one of Q1, Q2 is 0, say Q2 = 0. Then Q1 ̸= 0 and rank(Q1) ≤ 2. Write Q1 =

x1y
∗
1 + x2y

∗
2 where x1,x2 are linearly independent and y1 ̸= 0. Let u ∈ Cs such that

u∗x2 = 0 but u∗x1 ̸= 0. Set D12 = y1z
∗ and D21 = zu∗, where z ∈ Cd−s \ {0}. Then

Tr((DJs − JsD)DQ0) = −∥y1∥2∥z∥2(u∗x1) ̸= 0.

The theorem is now proved.
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5. Minimal Measurements for Generalized Phase Retrievals

In this section, we focus on the question: What is the minimal N for which there exists

an A = (Aj)
N
j=1 ∈ HN

d (F) having the phase retrieval property in Fd, where F = R or C?
Recall that we use mF(d) to denote the minimal measurement number for which such an A
with phase retrieval property in Fd exists.

It is well known that for F = R the standard phase retrieval property always implies

N ≥ 2d−1. Thus N = 2d−1 is sharp in this case. However, for generalized phase retrieval

the situation differs considerably, and it is no longer straightforward to calculate mR(d).

We have

Theorem 5.1. (i) mR(d) ≤ 2d− 1 for any odd d and mR(d) ≤ 2d− 2 for any even d.

(ii) For any k ≥ 1,

mR(d) =

{
2d− 1, d = 2k + 1
2d− 2, d = 2k + 2.

(iii) For any d ≥ 5,

mR(d) ≥
{

2d− 6⌊log2(d− 1)⌋+ 6, d odd
2d− 6⌊log2(d− 2)⌋+ 4, d even.

Proof. The key ingredient in the proof of this theorem is the fact that A = (Aj)
N
j=1 ⊂

HN
d (R) has the phase retrieval property if and only if the symmetric bilinear form cor-

responding to the matrices {Aj}Nj=1 is nonsingular (Theorem 2.1). Furthermore, if there

exists a nonsingular symmetric bilinear form of size (d, d,N) with N > d then there exists

an embedding (and hence an immersion) of the projective space P(Rd) = Pd−1 in RN−1, see

[25, Theorem 6.3].

(i) Clearly we have mR(d) ≤ 2d − 1 by Theorem 4.1. For even d it is known that there

exists a nonsingular symmetric bilinear form with size (d, d, 2d − 2), see [23] or [34, Page

260]. Thus mR(d) ≤ 2d− 2.

(ii) For the case d = 2k + 1 we apply the result in [33] that for this d, P(Rd) can not be

embedded into R2d−3. Thus if (Aj)
N
j=1 has phase retrieval property, then N − 1 ≥ 2d − 2,

which implies mR(d) ≥ 2d−1. Thus mR(d) = 2d−1 because we already know mR(d) ≤ 2d−1.

For the case d = 2k + 2, by (i) we have mR(d) ≤ 2d − 2. It was shown in [29] that for

this d, P(Rd) can not be embedded into R2(d−1)−2 = R2d−4 (see also [25, page 272]). This

implies mR(d)− 1 ≥ 2d− 3. Hence mR(d) = 2d− 2.

(iii) Here we use a non-immersion result of Davis [14] that P2(n+α(n)−1) = P(R2(n+α(n))−1)

can not be embedded into R4n−2α(n) for any n ≥ 1, where α(n) denotes the number of 1’s
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in the binary expansion of n. It follows that

(5.1) mR(2n+ 2α(n)− 1) ≥ 4n− 2α(n) + 2.

Let S = {n + α(n) : n ∈ N}. Unfortunately, S ≠ N. For example, 6 ̸∈ S. Nevertheless,

observe that α(n + 1) = α(n) + 1 for even n and α(n + 1) = α(n) + 1 − k ≤ α(n) for

odd n where k is the smallest positive integer such that n ≡ 2k − 1 (mod 2k). Thus

n+1+α(n+1)− (n+α(n)) ≤ 2 which implies that S cannot miss two consecutive integers.

In particular, if m ̸∈ S then m− 1 = n+ α(n) ∈ S for some even n.

We now derive a lower bound for mR(d). First consider odd d = 2s − 1 and s ∈ S with

s = n+ α(n) for some n. We have n ≥ 3 because d ≥ 5. By (5.1) we have

mR(d) = mR(2n+ 2α(n)− 1) ≥ 4n− 2α(n) + 2 = 2d− 6α(n) + 4.

Since α(n) ≤ ⌊log2(n+ 1)⌋ for all n and n = s− α(n) we have

(5.2) log2(n+ 1) ≤ log2

(
s+ 1− α(n)

)
= log2

(d− 1

2
+ 2− α(n)

)
.

If α(n) ≥ 2 then we have log2(n+ 1) ≤ log2(d− 1)− 1. Thus α(n) ≤ ⌊log2(d− 1)⌋ − 1 and

hence mR(d) ≥ 2d − 6⌊log2(d − 1)⌋ + 10. If α(n) = 1 then n = 2k and d = 2k+1 + 1 with

k ≥ 1, and in this case by (iii) we actually have the stronger estimate mR(d) = 2d − 1 ≥
2d− 6⌊log2(d− 1)⌋+ 10.

Next consider d = 2s − 1 and s ̸∈ S. Thus s − 1 = n + α(n) for some even n, and

d = 2n+ 2α(n) + 1. Again by (5.1) we have

mR(d) ≥ mR(2n+ 2α(n)− 1) ≥ 4n− 2α(n) + 2 = 2d− 6α(n).

But n is even so its last digit is 0 and hence α(n) = α(n + 1) − 1. Now n + 1 = s − α(n),

and similar to (5.2) we have

log2(n+ 1) ≤ log2

(
s− α(n)

)
= log2

(d− 1

2
+ 1− α(n)

)
≤ log2(d− 1)− 1.

Hence mR(d) ≥ 2d− 6⌊log2(d− 1)⌋+ 6. This completes the proof of (iv) for odd d.

For even d = 2s we can apply the obvious result mR(d) ≥ mR(d− 1), and the conclusion

follows.

Remark. Part (ii) in Theorem 5.1 implies mR(4) = 6, which answers the Smoothie Problem.

In [16] Edidin offers a smoothie to the first person who answers the question whether there

exists a fusion frame with 5 subspaces in R4 having the phase retrieval property. Our result

proves that this is impossible. In [40] the author has constructed a fusion frame with 6 rank

2 subspaces in R4 having the phase retrieval property.
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We next present results for the complex case. These results are again obtained from

known results on embedding of projective spaces. The best known lower bound for the

standard phase retrieval is 4d − 3 − 2α(d − 1) + ϵα where α(d − 1) is the number of 1’s in

the binary expansion of d− 1 and ϵα is defined below, which follows from the lower bound

4d− 2− 2α(d− 1)+ ϵα for information completeness of POVMs with respect to pure states

[22]. We prove

Theorem 5.2. Let d > 4. Then 4d − 2 − 2α + ϵα ≤ mC(d) ≤ 4d − 3 − α − δ, where

α = α(d− 1) denotes the number of 1’s in the binary expansion of d− 1,

ϵα =

 2 d odd, α ≡ 3 (mod 4)
1 d odd, α ≡ 2 (mod 4)
0 otherwise.

and δ =

{
0 d odd
1 d even.

Proof. The upper bound, proved for information completeness of POVMs with respect to

pure states [22, Theorem 3], was obtained via constructions in Milgram [31]. Since infor-

mation completeness of POVMs with respect to pure states is a special case of generalized

phase retrieval in which one of the matrices Aj is set to be the identity matrix, the upper

bound also stands as an upper bound of mC(d). We remark that the upper bound actually

holds for d > 2, not just d > 4.

We next consider the lower bound. Assume that mC(d) ≥ 3d, and let A = (Aj)
N
j=1 ⊂

HN
d (C) have phase retrieval property. Then N ≥ mC(d) ≥ 3d. Define the map ψ : Cd →

SN−1(R) by ψ(x) = MA(x)
∥MA(x)∥ , where SN−1(R) denotes the real (N − 1)-dimensional unit

sphere in RN . Note that A has the phase retrieval property. Therefore ψ(x) = ψ(y) if

and only if x = λy for some λ ∈ C which implies that ψ is a topological embedding of

P(Cd) in SN−1(R). We recall a well-known result which says that, the manifold M can be

embedded in Rdim(M)+k if and only if M can be embedded in Sdim(M)+k provided k ≥ 1

(see [25, Page 257]). Now observe that N − 1 ≥ 3d − 1 > dim(P(Cd)) which implies that

we can construct a topological embedding of P(Cd) in RN−1. We now use the following

result: if there exists a topological embedding of P(Cd) in RN−1 then there exists a smooth

embedding provided N ≥ 3d ([25, Corollary 1.5] and [20]). Hence, there exists a smooth

embedding of P(Cd) in RN−1. But the results in [30] shows that P(Cd) can not be smoothly

embedded in R4(d−1)−2α+ϵα . Consequently N − 1 ≥ 4(d − 1) − 2α + ϵα + 1 and hence

mC(d) ≥ 4d− 2− 2α+ ϵα.

We still need to consider the case mC(d) ≤ 3d − 1. If mC(d) ≤ 3d − 1 we can then

construct an A = (Aj)
N
j=1 ⊂ HN

d (C) with N = 3d having the phase retrieval property

because N ≥ mC(d). But now N ≥ 3d so the conclusion from the above case holds, namely
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N − 1 ≥ 4d− 2α− 3 + ϵα. Now we have 4d− 2α− 3 + ϵα > 3d− 1 = N for d ≥ 5. This is

a contradiction.

The improvement from the lower bound for the standard phase retrieval in the above

theorem is useful in the case d = 2k + 1 and k ≥ 2. Theorem 5.2 allows us to obtain the

following Corollary:

Theorem 5.3. We have the following exact values for mC(d):

mC(d) =


4d− 4 d = 2k + 1, k > 1
4d− 6 d = 2k + 2, k > 1
4d− 5 d = 2k + 2j + 1, k > j > 0
4d− 6 d = 2k + 2j + 2l + 1, k > j > l > 0.

Also, mC(2) = 3.

Proof. According to Theorem 5.2, we examine the conditions for the equality

(5.3) 4d− 2− 2α+ ϵα = mC(d) = 4d− 3− α− δ

to hold, where α, ϵα and δ are as in Theorem 5.2. It holds if and only if α = 1 + ϵα + δ.

For even d we have ϵα = 0 and δ = 1 . So α = α(d − 1) = 2. This happens if and only if

d = 2k + 2 where k > 1. For odd d we have δ = 0. Hence α = 1+ ϵα. Since ϵα ≤ 2 we only

need to consider three cases: (α, ϵα) ∈ {(1, 0), (2, 1), (3, 2)}.
In the first case (α, ϵα) = (1, 0), we have α = α(d− 1) = 1 and hence d = 2k + 1. In the

second case (α, ϵα) = (2, 1), α = α(d − 1) = 2 and it is clear that d = 2k + 2j + 1 where

k > j > 1. In the third case (α, ϵα) = (3, 2), α = α(d − 1) = 3 and d = 2k + 2j + 2l + 1

where k > j > l > 1.

Finally for mC(2), based on Theorem 2.2, A has the phase retrieval property if and only

if the (real) Jacobian of MA has (real) rank 3 everywhere on C2 \ {0}. This immediately

implies mC(2) ≥ 3. Next we show the following 3 matrices have the phase retrieval property.

Set

A1 =

(
−1 −1
−1 1

)
, A2 =

(
−1 −2− i

−2 + i 2

)
, A3 =

(
1 0
0 −1

)
.

Then{
Q ∈ C2×2 : Tr(A1Q) = 0,Tr(A2Q) = 0,Tr(A3Q) = 0

}
=

{(
2x xi
−xi 2x

)
: x ∈ R

}
The eigenvalues of the matrix (

2x xi
−xi 2x

)
are λ1 = x, λ2 = 3x which have the same sign. According to Theorem 2.2, A = (A1, A2, A3)

has the phase retrieval property. Thus mC(2) = 3.
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We remark that the minimal measurement number for standard phase retrieval for d = 2

is known to be 4d−4 = 4, see [4]. The above theorem shows that the minimal measurement

number can be different for generalized phase retrieval.
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