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Abstract
In this paper, we apply high-order finite difference (FD) schemes for multispecies and mul-
tireaction detonations (MMD). In MMD, the density and pressure are positive and the mass 
fraction of the ith species in the chemical reaction, say zi , is between 0 and 1, with 

∑

zi = 1 . 
Due to the lack of maximum-principle, most of the previous bound-preserving technique 
cannot be applied directly. To preserve those bounds, we will use the positivity-preserving 
technique to all the z′

i
s and enforce 

∑

zi = 1 by constructing conservative schemes, thanks 
to conservative time integrations and consistent numerical fluxes in the system. Moreo-
ver, detonation is an extreme singular mode of flame propagation in premixed gas, and 
the model contains a significant stiff source. It is well known that for hyperbolic equations 
with stiff source, the transition points in the numerical approximations near the shocks may 
trigger spurious shock speed, leading to wrong shock position. Intuitively, the high-order 
weighted essentially non-oscillatory (WENO) scheme, which can suppress oscillations 
near the discontinuities, would be a good choice for spatial discretization. However, with 
the nonlinear weights, the numerical fluxes are no longer “consistent”, leading to noncon-
servative numerical schemes and the bound-preserving technique does not work. Numeri-
cal experiments demonstrate that, without further numerical techniques such as subcell 
resolutions, the conservative FD method with linear  weights can yield better numerical 
approximations than the nonconservative WENO scheme.
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1  Introduction

In this paper, we construct high-order bound-preserving finite difference (FD) methods for 
stiff multispecies and multireaction chemical reactive flows. The governing equation in two 
space dimensions reads 

where � , u, v, m = �u , n = �v , E and p are the total density, velocity in the x direction, 
velocity in the y direction, momentum in the x direction, momentum in the y direction, the 
total energy, and pressure, respectively. M is the total number of chemical species. For 

1 ⩽ i ⩽ M , ri = �zi with zi being the mass fraction for the ith species, and 
M
∑

i=1

zi = 1. There-

fore, we have

and 0 ⩽ zi ⩽ 1 . We call (2) to be the property of total mass conservation. To close the sys-
tem, we need one more equation of state given as

where qi is the enthalpy of formation for the ith species and the temperature is given as 
T = p∕� . The source term si describes the chemical reactions. We consider R reactions of 
the form:

where �′
i,r

 and �′′
i,r

 are the stoichiometric coefficients of the reactants and products, respec-
tive, of the ith species in the rth reaction. For non-equilibrium chemistry, the rate of pro-
duction of the ith species can be written as

where Mi is the molar mass of the ith species. The reaction rate kr(T) is given as

(1a)�t + mx + ny = 0,

(1b)mt + (mu + p)x + (nu)y = 0,

(1c)nt + (mv)x + (nv + p)y = 0,

(1d)Et + ((E + p)u)x + ((E + p)v)y = 0,

(1e)(r1)t + (mz1)x + (nz1)y = s1,

(1f)
⋮

(rM−1)t + (mzM−1)x + (nzM−1)y = sM−1,

(2)
M
∑

i=1

ri = �,

p = (� − 1)
(

E −
1

2
�(u2 + v2) − �z1q1 −⋯ − �zMqM

)

,

��
1,r
X1 + ��

2,r
X2 +⋯ + ��

M,r
XM → ���

1,r
X1 + ���

2,r
X2 +⋯ + ���

M,r
XM , r = 1, 2,⋯ ,R,

si = Mi

R
∑

r=1

(���
i,r
− ��

i,r
)

[

kr(T)

M
∏

j=1

(

rj

Mj

)��
j,r

]

, i = 1, 2,⋯ ,M,
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where Tr is the ignition temperature for the rth reaction, and Br and �r are pre-exponential 

factor and index of temperature, respectively. Moreover, it is easy to check that 
M
∑

i=1

si = 0. 

We can subtract (1e)–(1f) from (1a) and use the fact 
M
∑

i=1

zi = 1 to obtain a fictitious 

equation:

which is similar to (1e)–(1f), and this can help us construct the bound-preserving (BP) 
technique.

Numerical simulation plays an significant role in minimizing hazards in gaseous detona-
tion. In general, single-step models cannot be used to predict correct ignition process of the 
mixture, and detailed chemical models are commonly used to reproduce results that agree 
with the experimental data. However, the construction of accurate and efficient numerical 
methods is not an easy task due to the complexity of chemical kinetics. There are three 
main difficulties.

Firstly, in gaseous detonations, the density and pressure are positive, the mass fractions 
are between 0 and 1. It is well known that the exact solution contains shocks, and direct 
numerical simulations may be highly oscillatory near the shocks and send some variables 
out of their physical bounds. Physically irrelevant numerical approximations may not yield 
correct parameters used in the model and the numerical simulations may blow up. There-
fore, special BP techniques are necessary in the numerical simulations. There are plenty of 
works discussing BP techniques for hyperbolic equations in the literature. The idea used in 
this paper was first introduced in [25], where parametrized maximum principle preserving 
flux limiters were applied to scalar hyperbolic conservation laws. Later, the extension to 
problems on unstructured meshes [5] and compressible Euler equations [24] were intro-
duced. The main idea is to combine the high-order and low-order numerical fluxes together 
to obtain physically relevant numerical approximations. Though the positivity-preserving 
technique would work for the density and pressure, it cannot be applied to the mass frac-
tions. In fact, the mass fractions do not satisfy maximum-principles and the positivity-pre-
serving technique cannot be used to preserve the upper bound 1. In [6, 10, 26], one of the 
authors in this paper first introduced the BP discontinuous Galerkin (DG) methods to pre-
serve the two bounds of volume fractions for multiphase flow in oil reservoir simulations, 
and the FD methods were also discussed in [11]. The basic idea is to use the positivity-pre-
serving technique to each mass fractions and enforce the summation to be 1. The detailed 
idea is given as follows. 

i)	 Apply the positivity-preserving techniques to (1) to obtain positive � , p and zi , 
i = 1,⋯ ,M − 1.

ii)	 Use the fictitious equation (3) to substitute (2) in the theoretical analysis. Notice that 
(3) is similar to (1e) and (1f). Therefore, the positivity-preserving technique also works 
for (3).

iii)	 Enforce (2) is satisfied during time evolution.

kr(T) =

{

BrT
𝛼r , T > Tr,

0, T ⩽ Tr,

(3)(rM)t + (mzM)x + (nzM)y = sM ,
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Therefore, the key point is the construction of “conservative schemes”, i.e., namely, (2) is sat-
isfied at time level n + 1 , provided it is satisfied at time level n. In [13, 14], the authors applied 
modified Patankar Runge-Kutta (RK) methods and constructed conservative schemes, extend-
ing the ideas in [16, 17]. However, the method cannot preserve the positivity of pressure. In 
[8, 9], the authors investigated DG methods for gaseous detonation and presented two suf-
ficient conditions for conservative schemes: consistent numerical fluxes and conservative time 
integrations. We will follow this idea and extend them to FD methods. We emphasize that 
(3) is only used in the theoretical analysis of the BP technique. By constructing conservative 
schemes, the numerical solutions also satisfy (2). Hence, we can use (2) directly in the real 
computations and there is no additional computational cost.

Secondly, due to the rapid reaction rate, the model contains stiff source terms, see, e.g., [7, 
18], leading to rather small time steps with explicit strong-stability-preserving (SSP) RK time 
integrations. In [8, 9], we constructed conservative sign-preserving exponential RK (ERK) 
time integrations, extending the idea in [12]. Numerical experiments demonstrated that com-
pared with SSPRK, the ERK method yields better numerical approximations. In this paper, we 
will also use the ERK methods in all the numerical simulations.

Finally, in [18], the authors pointed out that direct numerical simulations on coarse meshes 
may yield nonphysical shock waves and incorrect shock positions. This is because the transi-
tion points near the shocks may trigger the source term, leading to spurious shock speeds. 
Some strategies to fix this problem can be found in the literature, see, e.g., the level set and 
front tracking methods [4, 22], subcell resolution [23, 27] and random projections [2, 3] as 
an incomplete list. The main idea is to remove significant transition points near the shocks. 
However, this is not the main topic in this paper, and we will only focus on the BP technique. 
Intuitively, one should apply special numerical techniques, such as weighted essentially non-
oscillatory (WENO) schemes [1, 15, 19–21], to suppress oscillations. However, the nonlinear 
weights used in the WENO algorithm yield “nonconservative numerical schemes”, and the 
bound-preserving techniques fail to work. Moreover, numerical experiments demonstrate that 
with linear weights in the reconstruction procedure, the numerical approximations are better 
than the WENO scheme, indicating that the conservation is more important than oscillations 
suppression in capturing more accurate shock positions.

The organization of the rest of the paper is as follows. In Sect. 2, we consider the problems 
in one space dimension and demonstrate the FD methods as well as the WENO algorithm. In 
Sect. 3, we will consider Euler forward time integration and construct the BP technique for the 
convection term. In Sect. 4, we extend the formulations to two space dimensions. High-order 
time integrations will be given in Sect. 5. Numerical experiments in Sect. 6 will be given to 
compare the WENO algorithm and the proposed BP FD scheme. We will end in Sect. 7 with 
concluding remarks.

2 � Finite Difference Methods in One Space Dimension

In this section, we concentrate on spatial discretizations and will leave the time variable t con-
tinuous. We will start with problems in one space dimension. The extension to two-dimen-
sional problems will be discussed later in Sect. 4.

Notice that the exact solution of rM satisfies both (2) and (3). As we discussed in the intro-
duction, the fictitious equation (3) can help us construct the BP technique. Thus, we combine 
(1) with (3) and discuss FD methods for solving them. We rewrite the governing equations in 
one space dimension into the following vector form:
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where

Notice that the system (4) is hyperbolic. The Jacobian � �(�) has M + 3 real eigenvalues:

and the corresponding complete set of independent eigenvectors:

We denote

then

We will review the first order FD method and introduce the concept of consistent numeri-
cal fluxes in Sect. 2.1. Then, we will review the fifth-order WENO method in Sect. 2.2. 
The modification of the WENO method to get the high-order linear FD scheme will be 
discussed in Sect. 2.3.

2.1 � First‑Order Methods and Consistent Numerical Fluxes

Assume that the computational domain is [a, b]. We give a partition of the computational 
domain

and denote the ith cell as

The center of the cell Ii is

We assume that the grid is uniform and denote the cell length as

We approximate �(x, t) at grid points {xi, i = 1,⋯N} and denote the numerical solutions 
as

(4)�t + � (�)x = �(�),

� =

(

�,m,E, r1,⋯ , rM
)T

� (�) =
(

m,mu + p, (E + p)u,mz1,⋯ ,mzM
)T
,

�(�) =
(

0, 0, 0, s1,⋯ , sM
)T
.

�1(�) ⩽ �2(�) ⩽ ⋯ ⩽ �M+3(�),

r1(�), r2(�),⋯ , rM+3(�).

Λ(�) = diag
(

�1(�),⋯ , �M+3(�)
)

and R(�) =
[

r1(�),⋯ , rM+3(�)
]

,

R−1
(�)� �(�)R(�) = Λ(�).

a = x 1

2

< x 3

2

< ⋯ < x
N+

1

2

= b,

Ii =
[

x
i−

1

2

, x
i+

1

2

]

, i = 1,⋯ ,N.

xi =
1

2

(

x
i−

1

2

+ x
i+

1

2

)

.

Δx = x
i+

1

2

− x
i−

1

2

.
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The following first order FD scheme is used to approximate the spatial derivatives in (4):

where �̂
i+

1

2

 is the commonly used Lax-Friedrichs numerical flux

with

Next, we introduce the concept of consistent numerical fluxes, which will be used for con-
structing conservative schemes. We can check that there exists a constant vector

such that the total mass conservation property (2) of the exact solution can be written in the 
following form:

By using this property, we can also check that the exact flux vector in (4) satisfies

If this property is also satisfied by the numerical flux vector, then we say the numerical flux 
is consistent.

Definition 1  Considering a semi-discrete scheme for solving the governing system (4), we 
say the numerical flux �̂ is consistent if �̂ ⋅ � = 0 , provided �i ⋅ � = 0 for all 1 ⩽ i ⩽ N.

Let us consider the numerical flux in (5). By using the property (7) and the assumption 
that �i ⋅ � = 0 for all i, we can easily check that

Hence, we conclude that the first order numerical flux �̂
i+

1

2

 is consistent.

2.2 � Fifth Order WENO Methods

Now, we consider high order FD schemes. The only difference between the first order 
scheme and the high order scheme is the construction of numerical fluxes. We denote the 
numerical flux computed by the WENO method as �̂WENO

i+
1

2

 , then the fifth order WENO 

semi-discrete scheme becomes

�i(t) = �(xi, t).

(5)
d

dt
�i(t) = −

1

Δx

(

�̂
i+

1

2

− �̂
i−

1

2

)

+ �(�i),

�̂
i+

1

2

=
1

2

[

� (�i) + � (�i+1) − 𝛼
i+

1

2

(�i+1 − �i)

]

�
i+

1

2

= max
m=i,i+1

max
1⩽k⩽M+3

|�k(�m)|.

(6)� = [1, 0, 0,−1,⋯ ,−1]T ∈ ℝ
M+3,

� ⋅ � = 0.

(7)� ⋅ � = u

(

� −

M
∑

k=1

rk

)

= u(� ⋅ �) = 0.

(8)�̂
i+

1

2

⋅ � =
1

2

[

� (�i) ⋅ � + � (�i+1) ⋅ � − 𝛼
i+

1

2

(�i+1 ⋅ � − �i ⋅ �)
]

= 0.



Communications on Applied Mathematics and Computation	

1 3

In the following, we will review the FD flux splitting characteristicwise WENO procedure.
We consider each semi-grid point i + 1

2
 . For the characteristicwise WENO, we first need to 

transform variables in the physical field to the local characteristic field. We compute an aver-
age state at location x

i+
1

2

 using the simple mean

Then,we “freeze” the matrices R(�) and R−1
(�) locally at x

i+
1

2

 by evaluating them with the 
average state at this point. We omit the subscript and still denote these matrices by R and 
R−1:

Then, we can transform the variables in the neighboring points of x
i+

1

2

 to the local charac-
teristic field using

Next, we perform the scalar flux splitting WENO procedure component by component on 
the characteristic variables �k and �k . In the following, we focus on the � th component 
with a fixed number � . For simplicity of notations, we omit �  and use vk and hk to denote 
the � th components of �k and �k , respectively. We first perform the Lax-Friedrichs flux 
splitting:

where

Then, we use {h+
k
, k = i − 2,⋯ , i + 2} to compute ĥ+

i+
1

2

 and use {h−
k
, k = i − 1,⋯ , i + 3} to 

compute ĥ−
i+

1

2

 . The flux ĥ+
i+

1

2

 is a nonlinear convex combination of the following third-order 

approximations:

The nonlinear weights are defined as

(9)
d

dt
�i(t) = −

1

Δx

(

�̂WENO

i+
1

2

− �̂WENO

i−
1

2

)

+ �(�i).

�
i+

1

2

=
1

2
(�i + �i+1).

R = R
(

�
i+

1

2

)

, R−1
= R−1

(

�
i+

1

2

)

.

�k = R−1�k, �k = R−1� (�k), k = i − 2,⋯ , i + 3.

h±
k
=

1

2

(

hk ± �
𝓁
vk
)

, k = i − 2,⋯ , i + 3,

�
�
= max

1⩽i⩽N
|�

�
(�i)|.

h
(0)

i+
1

2

=
1

3
h+
i
+

5

6
h+
i+1

−
1

6
h+
i+2

,

h
(1)

i+
1

2

= −
1

6
h+
i−1

+
5

6
h+
i
+

1

3
h+
i+1

,

h
(2)

i+
1

2

=
1

3
h+
i−2

−
7

6
h+
i−1

+
11

6
h+
i
.

�r =
ar

a0 + a1 + a2
, r = 0, 1, 2
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with

Here, dr , r = 0, 1, 2 are linear weights

𝜖 > 0 is introduced to avoid the denominator to become 0. We take � = 10−6 in the numeri-
cal tests. �r are the smooth indicators

Then, we can get

The flux ĥ−
i+

1

2

 can be obtained through a mirror symmetric procedure with respect to x
i+

1

2

 . 

For simplicity, we omit the details. Then, the numerical flux ĥ�
i+

1

2

 for the � th component is 

obtained by

We repeat the above scalar WENO procedure for each component (𝓁 = 1,⋯ ,M + 3) of the 
characteristic variables and can obtain the numerical flux vector in the characteristic field

Finally, we transform back to the physical space by

Notice that the weights {�0,�1,�2} in the WENO scheme are nonlinear functions of the 
variables and they can be different for different components of the characteristic vectors. 
Thus, �̂WENO

i+
1

2

 is not consistent.

2.3 � Fifth Order Linear Method

Since the numerical flux computed by the WENO procedure is not consistent, we modify 
the WENO method and consider a simple component-wise linear high order FD scheme. 

ar =
dr

(� + �r)
2
.

d0 =
3

10
, d1 =

3

5
, d2 =

1

10
.

�0 =
13

12

(

h+
i
− 2h+

i+1
+ h+

i+2

)2
+

1

4

(

3h+
i+1

− 4h+
i+1

+ h+
i+2

)2
,

�1 =
13

12

(

h+
i−1

− 2h+
i
+ h+

i+1

)2
+

1

4

(

h+
i−1

− h+
i+1

)2
,

�2 =
13

12

(

h+
i−2

− 2h+
i−1

+ h+
i

)2
+

1

4

(

3h+
i−2

− 4h+
i−1

+ h+
i

)2
.

ĥ+
i+

1

2

= 𝜔0h
(0)

i+
1

2

+ 𝜔1h
(1)

i+
1

2

+ 𝜔2h
(2)

i+
1

2

.

ĥ�
i+

1

2

= ĥ+
i+

1

2

+ ĥ−
i+

1

2

.

�̂
i+

1

2

=

[

ĥ1
i+

1

2

, ĥ2
i+

1

2

,⋯ , ĥM+3

i+
1

2

]T

.

�̂WENO

i+
1

2

= R�̂
i+

1

2

.
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Instead of transforming variables to the characteristic field, we perform the flux splitting 
directly in the physical space:

where

Similar to the WENO method, we use {�+
k
, k = i − 2,⋯ , i + 2} to compute �̂+

i+
1

2

 and use 

{�−
k
, k = i − 1,⋯ , i + 3} to compute �̂−

i+
1

2

 . For computing �̂+
i+

1

2

 , we first get third order 

approximations to the numerical flux

Then, we combine them by using linear weights

By a mirror symmetric procedure with respect to x
i+

1

2

 , we can compute the flux �̂−
i+

1

2

 through

Finally, we get the numerical flux at x
i+

1

2

 by

Then, the fifth order linear FD scheme becomes

One can easily check that

and hence the fifth order linear flux �̂
i+

1

2

 is consistent.

�±
i
=

1

2

[

� (�i) ± ��i

]

, i = −2,⋯ ,N + 3,

(10)� = max
1⩽i⩽N

max
1⩽k⩽M+3

|�k(�i)|.

�
(0)

i+
1

2

=
1

3
�+
i
+

5

6
�+
i+1

−
1

6
�+
i+2

,

�
(1)

i+
1

2

= −
1

6
�+
i−1

+
5

6
�+
i
+

1

3
�+
i+1

,

�
(2)

i+
1

2

=
1

3
�+
i−2

−
7

6
�+
i−1

+
11

6
�+
i
.

�̂+
i+

1

2

= d0�
(0)

i+
1

2

+ d1�
(1)

i+
1

2

+ d2�
(2)

i+
1

2

=
1

30
�+
i−2

−
13

60
�+
i−1

+
47

60
�+
i
+

9

20
�+
i+1

−
1

20
�+
i+2

.

�̂−
i+

1

2

=
1

30
�−
i+3

−
13

60
�−
i+2

+
47

60
�−
i+1

+
9

20
�−
i
−

1

20
�−
i−1

.

(11)�̂
i+

1

2

= �̂+
i+

1

2

+ �̂−
i+

1

2

.

(12)
d

dt
�i(t) = −

1

Δx

(

�̂
i+

1

2

− �̂
i−

1

2

)

+ �(�i).

(13)�̂
i+

1

2

⋅ � = 0,
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3 � Bound‑Preserving Technique for the Convection Term in One Space 
Dimension

In the previous section, we only considered spatial discretizations. Now we proceed to con-
sider time integrations and get the fully discrete schemes. In the following, we use

to denote the numerical approximation to �i(t) at time level n. We first emphasize the 
importance of “conservative schemes” and present sufficient conditions for constructing 
conservative schemes in Sect. 3.1. Then, we will consider the Euler forward time integra-
tion and the BP technique for the convection term in Sect. 3.2.

3.1 � Conservative Schemes

For the physical solution, the total density � and the pressure p should be non-negative. In 
addition, all mass fractions zk ( k = 1,⋯ ,M ) should be between 0 and 1. As discussed in 
the introduction, it is not easy to preserve the upper bound 1 for each zk directly. Instead, 

we let zk ⩾ 0, k = 1,⋯ ,M and enforce the condition 
M
∑

k=1

zk = 1 , so that we will have 

zk ⩽ 1, k = 1,⋯ ,M . Hence, we define the admissible set of solutions as

It is easy to check that G is a convex set as p is a concave function of � [8, 9]. We aim to 
get numerical solutions that lie in the convex set G. We can see that the preservation of 
M
∑

k=1

zk = 1 (or equivalently 
M
∑

k=1

rk = � ) numerically in each time level is important. Hence, 

we introduce the following definition of conservative schemes.

Definition 2  Consider a fully discrete numerical scheme for solving the detonation prob-
lem (4), if the mass conservation property can be maintained during the time evolution, 
namely, the numerical solution satisfies

as long as 
M
∑

k=1

(rk)
n
i
= �n

i
 , then we say the numerical scheme is a conservative scheme.

We rewrite the semi-discrete linear schemes (5) and (12) into the following ODE 
system:

�n
i
=

(

�n
i
,mn

i
,En

i
, (r1)

n
i
,⋯ , (rM)

n
i

)T

G =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

� =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎝

�

m

E

r1
⋮

rM

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎠

, � ⩾ 0, p ⩾ 0, zk ⩾ 0, k = 1,⋯ ,M,

M
�

k=1

zk = 1

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

.

(14)
M
∑

k=1

(rk)
n+1
i

= �n+1
i
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where

Thanks to the consistent properties (8) and (13) of the numerical fluxes, we have

Also, we have � ⋅ � = 0 for the detonation problem. Taking dot product with � on both sides 
of (15), we know that the value of �i(t) ⋅ � should remain unchanged. If this property can 
be preserved numerically, we say the time integration is conservative.

Definition 3  Consider the ODE system (15) with the assumption that there exists a con-
stant vector � such that �i ⋅ � = � ⋅ � = 0 . A time integration for solving this ODE system is 
conservative if the numerical solutions satisfy

A simple example of conservative time integrations is the Euler forward method:

Taking dot product with � on both sides, we can get �n+1
i

⋅ � = �n
i
⋅ �. Notice that 

M
∑

k=1

(rk)
n
i
= �n

i
 is just equivalent to �n

i
⋅ � = 0 . Hence, it is straightforward to get the follow-

ing theorem about the sufficient conditions for constructing conservative schemes.

Theorem 1  Considering the detonation problems, if we apply consistent numerical fluxes 
in space and conservative time integrations in time, then the fully discrete scheme is 
conservative.

Recall that the numerical fluxes computed by using the WENO procedure are not 
consistent. Hence, we can not get conservative numerical schemes, and the bound-pre-
serving techniques fail to work. In the following section, we only consider the linear FD 
schemes which yield consistent numerical fluxes.

3.2 � BP Technique for the Convection Term

Now, we consider the Euler forward time integration which is conservative. We only 
show the BP technique for the convection term and assume that � = � . The source term 
will be discussed in Sect. 5 by using conservative ERK methods.

We apply the Euler forward time integration to the first order semi-discrete scheme 
(5) and can get the following fully discrete scheme:

(15)
d

dt
�i(t) = �i + �(�i),

�i =

⎧

⎪

⎨

⎪

⎩

−
1

Δx

�

�̂
i+

1

2

− �̂
i−

1

2

�

, first order FD,

−
1

Δx

�

�̂
i+

1

2

− �̂
i−

1

2

�

, fifth order FD.

�i ⋅ � = 0.

�n+1
i

⋅ � = �n
i
⋅ �.

�n+1
i

= �n
i
+ Δt�i + Δt�(�i).
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where all numerical fluxes are computed at time level n. Assume that �n
i
∈ G for all i. 

Following Remark 2.4 in [28], it is easy to check that �n+1
i

∈ G under the CFL condition 
Δt ⩽ Δt̃ , where Δt̃ satisfies

Here, � has been defined in (10).
Next, we consider the fifth order linear scheme (12). By applying the Euler forward 

time integration, we can get

where all numerical fluxes are again computed by using {�n
i
, i = 1⋯ ,N} . Although the 

scheme provides high order approximations, the numerical solution may be out of the 
physical bounds. Since the first order fluxes are bound-preserving, we apply the parameter-
ized positivity-preserving flux limiter [25] to modify the high order fluxes �̂

i+
1

2

 towards the 
first order fluxes �̂

i+
1

2

 . The modified scheme becomes

where �̃
i+

1

2

 is a combination of the high order flux and the first order flux:

We denote the first order flux, original fifth order flux and the modified fifth order flux as

respectively. Assuming that �n
i
∈ G for all i, we aim to choose suitable parameter 

�
i+

1

2

∈ [0, 1] such that the solution of (17) satisfies �n+1
i

∈ G.
We first show that the modified scheme (17) is still conservative. One can check that

using the consistent properties (8) and (13), which means that the modified high order 
numerical flux vector �̃

i+
1

2

 is also consistent. Moreover, the Euler forward time integration 
is conservative. By using Theorem 1, we know that the scheme (17) is conservative.

Now, we try to preserve the positivity of each mass fraction zk ( k = 1,⋯ ,M ). Equivalently, 
we need to enforce �n+1

i
⩾ 0 and (rk)n+1i

⩾ 0, k = 1,⋯ ,M . Notice that our scheme is 

�n+1
i

= �n
i
−

Δt

Δx

(

�̂
i+

1

2

− �̂
i−

1

2

)

,

(16)𝛼
Δt̃

Δx
⩽ 1.

�n+1
i

= �n
i
−

Δt

Δx

(

�̂
i+

1

2

− �̂
i−

1

2

)

,

(17)�n+1
i

= �n
i
−

Δt

Δx

(

�̃
i+

1

2

− �̃
i−

1

2

)

,

�̃
i+

1

2

= �̂
i+

1

2

+ 𝜃
i+

1

2

(

�̂
i+

1

2

− �̂
i+

1

2

)

.

�̂
i+

1

2

=

(

f̂
𝜌

i+
1

2

, f̂ m
i+

1

2

, f̂ E
i+

1

2

, f̂ 1
i+

1

2

,⋯ , f̂ M
i+

1

2

)T

,

�̂
i+

1

2

=

(

F̂
𝜌

i+
1

2

, F̂m

i+
1

2

, F̂E

i+
1

2

, F̂1

i+
1

2

,⋯ , F̂M

i+
1

2

)T

,

�̃
i+

1

2

=

(

F̃
𝜌

i+
1

2

, F̃m

i+
1

2

, F̃E

i+
1

2

, F̃1

i+
1

2

,⋯ , F̃M

i+
1

2

)T

,

�̃
i+

1

2

⋅ � = �̂
i+

1

2

⋅ � + 𝜃
i+

1

2

(

�̂
i+

1

2

− �̂
i+

1

2

)

⋅ � = 0
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conservative and so that �n+1
i

=

M
∑

i=1

(rk)
n+1
i

 . Hence, we only need to consider 

(rk)
n+1
i

⩾ 0, k = 1,⋯ ,M . In the scheme (17), the equation for solving rk ( k = 1,⋯ ,M ) is

where

We need to find a local pair 
(

Λ
k

−
1

2
,Ii
,Λk

+
1

2
,Ii

)

 , such that for any pair 
(

�
i−

1

2

, �
i+

1

2

)

∈

[

0,Λk

−
1

2
,Ii

]

×

[

0,Λk

+
1

2
,Ii

]

 , the solution computed by (18) satisfies (rk)n+1i
⩾ 0 , 

i.e.,

where � ∶=
Δt

Δx
 and

is the solution computed by using the first order scheme. Following [25], we adopt the fol-
lowing algorithm. 

i)	 If Fk

i−
1

2

⩾ 0 and Fk

i+
1

2

⩽ 0 , take 
(

Λ
k

−
1

2
,Ii
,Λk

+
1

2
,Ii

)

= (1, 1).

ii)	 If Fk

i−
1

2

⩾ 0 and Fk

i+
1

2

> 0 , take 
(

Λ
k

−
1

2
,Ii
,Λk

+
1

2
,Ii

)

=

(

1,min

{

1,
Γi

�Fk

i+
1
2

+�

})

.

iii)	 If Fk

i−
1

2

< 0 and Fk

i+
1

2

⩽ 0 , take 
(

Λ
k

−
1

2
,Ii
,Λk

+
1

2
,Ii

)

=

(

min

{

1,
−Γi

�Fk

i−
1
2

−�

}

, 1

)

.

iv)	 If Fk

i−
1

2

< 0 and Fk

i+
1

2

> 0 , 

(a)	 when (19) holds with 
(

�
i−

1

2

, �
i+

1

2

)

= (1, 1) , take 
(

Λ
k

−
1

2
,Ii
,Λk

+
1

2
,Ii

)

= (1, 1);

(b)	 otherwise, take Λk

−
1

2
,Ii
= Λ

k

+
1

2
,Ii
=

−Γi

�Fk

i−
1
2

−�Fk

i+
1
2

−�
.

In this algorithm, � = 10−13 is introduced to avoid the denominator being 0. Based on the 
above discussion, we let

Then, for any pair 
(

�
i−

1

2

, �
i+

1

2

)

∈

[

0,Λ
�

−
1

2
,Ii

]

×

[

0,Λ
�

+
1

2
,Ii

]

 , the solution of (17) satisfies

(18)(rk)
n+1
i

= (rk)
n
i
−

Δt

Δx

(

F̃k

i+
1

2

− F̃k

i−
1

2

)

,

F̃k

i+
1

2

= f̂ k
i+

1

2

+ 𝜃
i+

1

2

Fk

i+
1

2

, Fk

i+
1

2

∶= F̂k

i+
1

2

− f̂ k
i+

1

2

.

(19)��
i−

1

2

Fk

i−
1

2

− ��
i+

1

2

Fk

i+
1

2

+ Γi ⩾ 0,

Γi = (rk)
n
i
− 𝜆

(

f̂ k
i+

1

2

− f̂ k
i−

1

2

)

⩾ 0

Λ
�

−
1

2
,Ii
∶= min

k=1,⋯,M
Λ

k

−
1

2
,Ii
, Λ

�

+
1

2
,Ii
∶= min

k=1,⋯,M
Λ

k

+
1

2
,Ii
.

(zk)
n+1
i

⩾ 0, k = 1,⋯ ,M,

M
∑

k=1

(zk)
n+1
i

= 1, �n+1
i

⩾ 0.
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Next, we preserve the positivity of the pressure. Recall that the pressure p is a function of 
the solution �n+1

i
:

Since �n+1
i

 computed by (17) depends on the pair A ∶=

(

�
i−

1

2

, �
i+

1

2

)

 , we also denote

Following [24], we perform the following algorithm. 

i)	 Denote A1
=

(

0,Λ
�

+
1

2
,Ii

)

 , A2
=

(

Λ
�

−
1

2
,Ii
, 0

)

 and A3
=

(

Λ
�

−
1

2
,Ii
,Λ

�

+
1

2
,Ii

)

 . For k = 1, 2, 3 , 

if p(Ak
) ⩾ 0 , let Bk

= Ak . Otherwise, find r such that p(rAk
) ⩾ 0 and let Bk

= rAk . We 
also denote Bk

= (Bk
1
,Bk

2
) for k = 1, 2, 3.

ii)	 Let Λ
−

1

2
,Ii
= min(B2

1
,B3

1
) and Λ

+
1

2
,Ii
= min(B1

2
,B3

2
).

Finally, we take �
i+

1

2

= min
(

Λ
+

1

2
,Ii
,Λ

−
1

2
,Ii+1

)

 for each i. Then, the solution of the scheme 
(17) satisfies �n+1

i
∈ G.

4 � Problems in Two Space Dimensions

We consider the problem in two space dimensions:

where

Recall that we introduced a constant vector � in the problem in one space dimension. For 
solving the problem in two space dimensions, � becomes

We can check that the exact solution of (20) satisfies

We will first give FD methods in Sect. 4.1 and then show the BP technique in Sect. 4.2.

p(�n+1
i

) = (� − 1)

(

En+1
i

−
1

2

(mn+1
i

)
2

�n+1
i

− (r1)
n+1
i

q1 −⋯ − (rM)
n+1
i

qM

)

.

p(A) = p
(

�
i−

1

2

, �
i+

1

2

)

∶= p
(

�n+1
i

(

�
i−

1

2

, �
i+

1

2

))

.

(20)�t + � (�)x + �(�)y = �(�),

� =

(

�,m, n,E, r1,⋯ , rM
)T
,

� (�) =
(

m,mu + p,mv, (E + p)u,mz1,⋯ ,mzM
)T
,

�(�) =
(

n, nu, nv + p, (E + p)v, nz1,⋯ , nzM
)T
,

�(�) =
(

0, 0, 0, 0, s1,⋯ , sM
)T
.

(21)� = [1, 0, 0, 0,−1,⋯ ,−1]T ∈ ℝ
M+4.

� ⋅ � = � ⋅ � = � ⋅ � = � ⋅ � = 0.
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4.1 � Finite Difference Methods

Assume that the computational domain is [a, b] × [c, d] . We will consider Cartesian grids, 
that is, the domain is covered by rectangular cells:

where

and

The center of the cell Ii,j is (xi, yj) with

We assume the grid is uniform and denote the cell lengths in x and y directions as

respectively. We approximate the solution � at grid points (xi, yj) and denote the numerical 
solutions as

The following first order finite difference scheme is used to approximate the spatial 
derivatives:

Here �̂
i+

1

2
,j and �̂

i,j+
1

2

 are first order numerical fluxes which can be computed dimension by 
dimension. For each fixed j, the numerical flux �̂

i+
1

2
,j can be obtained in the x direction by 

using the one-dimensional algorithm in Sect.   2. Likewise, the numerical flux �̂
i,j+

1

2

 is 
obtained in the y direction with i fixed. We adopt the commonly used Lax-Friedrichs flux:

where �
i+

1

2

 is the maximum absolute values of the eigenvalues of the Jacobian � �(�) com-
puted over �i+1,j and �i,j , �j+ 1

2

 is the maximum absolute values of the eigenvalues of the 
��(�) computed over �i,j and �i,j+1 . Following the same line, we can extend the WENO FD 
and fifth-order linear FD scheme to the problem in two space dimensions:

Ii,j =
[

x
i−

1

2

, x
i+

1

2

]

×

[

y
j−

1

2

, y
j+

1

2

]

, i = 1,⋯ ,Nx, j = 1,⋯ ,Ny,

a = x 1

2

< x 3

2

< ⋯ < x
Nx+

1

2

= b,

c = y 1

2

< y 3

2

< ⋯ < y
Ny+

1

2

= d.

xi =
1

2

(

x
i−

1

2

+ x
i+

1

2

)

, yj =
1

2

(

y
j−

1

2

+ y
j+

1

2

)

.

Δx = x
i+

1

2

− x
i−

1

2

, Δy = y
j+

1

2

− y
j−

1

2

,

�i,j(t) =
(

�i,j(t),mi,j(t), ni,j(t),Ei,j(t), (r1)i,j(t),⋯ , (rM)i,j(t)
)T
.

d

dt
�i,j(t) = −

1

Δx

(

�̂
i+

1

2
,j − �̂

i−
1

2
,j

)

−
1

Δy

(

�̂
i,j+

1

2

− �̂
i,j−

1

2

)

+ �(�i,j).

�̂
i+

1

2
,j =

1

2

[

� (�i,j) + � (�i+1,j) − 𝛼
i+

1

2

(�i+1,j − �i,j)

]

,

�̂
i,j+

1

2

=
1

2

[

�(�i,j) + �(�i,j+1) − 𝛽
j+

1

2

(�i,j+1 − �i,j)

]

,
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where all numerical fluxes are computed dimension by dimension. For simplicity, we omit 
the detailed formulation.

As in the problem in one space dimension, we can define the consistent numerical 
fluxes:

Definition 4  Considering the semi-discrete scheme for solving the governing system (20), 
we say the numerical fluxes �̂ and �̂ are consistent if �̂ ⋅ � = �̂ ⋅ � = 0 , provided �i,j ⋅ � = 0 
for all 1 ⩽ i ⩽ Nx and 1 ⩽ j ⩽ Ny.

Since the numerical fluxes are computed dimension by dimension, we can easily extend the 
analysis in one space dimension to obtain

Hence, the numerical fluxes in the first-order and fifth-order linear schemes are consistent. 
Again, the numerical fluxes computed by WENO procedure are not consistent.

4.2 � Euler Forward Time Integration and Bound‑Preserving Technique

We consider the bound-preserving technique for the convection term and assume that � = � . 
We define the admissible set of solutions as

For the problem in two space dimensions, G is also a convex set. We apply the Euler for-
ward time integration to the first order scheme and the fifth order linear scheme, respec-
tively, and get the following two fully discrete schemes for the convection terms:

where �n
i,j
=

(

�n
i,j
,mn

i,j
, nn

i,j
,En

i,j
, (r1)

n
i,j
,⋯ , (rM)

n
i,j

)T

 is the numerical approximation at time 
level n, and all numerical fluxes are also computed at time level n. Assume �n

i,j
∈ G for all i 

and j. For the first order scheme, we have �n+1
i,j

∈ G under the CFL condition Δt ⩽ Δt̃ with

(22)
d

dt
�i,j(t) = −

1

Δx

(

�̂WENO

i+
1

2
,j

− �̂WENO

i−
1

2
,j

)

−
1

Δy

(

�̂WENO

i,j+
1

2

− �̂WENO

i,j−
1

2

)

+ �(�i,j),

(23)
d

dt
�i,j(t) = −

1

Δx

(

�̂
i+

1

2
,j − �̂

i−
1

2
,j

)

−
1

Δy

(

�̂
i,j+

1

2

− �̂
i,j−

1

2

)

+ �(�i,j),

(24)�̂
i+

1

2
,j ⋅ � = �̂

i,j+
1

2

⋅ � = �̂
i+

1

2
,j ⋅ � = �̂

i,j+
1

2

⋅ � = 0.

G =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

� =

⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

�

m

n

E

r1
⋮

rM

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

, � ⩾ 0, p ⩾ 0, zk ⩾ 0, k = 1,⋯ ,M,

M
�

k=1

zk = 1

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

.

�n+1
i,j

= �n
i,j
−

Δt

Δx

(

�̂
i+

1

2
,j − �̂

i−
1

2
,j

)

−
Δt

Δy

(

�̂
i,j+

1

2

− �̂
i,j−

1

2

)

,

�n+1
i,j

= �n
i,j
−

Δt

Δx

(

�̂
i+

1

2
,j − �̂

i−
1

2
,j

)

−
Δt

Δy

(

�̂
i,j+

1

2

− �̂
i,j−

1

2

)

,
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where � = ‖(�u� + c)‖
∞

 and � = ‖(�v� + c)‖
∞

 are the global maximum absolute eigenval-
ues of � �(�) and ��(�) , respectively. For the high order scheme, the numerical solution may 
be out of the physical bounds. We also apply the parameterized positivity-preserving flux 
limiter to get the modified scheme

where �̃
i+

1

2
,j and �̃

i,j+
1

2

 are combinations of the high-order and the first-order fluxes:

One can check that the modified numerical fluxes are still consistent using the property 
(24):

Assuming that �n
i,j
∈ G for all i and j, we aim to choose suitable parameters �

i+
1

2
,j ∈ [0, 1] 

and �
i,j+

1

2

∈ [0, 1] , such that the solution of (26) satisfies �n+1
i,j

∈ G.
Notice that the conservative property of the scheme is important for constructing the BP 

technique in one space dimension. Now we extend the definition of conservative schemes 
to the problem in two space dimensions.

Definition 5  Consider a fully discrete numerical scheme for solving the detonation prob-
lem (20), if the mass conservation property can be maintained during the time evolution, 
namely, the numerical solution satisfies

as long as 
M
∑

k=1

(rk)
n
i,j
= �n

i,j
 , then we say the numerical scheme is a conservative scheme.

We first state the conservative property of the fully discrete scheme (26). Recall that 
Theorem 1 gives two sufficient conditions for constructing conservative schemes: consist-
ent numerical fluxes and conservative time integrations. Although this theorem is derived 
in one space dimension, it also applies to the problem in two space dimensions. As the 
numerical fluxes in (26) are consistent and the Euler forward time integration is conserva-
tive, the scheme (26) is conservative.

Next, we enforce (rk)n+1i,j
⩾ 0, k = 1,⋯ ,M . In the scheme (26), we denote the equation 

for solving the density of the kth ( k = 1,⋯ ,M ) species as

(25)𝛼
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We need to find local pairs 
(

Λ
k
L,Ii,j

,Λk
R,Ii,j

)

 and 
(

Λ
k
D,Ii,j

,Λk
U,Ii,j

)

 , such that for any pairs 
(

�
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2
,j, �i+ 1

2
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]

×

[

0,Λk
U,Ii,j

]

 , we 
have (rk)n+1i,j

⩾ 0 . We divide this problem into two parts:

For each fixed j, (27) is just a one-dimensional problem along the x direction. Following 
the algorithm in Sect. 3.2, we can obtain the local pair 

(

Λ
k
L,Ii,j

,Λk
R,Ii,j

)

 . Similarly, we can get 

the local pair 
(

Λ
k
D,Ii,j

,Λk
U,Ii,j

)

 by solving (28). Then, we let

For any pairs 
(
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 ,  
the solution of (26) satisfies

Finally, we preserve the positivity of the pressure. As in the one-dimensional case, for 
A =

(

�
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1

2
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2

, �
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 , we denote

Following [24], we perform the following algorithm. 
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�
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)

 , where each kl ( l = 1, 2, 3, 4 ) can 
be 0 or 1.

ii)	 For each (k1, k2, k3, k4) ≠ (0, 0, 0, 0) , if p(Ak1,k2,k3,k4 ) ⩾ 0 , let Bk1,k2,k3,k4 = Ak1,k2,k3,k4 . Oth-
erwise, find r such that p(rAk1,k2,k3,k4 ) ⩾ 0 and let Bk1,k2,k3,k4 = rAk1,k2,k3,k4 . We also denote 
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5 � High‑Order Time Integrations

In the previous sections, we have assumed that � = � and considered the Euler forward 
time integration. In this section, we proceed to consider high-order time integrations for the 
general case with � ≠ � . For simplicity, we rewrite different semi-discrete schemes in the 
following uniform form:

where � represents the spatial discretization of the flux and � is the source term. For the 
one-dimensional fifth order linear scheme (12), we can take

For the two-dimensional scheme (23), we have

For both cases, we summarize the common properties of (29) as follows.

•	 There exists a constant vector � such that � ⋅ � = � ⋅ � = 0.
	   For the one-dimensional detonation problem (4), we can adopt 

 For the two-dimensional problem (20), � becomes 

 It is easy to check that � ⋅ � = 0 . In addition, using the consistent properties (13) and 
(24) of the linear numerical fluxes, we can further get � ⋅ � = 0.

•	 Assume that � ∈ G . Then, we can apply the flux limiter and replace � with �̃ , such that 

 For the one-dimensional case as in (17), we have 

 For the two-dimensional case (26), we have 

Now, we solve for (29) by using high order time integrations. Since the source term may be 
stiff, we adopt the third order conservative modified ERK methods [9]:
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where

where � is a parameter to be determined later. To achieve the third-order accuracy, the con-
ditions on all � and � was given in [9]. In this paper, we adopt the following choice:

Remark 1  The time integration given above separates the convection and source terms. We 
can rewrite the source as, e.g.,

then the parameter � can be regarded as the reciprocal of the time step in the Euler forward 
time integration. Following [23], we can apply the technique of subcell resolution to the 
source term.

The conservative property of the above time integration was proved in [9]. Since the 
numerical fluxes are consistent, the fully discrete scheme is conservative. Hence, we only 
need to preserve the positivity of each mass fraction and the upper bound 1 will be pre-
served automatically. Finally, we can state the following theorem for bound-preserving 
technique.

Theorem 2  Consider the fifth order linear FD scheme (12) (or (23) for the problem in two 
space dimensions) coupled with the three-stage ERK method (30)–(32), where we apply 
flux limiter on each stage and � satisfies

for � = �n,�(1),�(2) . If �n
∈ G , then we have �n+1

∈ G under the condition
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where Δt̃ satisfies (16) (or (25) for the problem in two space dimensions).

Proof  For simplicity, we consider the first stage of the ERK method only and prove 
�(1)

∈ G . After simple computations, we get

where

For the convection term, we can apply the flux limiter and replace � with �̃ , such that 
�1 ∈ G under the condition Δt ⩽ 𝛼10

𝛽10
Δt̃ . For the source term, Lemma 4.1 in [8] shows that 

�2 ∈ G under the condition (33). Recall that A1 = �10 + �10�Δt and �(1) is a convex com-
bination of �1 and �2 . Since G is a convex set, we have �(1)

∈ G . Following the same 
analysis above, we can also prove that �(2),��+�

∈ G . 

6 � Numerical Examples

In this section, we show some numerical experiments to demonstrate the good perfor-
mance of the high order linear FD scheme. We will show that, without further numerical 
techniques such as subcell resolutions, the conservative FD method with linear weights 
can yield better numerical approximations than the nonconservative WENO scheme. The 
reference solutions are computed by the regular 5th order characteristic-wise WENO-LF 
method coupled with SSP-RK3 with N = 10 000 grids and CFL = 0.5 . In all figures, we 
use “new RK” to represent the conservative ERK methods (30)–(32).

Example 1  (Accuracy test for one dimensional PDE system)
In this example, we test the one dimensional convection reaction system problem. We 

consider periodic boundary condition and take u = 1 and p = 0 in the exact solution. We 
choose M = 2 and the source term is given as s1 = −cr7

1
 . Hence, we need to solve the fol-

lowing system:

The parameter c can be used to adjust the stiffness of the equation. The initial conditions 
are given as r1(x, 0) = 0.1(1 + sin(x)) and �(x, 0) = 0.1(2 + sin(x) + cos(x)) . The final time 
is taken as t = 0.5 . For this problem, the total density � should be non-negative and the 
mass fraction r1∕� should be between 0 and 1.

Both non-stiff ( c = 100 ) and stiff ( c = 10 000) cases are calculated. We first adopt the 
5th order conservative linear scheme and the numerical errors are listed in the left part 
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,
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,
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,
𝛼32

𝛽32

}

Δt̃,

�(1)
=

(

�10�1 + �10�Δt�2

)

∕A1,

�1 = �n
+

�10

�10
Δt�(�n

) and �2 =
1

�
(�(�n

) + ��n
).

{

�t + �x = 0,

(r1)t + (r1)x = −c(r1)
7,

x ∈ [0, 2�].
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of Table 1. We can observe the optimal convergence rate as expected. Next, we combine 
the 5th order flux with the 1st order LF flux by using the flux limiter and aim to preserve 
the bounds of the total density and mass fraction. It is reported in [25] that the time step 
size needs to be small for recovering the original high order of accuracy. Here we take 
Δt = 0.02Δx2 . The results are shown in the right part of Table 1 and the last column shows 
the percentage of grids that have been modified by the flux limiter. We can see that the 
flux limiter will lead to a small order decreasing, especially when N is large. The 5th order 
accuracy can be fully recovered if we use an even small time step size. This phenomenon 
has been demonstrated and analyzed in [25]. Some alternatives to improve the accuracy 
were also given in [25]. However, those techniques can hardly be applied to our time inte-
gration. Therefore, we will discuss this issue in the future.

Example 2  (A 1D detonation wave with 3 species and 1 reaction)
In this example, we solve a reacting model with three species and one reaction:

The parameters are taken as T1 = 2.0,B1 = 500, �1 = 1, q1 = 1 000, q2 = 0, q3 = 0,

M1 = 2,M2 = 32,M3 = 18 . The computational domain is [0, 50]. Initially there is a mix-
ture of hydrogen and oxygen on the right-hand side. On the left-hand side, the hydrogen 
and oxygen generate water. The initial condition is given as piecewise constants:

We take the final time to be t = 3 . This is a simple one-step chemical model for hydrogen-
oxygen mixtures. The exact solution consists of a detonation wave, followed by a contact 
discontinuity and a shock, all moving to the right.

We first compare different temporal and spacial discretizations in Fig.  1 by taking 
N = 1 070 and CFL = 0.03 . As shown by the orange solid lines with circle symbols, 

2H2 + O2 → 2H2O.

(𝜌, u, p, z1, z2, z3)(x, 0) =

{

(2.0, 10.0, 40.0, 0.325, 0, 0.675), x ⩽ 2.5,

(1.0, 0, 1.0, 0.4, 0.6, 0), x > 2.5.

Table 1   Accuracy test for the one-dimensional system

N Without limiter With limiter

L
2 norm Order L

∞ norm Order L
2 norm Order L

∞ norm Order Percent-
age/%

c = 100

10 9.49E−05 – 1.89E−04 – 9.49E−05 – 1.89E−04 – 0
20 3.26E−06 4.86 7.52E−06 4.65 3.26E−06 4.86 7.52E−06 4.65 0
40 1.07E−07 4.93 2.69E−07 4.80 1.07E−07 4.93 2.70E−07 4.80 1.48E−03
80 3.39E−09 4.98 8.65E−09 4.96 3.43E−09 4.96 1.07E−08 4.66 3.70E−03
160 1.06E−10 4.99 2.72E−10 4.99 1.56E−10 4.46 9.94E−10 3.43 2.08E−03
c = 10 000
10 1.51E−04 – 3.66E−04 – 4.43E−04 – 8.25E−04 – 0
20 9.45E−06 4.00 2.42E−05 3.92 3.98E−05 3.47 9.86E−05 3.06 0
40 3.71E−07 4.67 9.79E−07 4.63 1.94E−07 4.36 5.46E−06 4.17 1.48E−02
80 1.22E−08 4.92 3.25E−08 4.91 6.85E−08 4.83 2.03E−07 4.75 3.70E−03
160 3.88E−10 4.98 1.03E−09 4.98 2.21E−10 4.96 7.23E−09 4.81 2.08E−03
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the WENO scheme coupled with the classical SSP-RK method can not capture the cor-
rect shock location and produces spurious numerical results. Based on this combina-
tion, if we replace the temporal discretization with our conservative ERK method (blue 
dashed lines with square symbols) or replace the spacial discretization with the linear 
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Fig. 1   Example 2. N = 1 070 . Comparison of different temporal and spacial discretizations



	 Communications on Applied Mathematics and Computation

1 3

FD method (green dashed lines), the correct propagation speed of the detonation wave 
can be captured. Of course if we combine the linear method in space and new ERK 
method in time (long red dashed lines), no spurious numerical results will be observed. 
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Notice that for the high order linear scheme in space, there are oscillations. We will add 
the flux limiters to eliminate the oscillations later.

Based on the above results, we know that both the new conservative ERK method in 
time and the linear scheme in space help to capture the correct solutions. From now on, 
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we fixed the temporal discretization as our new RK method and further compare differ-
ent spacial discretizations.

We first take a relatively coarser mesh N = 1 000 with CFL = 0.03 and compare our lin-
ear scheme (conservative) with the WENO scheme (not conservative). In Fig. 2, red lines 
with symbols represent the linear scheme without any limiter. We can see that the linear 
method is able to capture the correct propagation speed on this mesh. Since the scheme 
is linear, there are oscillations. Also, we can observe some negative values of pressure 
and the mass fraction z3 . After we add the flux limiter, we can obtain the green dashed 
lines. We see that all oscillations together with the non-physical negative values are elimi-
nated. As shown by the blue dash dot lines, the complex WENO scheme produces spurious 
numerical results even when we use the new RK method. The results for the component-
wise WENO-LF scheme are similar and hence we do not show the plots.

Next, we take a denser grid with N = 4 000 . In this case, CFL = 0.1 is enough for 
our method to capture the correction shock position. Figure  3a, c show the results of 
the linear scheme. We can observe a few oscillations in this case. In addition, the linear 
method is able to resolve the thin reaction zone near the shock (Fig. 3a, near x = 40 ). 
As shown by the green dashed lines, the flux limiter will eliminate non-physical values 
as well as oscillations, while maintaining the thin reaction zone. Figure 3b, d show the 
results of the WENO scheme. We can see that WENO can control oscillations. How-
ever, it is not able to resolve the thin reaction zone on this mesh. Notice that although 
we use the WENO scheme on a very dense mesh to get the reference solutions, there 
still exists unreasonable values near the contact discontinuity. We zoom in this area and 
compare both methods in Fig. 3e. We can see that the results of linear scheme are rea-
sonable, even when we do not add the limiter.

Based on the above observations, we know that the conservative property among com-
ponents is important. Now we try to modify the componentwise WENO-LF method. We 
still use nonlinear weights to control oscillations. But we use the same set of weights for 
all components and hence the scheme is still conservative. Figure  4 shows the plots of 
density by using the nonlinear weights of the mass species �1 , �2 , �3 , the momentum and 
the energy, respectively. Here we take N = 1 000 and CFL = 0.03 . No limiter is added. We 
can see that the choice of nonlinear weights does impact the numerical results. Hence, we 
will still use the simple linear method coupled with flux limiter in the remaining part of the 
paper.

Example 3  (A 1D detonation wave with 4 species and 1 reaction) In this example, we con-
sider a reacting model with four species and one reaction. A prototype reaction for this 
model is

The parameters are T1 = 2.0,B1 = 106, �1 = 0, q1 = 500, q2 = 0, q3 = 0, q4 = 0,M1 = 16,

M2 = 32,M3 = 44,M4 = 18 . The initial data are as follows:

The computational domain is [0, 50] and final time is t = 3 . The exact solution consists of 
a detonation wave, followed by a contact discontinuity and a shock, all moving to the right.

CH4 + 2O2 → CO2 + 2H2O.

(𝜌, u, p, z1, z2, z3, z4)(x, 0) =

{

(2, 10, 40, 0, 0.2, 0.475, 0.325), x ⩽ 2.5,

(1, 0, 1, 0.1, 0.6, 0.2, 0.1), x > 2.5.
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We take N = 760 and CFL = 0.1 and compare different methods in Fig. 5. We first use 
the regular WENO method in space which is not conservative, and then combine it with 
the traditional RK method (orange dash dot lines) and the new RK method (blue dash dot 
lines ) in time, respectively. We can see that the numerical results are similar and both 
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Fig. 4   Example 2. Conservative component-wise WENO-LF with different nonlinear weights. N = 1 000
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methods will lead to spurious numerical results. Next, we replace the WENO method with 
the 5th order conservative linear method and use RK in time (rose red dash dot lines). The 
numerical results are much better and we see that the conservative property is very impor-
tant. But there are still some spurious numerical results due to the RK method. Next, we 

Fig. 5   Example 3 at t = 3 . N = 760
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further replace the temporal discretization with the new RK method. We can capture the 
correct shock positions with no spurious numerical results (red solid lines with circle sym-
bols). Since this method is only linear, we observe some oscillations. After applying the 
flux limiter, all these oscillations will disappear.

Fig. 6   Example 3 at t = 3 . N = 1 500
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On the above mesh, when we fix the spacial discretization as the WENO scheme, the 
results of the RK method and the new RK method are almost the same. Now we take a 
fine mesh with N = 1 500 and CFL = 0.3 and further compare different RK methods in 
Fig. 6. We can see that the new RK method is better for this example.

Example 4  (Accuracy test for 2D system) From now on, we consider the two dimensional 
problems. In this example, we consider periodic boundary condition and take u = v = 1 
and p = 0 in the exact solution. We choose M = 2 and the source is given as s1 = −cr7

1
 . 

Hence, we need to solve the following system:

The initial conditions are given as �(x, y, 0) = 0.1(2 + sin(x + y) + cos(x + y)) and 
r1(x, y, 0) = 0.1(1 + sin(x + y)) , respectively. For this problem, the total density � should be 
non-negative and the mass fraction r1∕� should be between 0 and 1.

Numerical errors at the final time t = 0.5 are listed in Table 2. The left part of the table 
shows the results for the 5th order conservative linear scheme. We can again observe the 
expected optimal convergence rate. We further add the flux limiter to preserve the lower 
bound of � and the two bounds of r1∕� , and show the results in the right part of the error 
table. Here we take Δt = 0.01Δx2 . We can see that the flux limiter will lead to a small 
order deficiency, especially when N is large. The 5th order accuracy can be fully recovered 
if we use an even smaller time step size.

Example 5  (A 2D detonation wave with 4 species and 1 reaction) In this example, we test a 
2D reacting model with four species and one reaction. A prototype reaction for this model 
is

{

�t + �x + �y = 0,

(r1)t + (r1)x + (r1)y = −c(r1)
7,
(x, y) ∈ [0, 2�]2.

CH4 + 2O2 → CO2 + 2H2O.

Table 2   Accuracy test for the two dimensional problem

N Without limiter With limiter

L
2 norm Order L

∞ norm Order L
2 norm Order L

∞ norm Order Percent-
age/%

c = 100

10 1.89E−04 – 3.59E−04 – 1.89E−04 – 3.59E−04 – 0
20 6.50E−06 4.86 1.48E−05 4.60 6.50E−06 4.86 1.48E−05 4.60 0
40 2.14E−07 4.93 5.38E−07 4.78 2.14E−07 4.93 5.38E−07 4.78 0
80 6.78E−09 4.98 1.73E−08 4.96 6.79E−09 4.98 1.73E−08 4.96 4.54E−03
160 2.13E−10 4.99 5.44E−10 4.99 2.30E−10 4.88 1.04E−09 4.05 1.83E−03
c = 10 000
10 8.22E−04 – 1.81E−03 – 8.22E−04 – 1.81E−03 – 0
20 7.40E−05 3.47 1.78E−04 3.35 7.40E−05 3.47 1.78E−04 3.35 0
40 3.84E−06 4.27 1.06E−05 4.07 3.84E−06 4.27 1.06E−05 4.07 0
80 1.37E−07 4.81 3.95E−07 4.74 1.37E−07 4.81 3.95E−07 4.74 4.54E−03
160 4.41E−09 4.96 1.31E−08 4.91 4.41E−09 4.96 1.36E−08 4.86 1.83E−03
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The parameters are T1 = 2 , B1 = 106 , �1 = 0 , q1 = 200 , q2 = 0 , q3 = 0 , q4 = 0 , M1 = 16 , 
M2 = 32 , M3 = 44 , M4 = 18 . The initial values consist of totally burnt gas inside of a cir-
cle with radius 10 and totally unburnt gas everywhere outside this circle. The setup is as 
follows:

where r =
√

x2 + y2 . The computational domain is [0, 50] × [0, 50] . This is a radially sym-
metric problem and the detonation front is circular. The boundary conditions are solid-wall 
boundary conditions on the left and lower boundaries, and outflow boundary conditions on 
the right and upper boundaries.

We take Nx = Ny = 600 and CFL = 0.1 . Figure 7 shows the one dimensional cuts of 
pressure, density and mass fractions along the line x = y at t = 2 . We can see that our 
scheme preserves the positivity of the density and pressure, and the two bounds 0 and 
1 of each mass fraction. In addition, our linear scheme with flux limiter can capture the 
detonations well.

7 � Conclusion

In this paper, we constructed high-order BP FD methods for MMD. The key point is 
to construct consistent numerical fluxes and apply conservative time integrations. We 
compared the proposed work with the well-developed WENO algorithm, where the 

(𝜌, u, v, p, z1, z2, z3, z4)(x, y, 0) =

{

(2, 10x∕r, 10y∕r, 40, 0, 0.2, 0.475, 0.325), r ⩽ 10,

(1, 0, 0, 1, 0.1, 0.6, 0.2, 0.1), r > 10,

Fig. 7   Numerical solutions of Example 5 along the line x = y at t = 2
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numerical fluxes are not consistent. We find that without special numerical techniques 
such as subcell resolutions, our methods yield better numerical approximations than the 
WENO algorithm.
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