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#### Abstract

The aim of this work is to construct examples of pairs whose logarithmic cotangent bundles have strong positivity properties. These examples are constructed from any smooth $n$-dimensional complex projective varieties by considering the sum of at least $n$ general sufficiently ample hypersurfaces.

Résumé. - L'objectif de ce travail est de construire des exemples de paires dont le fibré cotangent logarithmique possède de fortes propriétés de positivité. Ces exemples sont construit à partir de n'importe quelle variété lisse de dimension $n$ en considérant la somme d'au moins $n$ diviseurs généraux suffisamment amples.


## 1. Introduction

To every smooth pair $(X, D)$ (a smooth projective variety $X$ with a simple normal crossing divisor $D$ ), one can associate a logarithmic cotangent bundle $\Omega_{X}(\log D)$. The properties of this bundle have important consequences concerning the geometry of the pair $(X, D)$. In the present paper, we focus on the positivity properties of the logarithmic cotangent bundle and in particular on the study in $X_{1}(D):=\mathbb{P}\left(\Omega_{X}(\log D)\right)$ of the augmented base locus $\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}(D)}(1)\right)$ of the tautological line bundle $\mathscr{O}_{X_{1}(D)}(1)$. There are now several examples of pairs $(X, D)$ for which this base locus is not the entire space $X_{1}(D)[2,9,10,11,29,34,39]$, but we lack examples of pairs for which one has a stronger control of $\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}(D)}(1)\right)$ when $\Omega_{X}$ itself does not have a strong positivity property.

It should be noted that if $D \neq \varnothing$ and $\operatorname{dim} X \geqslant 2$, this augmented base locus is never empty. In particular, the logarithmic cotangent bundle is

[^0]not ample. This follows from the existence of residue maps which induce a trivial quotient of the logarithmic cotangent bundle when restricted to the different components of $D$. Each such quotient produces a positive dimensional subvariety of $\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}(D)}(1)\right)$.

It is therefore natural to wonder if these are the only general obstructions to the ampleness of the logarithmic cotangent bundle. In the present paper we show that this is the case by producing examples for which the augmented base locus of the tautological line bundle on $X_{1}(D)$ is equal to the reunion of all obstructions induced by the residue maps, in which case we say that the logarithmic cotangent bundle is almost ample.

Theorem A. - Let $Y$ be a smooth projective variety of dimension $n$ and let $c \geqslant n$. Let $L$ be a very ample line bundle on $Y$. For any $m \geqslant(4 n)^{n+2}$ and for general hypersurfaces $H_{1}, \ldots, H_{c} \in\left|L^{m}\right|$, writing $D=\sum_{i=1}^{c} H_{i}$, the logarithmic cotangent bundle $\Omega_{Y}(\log D)$ is almost ample.

In this statement, the case $c=n$ is the critical case. In Section 4 we shall see that for $Y=\mathbb{P}^{n}$, and for $c<n$, the logarithmic cotangent bundle can not be almost ample as it is not even big. Therefore, in this generality, our result is optimal on $c$. Our main result is a special case of Corollary 3.2 (see Section 3), in which we also consider cases where the degrees of the different hypersurfaces are different.

The only result of this type we are aware of is due to Noguchi [29], who proved that for pair $\left(\mathbb{P}^{2}, D\right)$, where $D$ is the sum of 6 lines in general position, the logarithmic cotangent bundle satisfies a similar positivity property.

Let us mention that Theorem A has a straightforward implication regarding the hyperbolicity of $Y \backslash D$. In fact it implies that $Y \backslash D$ does not contain any entire curve, where we recall that an entire curve in $Y \backslash D$ is a non constant holomorphic map $f: \mathbb{C} \rightarrow Y \backslash D$. Moreover, one can actually prove that $Y \backslash D$ is hyperbolically embedded in $Y$ (see [23] for the definition). These results are not new and follow from the work [12] or [38], but while these works rely on higher order jet space technics, here we just rely on jets of order one. Let us put this in perspective with previously known results and conjectures.

A conjecture of Kobayashi states that the complement of a general hypersurface of high degree in $\mathbb{P}^{n}$ is Kobayashi hyperbolic. In view of a result of Green [22] and the compact counterpart of the Kobayashi conjecture, this would imply that the complement of a general hypersurface is in fact hyperbolically embedded in $\mathbb{P}^{n}$. This conjecture was only proved recently by Siu [38]. Before that, the effective algebraic degeneracy of entire curve
in these complements was proved by Darondeau [12] building on ideas of Voisin [40, 41], Siu [37], Diverio, Merker and Rousseau [20].

On the other hand, the logarithmic Green-Griffiths conjecture stipulates that if $(X, D)$ is a pair of $\log$ general type (i.e. $K_{X}(D)$ is big), then every entire curve in $X \backslash D$ is algebraically degenerate (one even expects there to be an algebraic subset $Z \subsetneq X$ containing the image of all entire curves). One of the main general results towards this conjecture was obtained by the work of Noguchi, Winkelmann and Yamanoi [31, 32, 33] and Lu and Winkelmann [25] who proved that if $(X, D)$ is a pair of log general type with logarithmic irregularity $h^{0}\left(X, \Omega_{X}(\log D)\right) \geqslant \operatorname{dim} X$, then every entire curve in $X \backslash D$ is algebraically degenerate. This improves and generalizes a classical result of Bloch and Ochiai. When $X=\mathbb{P}^{n}$ and if $D$ has $n$ components, then, as we recall in Section 4, the logarithmic irregularity of the pair $\left(\mathbb{P}^{n}, D\right)$ is $n-1$, and therefore the situation of Theorem A lies just outside the cases covered by the work of these authors.

The first step when one tries to control the augmented base locus of the tautological line bundle $\mathscr{O}_{X_{1}(D)}(1)$ is to prove that this line bundle is big and therefore to construct some logarithmic symmetric differential forms on the pair $(X, D)$. Under some circumstances, as in [34] one can use a Riemann-Roch argument. A more differential geometric approach, motivated by the study of hyperbolicity properties of moduli spaces, is sometimes possible. It relies on the curvature properties of some metric on $X \backslash D$. This approach has proved very fruitful when for instance $X \backslash D$ carries a variation of Hodge structure or is the base of a suitable family of smooth varieties $[2,9,10,11,17,18,39,43]$, but we don't know if the pairs considered in Theorem A have such a property.

In the present article, in order to construct logarithmic symmetric differential forms on the pairs under consideration, we follow the general strategy of $[5,6]$. In fact, our main result can be seen as a logarithmic analogue of a result of Darondeau and the first named author [6] on a conjecture of Debarre, taking into account the effective results of the second named author [15, 16]. In [13], Debarre conjectured that if $X \subset \mathbb{P}^{n}$ is a general complete intersection of sufficiently high multidegree and such that $\operatorname{codim}_{\mathbb{P}^{n}}(X) \geqslant \operatorname{dim} X$, then the cotangent bundle $\Omega_{X}$ is ample. This conjecture was established by Xie [42] with an effective uniform lower bound on the degree and independently, in the work [6] with no effective bound and moreover an arithmetic condition on the multidegree, similar to the one appearing in Corollary 3.2. In [16], among other results, the second
named was able to make the argument of [6] effective, and improved the bounds obtained in [42].

Let us now outline the proof of Theorem A. First we reduce ourselves to the case $c=n$, then, the main idea of the proof is to deduce the result for general pairs from the construction of a particular example $(Y, D)$ satisfying a stronger Zariski open property. Because the logarithmic cotangent bundle can not be ample, we can not use the Zariski openness of ampleness in such a direct way. Instead, one has to take into account the obstructions from the residues by considering a "universal" modification $\widehat{\mathbb{P}}\left(\Omega_{Y}(\log D)\right)$ of $\mathbb{P}\left(\Omega_{Y}(\log D)\right)$ and prove a suitable ampleness statement on this modification.

Such examples are constructed by considering hypersurfaces $H_{1}, \ldots, H_{n}$ being defined as suitable deformations of Fermat type hypersurfaces. For simplicity, until the end of this introduction, let us restrict ourselves to the case $Y=\mathbb{P}^{n}$ and $L=\mathscr{O}_{\mathbb{P}^{n}}(1)$. For $i \in\{1, \ldots, n\}$, we consider the hypersurface $H_{i} \subset \mathbb{P}^{n}$ defined by a polynomial of the form

$$
F_{i}=\sum_{|I|=\delta} a_{i, I} y^{(r+1) I}
$$

where $\delta \in \mathbb{N}^{*}, r \in \mathbb{N}$ is large enough, the $a_{i, I}$ 's are polynomials of degree $\varepsilon \geqslant 1$ in $\mathbb{C}\left[y_{0}, \ldots, y_{n}\right]$, and where we used the multi-index notation $y^{(r+1) I}=\left(y_{0}^{i_{0}} \ldots y_{n}^{i_{n}}\right)^{r+1}$ for $I=\left(i_{0}, \ldots, i_{n}\right)$ and homogeneous coordinates $\left[y_{0}, \ldots, y_{n}\right]$ on $\mathbb{P}^{n}$. Set $m:=\varepsilon+(r+1) \delta$. For any $i \in\{1, \ldots, n\}$ we obtain, as explained in Section 2.6, a logarithmic connection $\nabla_{F_{i}}: \mathscr{O}_{\mathbb{P}^{n}}(m) \rightarrow$ $\mathscr{O}_{\mathbb{P}^{n}}(m) \otimes \Omega_{\mathbb{P}^{n}}\left(\log H_{i}\right)$ defined by

$$
\nabla_{F_{i}}(s): \stackrel{\text { loc }}{=} \mathrm{d} s-s \frac{\mathrm{~d} F_{i}}{F_{i}}
$$

This connection satisfies moreover trivially the relation $\nabla_{F_{i}}\left(F_{i}\right) \equiv 0$. A straightforward computation therefore implies that

$$
0=\nabla_{F_{i}}\left(F_{i}\right)=\sum_{|I|=\delta_{i}} \alpha_{i, I} y^{r I}=\sum_{|I|=\delta_{i}} \alpha_{i, I} x^{I}
$$

where for each $I, \alpha_{i, I} \in H^{0}\left(\mathbb{P}^{n}, \Omega_{\mathbb{P}^{n}}\left(\log H_{i}\right) \otimes \mathscr{O}_{\mathbb{P}^{n}}(\varepsilon+\delta)\right)$ and where $\left(x_{0}, \ldots, x_{n}\right)=\left(y_{0}^{r}, \ldots, y_{n}^{r}\right)$. From this observation, one can see that this collection of connexions induces a rational map

$$
\mathbb{P}\left(\Omega_{\mathbb{P}^{n}}(\log D)\right) \xrightarrow{ }
$$

where $\mathscr{Y}$ is the universal family of complete intersections of codimension $n$ and multidegree $(\delta, \ldots, \delta)$ :

$$
\mathscr{Y}:=\left\{\left(P_{1}, \ldots, P_{n},[x]\right) \in\left|\mathscr{O}_{\mathbb{P}^{n}}(\delta)\right|^{\times n} \times \mathbb{P}^{n} \mid P_{1}(x)=\cdots=P_{n}(x)=0\right\} .
$$

If one denotes $\mathscr{O}\left(b_{1}, \ldots, b_{n}\right):=\mathscr{O}_{\left|\mathscr{O}^{n}(\delta)\right|}\left(b_{1}\right) \times \cdots \times \mathscr{O}_{\left|\mathscr{O}^{n}(\delta)\right|}\left(b_{n}\right)$ for any integers $b_{1}, \ldots, b_{n}$, then, as we shall see, at least for $r$ large enough, every element in

$$
H^{0}\left(\mathscr{Y}, \mathscr{O}\left(b_{1}, \ldots, b_{n}\right) \boxtimes \mathscr{O}_{\mathbb{P}^{n}}(-1) \mid \mathscr{Y}\right)
$$

induces a symmetric logarithmic differential form of $\left(\mathbb{P}^{n}, D\right)$ vanishing along some ample divisor. The map $\mathscr{Y} \rightarrow\left|\mathscr{O}_{\mathbb{P}^{n}}(\delta)\right|^{\times n}$ being generically finite, if the $b_{i}$ 's are positive, the pull back of $\mathscr{O}\left(b_{1}, \ldots, b_{n}\right)$ to $\mathscr{Y}$ is big and nef. Therefore, at least when the $b_{i}$ 's are large enough, there are many global sections of $\mathscr{O}\left(b_{1}, \ldots, b_{n}\right) \boxtimes \mathscr{O}_{\mathbb{P}^{n}}(-1) \mid \mathscr{Y}$. Moreover, the base locus in $\mathscr{Y}$ of these global section can be understood geometrical from a result of Nakamaye [27] and one can control the dimension of this base locus in view of a work of Benoist [1]. One can thus hope to use this information to understand the augmented base locus of the tautological line bundle on $\mathbb{P}\left(\Omega_{\mathbb{P}^{n}}(\log D)\right)$.

Unfortunately, there are several technical difficulties which make the proof rather involved. First of all, as mentioned above, we first have to take a suitable modification of $\mathbb{P}\left(\Omega_{\mathbb{P}^{n}}(\log D)\right)$, this relies on the most technical part of our argument, namely an explicit resolution of the obstructions induced by the residues. Even so, it is rather delicate to understand the map from $\mathbb{P}\left(\Omega_{\mathbb{P}^{n}}(\log D)\right)$ to $\mathscr{Y}$, mainly because the dependence of the $\alpha_{i, I}$ 's on the $a_{i, I}$ 's is non-linear. Therefore we had to modify the above argument by constructing an embedding of the pair $\left(\mathbb{P}^{n}, D\right) \xrightarrow{\sim}\left(Z,\left.D^{\prime}\right|_{Z}\right) \subset\left(X, D^{\prime}\right)$ where now $Z$ depends on the $a_{i, I}$ 's, but the pair $\left(X, D^{\prime}\right)$ does not. Moreover, because of our particular shape of equation, there are also complications occurring along the coordinate hyperplanes. These seem to be unavoidable with this approach, as in $[4,5,6,16,42]$.

Lastly, let us mention that, although in the case $\left(\mathbb{P}^{n}, \sum_{i=1}^{c} H_{i}\right)$, the condition $c \geqslant n$ in Theorem A is optimal, there exists many examples with fewer components having almost ample logarithmic cotangent bundles. Such examples as well as generalizations of positivity to higher order jet spaces will be studied in a forthcoming work.

The organization of the paper is as follows. In Section 2, we make some preliminary observations on the geometry of the projectivization of the logarithmic cotangent bundle and study the ampleness obstructions induced by the residue maps. We moreover explain how these obstructions are also indeterminacy loci of natural rational maps between the projectivizations of the logarithmic cotangent bundles of $(X, D)$ and $\left(X, D^{\prime}\right)$ where $D^{\prime}$ is the sum of only some of the components of $D$. In Section 3 we prove our main result by implementing the strategy explained above. In Section 4 we prove
that our result is optimal on the number of components by establishing a vanishing theorem for logarithmic symmetric differential form on $\left(\mathbb{P}^{n}, D\right)$ where $D$ is a divisor with less than $n$ components. Lastely, in section Section 5 , we describe an explicit resolution algorithm for the indeterminacies between the different rational maps studied in Section 2.

Acknowledgments. It is a great honor for us to dedicate this article to Professor Jean-Pierre Demailly. Much of our knowledge on complex geometry comes from his lectures, surveys and articles, and our research was strongly motivated by him. It is hard to overestimate the influence of his ideas on both of us, especially on the second named author, who used to be his student. We take this opportunity to express our gratitude and admiration to him.

## 2. The geometry of the projectivized logarithmic cotangent bundle

### 2.1. Conventions

We summarize here the main conventions we use throughout this text. We work over the field of complex numbers $\mathbb{C}$. Given a complex manifold $X$ and a line bundle $L$ on $X$, for any global section $\sigma$ of $L$, we denote by $(\sigma=0) \subset X$ the zero locus of $\sigma$. The base locus $\operatorname{Bs}(L)$ is the intersection of the zero loci of all global sections of $L$ and $\mathbf{B}(L):=\bigcap_{m \in \mathbb{N}} \operatorname{Bs}\left(L^{m}\right)$. If $X$ if projective, then the augmented base locus of $L$ is

$$
\mathbf{B}_{+}(L):=\bigcap_{m \in \mathbb{N}} \mathbf{B}\left(L^{m} \otimes A^{-1}\right)
$$

for any ample line bundle $A$ on $X$ (see [24]). Given a vector bundle $E$ on $X$ we will denote by $\mathbb{P}(E)$ the projectivization of rank one quotients of $E$ and by $\mathscr{O}_{\mathbb{P}(E)}(1)$ the tautological line bundle on $\mathbb{P}(E)$. We will often identify $\mathbb{P}(E)$ with $P\left(E^{\vee}\right)$ the projectivisation of lines in $E^{\vee}$ and thus denote the elements in $\mathbb{P}(E)$ in the form $[\xi]$ with $\xi \in E_{x}^{\vee}$ for some $x \in X$. Given a divisor $D$ on $X$ and a subvariety $Z \subset X$, we denote by $\left.D\right|_{Z}$ the divisor $\iota^{*} D$ where $\iota: Z \rightarrow X$ is the inclusion morphism. Given a morphism $\rho: \mathscr{X} \rightarrow S$ we will denote by $X_{s}=\rho^{-1}(\{s\})$ the fiber above $s \in S$.

### 2.2. Log pairs and logarithmic cotangent bundles

Let $X$ be a (not necessarily compact) complex manifold of dimension $n \geqslant 1$. Let $D=\sum_{i=1}^{c} D_{i}$ be a simple normal crossing divisor on $X$, that is,
for any $x \in X$, there exists an open neighborhood $U$ of $x$ with coordinates $\left(z_{1}, \ldots, z_{n}\right)$ centered at $x$ and an integer $k \leqslant c$ such that

$$
D \cap U=\left(z_{1} \cdots z_{k}=0\right)
$$

Such a pair $(X, D)$ will be called a smooth pair or a log pair. One denotes by $T_{X}(-\log D)$ the logarithmic tangent bundle of $(X, D)$. Recall that this is the locally free subsheaf of the holomorphic tangent bundle $T_{X}$ of vector fields tangent to $D$. Locally on an open subset of $U \subset X$ with local coordinates $\left(z_{1}, \ldots, z_{n}\right)$ as above, $T_{X}(-\log D)$ is generated by

$$
\left(z_{1} \frac{\partial}{\partial z_{1}}, \ldots, z_{k} \frac{\partial}{\partial z_{k}}, \frac{\partial}{\partial z_{k+1}}, \ldots, \frac{\partial}{\partial z_{n}}\right) .
$$

Consider the dual of $T_{X}(-\log D)$, which is the locally free sheaf generated by

$$
\left(\frac{\mathrm{d} z_{1}}{z_{1}}, \ldots, \frac{\mathrm{~d} z_{k}}{z_{k}}, \mathrm{~d} z_{k+1}, \ldots, \mathrm{~d} z_{n}\right)
$$

It is denoted by $\Omega_{X}(\log D)$ and is called the logarithmic cotangent bundle of $(X, D)$. Note that $\Omega_{X}$ is a subsheaf of $\Omega_{X}(\log D)$.

The projectivization $\mathbb{P}\left(\Omega_{X}(\log D)\right)$ of $\Omega_{X}(\log D)$ will be critical in this paper, therefore we introduce the following notation

$$
X_{1}(D):=\mathbb{P}\left(\Omega_{X}(\log D)\right)
$$

We will also denote by $\pi_{X, D}: X_{1}(D) \rightarrow X$ the canonical projection, but we will mostly write $\pi_{X}$ instead of $\pi_{X, D}$ for readability. This slight abuse of notation should not lead to any confusion.

Given another $\log$ pair $(Y, E)$, and a morphism $f: X \rightarrow Y$, we say that $f$ is a morphism of $\log$ pairs if $f^{-1}(E) \subset D$, and in this case, we write $f:(X, D) \rightarrow(Y, E)$. The differential of such a morphism induces a morphism

$$
\mathrm{d} f: T X(-\log D) \longrightarrow f^{*} T_{Y}(-\log E)
$$

or dually, a morphism

$$
{ }^{t} \mathrm{~d} f: f^{*} \Omega_{Y}(\log E) \longrightarrow \Omega_{X}(\log D)
$$

Therefore, one obtains a rational map

$$
[\mathrm{d} f]: X_{1}(D) \longrightarrow Y_{1}(E)
$$

A particular instance of a morphism of $\log$ pairs is given when one considers a smooth submanifold $Z$ of $X$. If $Z$ intersects $D$ transversely (i.e. $\left.D\right|_{Z}$ is simple normal crossing), then $\left(Z,\left.D\right|_{Z}\right)$ is also a log manifold and the inclusion morphism $i_{Z}:\left(Z,\left.D\right|_{Z}\right) \rightarrow(X, D)$ is a morphism of $\log$ pairs.

Moreover, the induced meromorphic map $\left[d i_{Z}\right]: Z_{1}\left(\left.D\right|_{Z}\right) \rightarrow X_{1}(D)$ is holomorphic.

### 2.3. Obstruction to ampleness

Take $(X, D)$ as above. For any $i \in\{1, \ldots, c\}$, there exists a residue map

$$
\operatorname{Res}_{D_{i}}: \Omega_{X}(\log D) \longrightarrow \mathscr{O}_{D_{i}}
$$

defined, over any open subset $U \subset X$, by

$$
\operatorname{Res}_{D_{i}}\left(\alpha+\sum_{k=1}^{c} \beta_{k} \frac{\mathrm{~d} \sigma_{k}}{\sigma_{k}}\right)=\left.\beta_{i}\right|_{D_{i}},
$$

for any $\alpha \in \Gamma\left(U, \Omega_{X}\right)$ any $\beta_{1}, \ldots, \beta_{c} \in \mathscr{O}_{X}(U)$ and where $D_{k}=\left(\sigma_{k}=0\right)$ for any $k \in\{1, \ldots, c\}$. This map is easily seen to be a well defined morphism of $\mathscr{O}_{X}$-modules.

For any non-empty $I=\left\{i_{1}, \ldots, i_{r}\right\} \subset\{1, \ldots, c\}$, set $I^{\complement}:=\{1, \ldots, c\} \backslash I$, define $D_{I}:=D_{i_{1}} \cap \cdots \cap D_{i_{r}}$ which is a smooth complete intersection of dimension $n-r$ since the divisor $D$ is simple normal crossing, and $D\left(I^{\complement}\right)=\sum_{i \in I^{\mathrm{C}}} D_{i}$ which is a simple normal crossing divisor. We obtain the following short exact sequence of sheaves

$$
\begin{equation*}
0 \longrightarrow \Omega_{X}\left(\log D\left(I^{\complement}\right)\right) \longrightarrow \Omega_{X}(\log D) \xrightarrow{\text { Res }} \oplus_{i \in I} \mathscr{O}_{D_{i}} \longrightarrow 0 \tag{2.1}
\end{equation*}
$$

which induces a quotient of vector bundles over the (not necessarily connected) smooth submanifold $D_{I} \subset X$ of codimension $r$ in $X$ :

$$
\begin{equation*}
\left.\Omega_{X}(\log D)\right|_{D_{I}} \longrightarrow \mathscr{O}_{D_{I}}^{\oplus r} \longrightarrow 0 \tag{2.2}
\end{equation*}
$$

Since this is a morphism of $\mathscr{O}_{D_{I}}$-modules, it induces an inclusion

$$
\tilde{D}_{I}:=\mathbb{P}\left(\mathscr{O}_{D_{I}}^{\oplus r}\right) \cong D_{I} \times \mathbb{P}^{r-1} \subset \mathbb{P}\left(\Omega_{X}(\log D)\right)
$$

Observe that $\operatorname{dim} \tilde{D}_{I}=\operatorname{dim} D_{I}+\# I-1=n-1$ for any $I \subset\{1, \ldots, c\}$. From (2.2), we see that when $X$ is projective of dimension $n \geqslant 2$ and the number of components of $D$ is positive (i.e. $D \neq \varnothing$ ), the logarithmic cotangent bundle $\Omega_{X}(\log D)$ cannot be ample. Indeed, for any non-empty $I \subset\{1, \ldots, c\}$ with $\# I<n$, the restriction of $\Omega_{X}(\log D)$ to $D_{I}$ has a trivial quotient, which, since $\operatorname{dim} D_{I}=n-\# I>0$ prevents the logarithmic cotangent bundle from being ample. Said differently, it implies that $\tilde{D}_{I} \subset \mathbf{B}_{+}\left(\mathscr{O}_{X_{1}(D)}(1)\right)$ for any such $I$. Observe that when $\# I>n$ then $D_{I}$ is empty, and that when $\# I=n$ then $D_{I}$ is a finite set of point, therefore, in this last case it does not directly follow that $\tilde{D}_{I} \subset \mathbf{B}_{+}\left(\mathscr{O}_{X_{1}(D)}(1)\right)$. This leads us to introduce the following definition.

Definition 2.1. - Let $D=\sum_{i=1}^{c} D_{i}$ be a simple normal crossing divisor on a projective manifold $X$ of dimension $n$. We say that the log pair $(X, D)$ has almost ample logarithmic cotangent bundle if the tautological line bundle $\mathscr{O}_{X_{1}(D)}(1)$ is big and its augmented base locus satisfies

$$
\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}(D)}(1)\right)=\bigcup_{\substack{\emptyset \subseteq \subseteq I \subset\{1, \ldots, c\} \\ \# I<n}} \tilde{D}_{I}
$$

The situation can be understood in local coordinates as follows. Fix a point $x \in X$. Without loss of generality, we can suppose that there exists $k \leqslant c$ such that $\left\{i \in\{1, \ldots, c\} \mid x \in D_{i}\right\}=\{1, \ldots, k\}$. One can therefore take an open neighborhood $U$ of $x$ with local coordinates $\left(z_{1}, \ldots, z_{n}\right)$ such that $D_{i} \cap U=\left(z_{i}=0\right)$ for any $i \in\{1, \ldots, k\}$. In this setting, one has a local trivialization

$$
\begin{aligned}
U \times \mathbb{P}^{n-1} & \stackrel{\sim}{\longrightarrow} \pi_{X}^{-1}(U) \\
\left(z,\left[\xi_{1}, \ldots, \xi_{n}\right]\right) & \longmapsto\left(z,\left[\sum_{i=1}^{k} \xi_{i} z_{i} \frac{\partial}{\partial z_{i}}+\sum_{i=k+1}^{n} \xi_{i} \frac{\partial}{\partial z_{i}}\right]\right) .
\end{aligned}
$$

Take $I \subset\{1, \ldots, c\}$. Observe that $D_{I} \cap U=\varnothing$ if $I \not \subset\{1, \ldots, k\}$. If on the other hand $I=\left\{i_{1}, \ldots, i_{r}\right\} \subset\{1, \ldots, k\}$, then from the definition of the residue map, we see that in these local coordinates, the restricted residue map Res : $\left.\Omega_{X}(\log D)\right|_{D_{I} \cap U} \rightarrow \mathscr{O}_{D_{I} \cap U}^{\oplus r}$ is given by

$$
\operatorname{Res}\left(\sum_{i=1}^{k} \eta_{i} \frac{\mathrm{~d} z_{i}}{z_{i}}+\sum_{i=k+1}^{n} \eta_{i} \mathrm{~d} z_{i}\right)=\left(\eta_{i_{1}}, \ldots, \eta_{i_{r}}\right) .
$$

Therefore, it follows that under the above trivialization, $\tilde{D}_{I}$ is given by

$$
\tilde{D}_{I} \cap \pi_{X}^{-1}(U)=\left\{\begin{array}{l|l}
\left(z,\left[\xi_{1}, \ldots, \xi_{n}\right]\right) \in U \times \mathbb{P}^{n-1} & \begin{array}{l}
z_{i}=0 \forall i \in I \\
\text { and } \xi_{j}=0 \\
\forall j \in\{1, \ldots, n\} \backslash I
\end{array} \tag{2.3}
\end{array}\right\}
$$

For later use, let us observe that this implies that for any $\varnothing \neq I, J \subset$ $\{1, \ldots, c\}$, since $(I \cap J)^{\complement}=I^{\complement} \cup J^{\complement}$,

$$
\begin{cases}\tilde{D}_{I} \cap \tilde{D}_{J} \subset \tilde{D}_{I \cap J} & \text { if } I \cap J \neq \varnothing  \tag{2.4}\\ \tilde{D}_{I} \cap \tilde{D}_{J}=\varnothing & \text { if } I \cap J=\varnothing\end{cases}
$$

Definition 2.2. - For a non-empty subset $I \subset\{1, \ldots, c\}$, we define $\mathcal{J}_{I}$ to be the ideal sheaf of $\tilde{D}_{I}$ in $X_{1}(D)$ and $\mathscr{J}_{I}:=\bigcap_{J \subset I} \mathcal{J}_{J}$. We also write $\mathscr{J}_{D}:=\bigcap_{\varnothing \neq J} \mathcal{J}_{J}$ and $\mathscr{J}_{i}:=\mathscr{J}_{\{i\}^{\mathrm{c}}}$ for brevity.

For any $I \subset\{1, \ldots, c\}$, the map

$$
g_{I}: \Omega_{X}\left(\log D\left(I^{\complement}\right)\right) \longrightarrow \Omega_{X}(\log D)
$$

induces a rational map

$$
\begin{equation*}
\gamma_{I}: X_{1}(D) \longrightarrow X_{1}\left(D\left(I^{\complement}\right)\right) . \tag{2.5}
\end{equation*}
$$

If one denotes by $U\left(\gamma_{I}\right) \subset X_{1}(D)$ the complement of the indeterminacy locus of $\gamma_{I}$, then one has an isomorphism

$$
\begin{equation*}
\left.\mathscr{O}_{X_{1}(D)}(1)\right|_{U\left(\gamma_{I}\right)} \xrightarrow{\sim} \gamma_{I}^{*}\left(\mathscr{O}_{X_{1}\left(D\left(I^{\mathrm{C}}\right)\right)}(1)\right) . \tag{2.6}
\end{equation*}
$$

On the other hand, for any line bundle $L$ on $X$, one has isomorphisms

$$
\begin{aligned}
H^{0}\left(X, \Omega_{X}(\log D) \otimes L\right) & \cong H^{0}\left(X_{1}(D), \mathscr{O}_{X_{1}(D)}(1) \otimes \pi_{X}^{*} L\right) \\
H^{0}\left(X, \Omega_{X}\left(\log D\left(I^{\complement}\right)\right) \otimes L\right) & \cong H^{0}\left(X_{1}\left(D\left(I^{\complement}\right)\right), \mathscr{O}_{X_{1}\left(D\left(I^{\mathrm{®}}\right)\right)}(1) \otimes \pi_{X}^{*} L\right) .
\end{aligned}
$$

As we also have a map $H^{0}\left(X, \Omega_{X}\left(\log D\left(I^{\complement}\right)\right) \otimes L\right) \rightarrow H^{0}\left(X, \Omega_{X}(\log D) \otimes L\right)$ induced by $g_{I}$, we obtain a map

$$
\gamma_{I}^{*}: H^{0}\left(X_{1}\left(D\left(I^{\complement}\right)\right), \mathscr{O}_{X_{1}\left(D\left(I^{\complement}\right)\right)}(1) \otimes \pi_{X}^{*} L\right) \rightarrow H^{0}\left(X_{1}(D), \mathscr{O}_{X_{1}(D)}(1) \otimes \pi_{X}^{*} L\right)
$$

The choice of notation is legitimate because on $U\left(\gamma_{I}\right)$ it coincides with the map induced by (2.6).

Proposition 2.3. - With the same notation as above, take $I \subset$ $\{1, \ldots, c\}$.
(1) Let $\tilde{\mu}: \widetilde{X}_{1} \rightarrow X_{1}(D)$ be a log resolution of the ideal sheaves $\mathscr{J}_{I}$. Then $\tilde{\mu}$ resolves the indeterminacy of the meromorphic map $\gamma_{I}$.
(2) Given any line bundle $L$ on $X$, and any element $\sigma \in H^{0}\left(X_{1}\left(D\left(I^{\complement}\right)\right)\right.$, $\left.\mathscr{O}_{X_{1}\left(D\left(I^{\mathrm{Q}}\right)\right)}(1) \otimes \pi_{X}^{*} L\right)$, the section $\gamma_{I}^{*} \sigma$ vanishes along $\mathscr{J}_{I}$. Equivalently, $\gamma_{I}^{*}$ factors through

$$
\begin{aligned}
H^{0}\left(X_{1}\left(D\left(I^{\mathrm{C}}\right)\right), \mathscr{O}_{X_{1}\left(D\left(I^{\mathrm{C}}\right)\right)}(1)\right. & \left.\otimes \pi_{X}^{*} L\right) \\
& \longrightarrow H^{0}\left(X_{1}(D), \mathscr{O}_{X_{1}(D)}(1) \otimes \pi_{X}^{*} L \otimes \mathscr{J}_{I}\right)
\end{aligned}
$$

(3) If $W \subset H^{0}\left(X_{1}\left(D\left(I^{\complement}\right)\right), \mathscr{O}_{X_{1}\left(D\left(I^{\mathrm{C}}\right)\right)}(1) \otimes \pi_{X}^{*} L\right)$ is a base point free linear system, then the ideal sheaf defined by $\gamma_{I}^{*} W$ is precisely $\mathscr{J}_{I}$.

Proof. - Without loss of generality, one can assume that $I=\{1, \ldots, r\}$. Take $x \in X$. One can assume that there exists an open neighborhood $U$ of $x$ with local coordinates $\left(z_{1}, \ldots, z_{n}\right)$, and integers $m \in\{0, \ldots, r\}$, $q \in\{r, \ldots, c\}$, such that

$$
U \cap D=U \cap\left(D_{1} \cup \cdots \cup D_{m} \cup D_{q+1} \cup \cdots \cup D_{c}\right)
$$

and such that $D_{i} \cap U=\left(z_{i}=0\right)$ for any $i \in\{1, \ldots, m, q+1, \ldots, c\}$, here we use the convention $D_{1} \cup \cdots \cup D_{m}=\varnothing$ if $m=0$. In this setting, both $\mathbb{P}\left(\left.\Omega_{X}(\log D)\right|_{U}\right)$ and $\mathbb{P}\left(\left.\Omega_{X}\left(\log D\left(I^{\complement}\right)\right)\right|_{U}\right)$ are isomorphic to the trivial product $U \times \mathbb{P}^{n-1}$ in such a way that one has the following commutative diagram

$$
\begin{gathered}
\mathbb{P}\left(\left.\Omega_{X}(\log D)\right|_{U}\right)-\stackrel{\gamma_{I}}{-}>\mathbb{P}\left(\left.\Omega_{X}\left(\log D\left(I^{\complement}\right)\right)\right|_{U}\right) \\
\cong \\
\cong \\
\downarrow \\
U
\end{gathered}
$$

where

$$
f_{U}\left(z,\left[\xi_{1}, \ldots, \xi_{n}\right]\right)=\left(z,\left[z_{1} \xi_{1}, \ldots, z_{m} \xi_{m}, \xi_{m+1}, \ldots, \xi_{n}\right]\right)
$$

On the other hand, for any $J=\left\{j_{1}, \ldots, j_{s}\right\} \subset\{1, \ldots, r\}=I$, writing $\left\{k_{s+1}, \ldots, k_{n}\right\}=\{1, \ldots, n\} \backslash J$ one has

$$
\mathcal{J}_{J}\left(\pi_{X}^{-1}(U)\right)=\left(z_{j_{1}}, \ldots, z_{j_{s}}, \xi_{k_{s+1}}, \ldots, \xi_{k_{n}}\right)
$$

But then, as we shall see in Section 5.1, it follows that

$$
\begin{equation*}
\mathscr{J}_{I}\left(\pi_{X}^{-1}(U)\right)=\left(z_{1} \xi_{1}, \ldots, z_{m} \xi_{m}, \xi_{m+1}, \ldots, \xi_{n}\right) \tag{2.7}
\end{equation*}
$$

From the expression of $f_{U}$ it is clear that any resolution of $\mathscr{J}_{I}$ resolves the indeterminacies of $f_{U}$, and therefore also of $\gamma_{I}$. This proves the first point. The verification of the second point can be done locally. Take a line bundle $L$ and a global section $\sigma \in H^{0}\left(X_{1}\left(D\left(I^{\mathrm{C}}\right)\right), \mathscr{O}_{X_{1}\left(D\left(I^{\mathrm{C}}\right)\right)}(1) \otimes \pi_{X}^{*} L\right)$. We can suppose that $\left.L\right|_{U}$ is trivialized. Above the open subset $U$, the restriction $\sigma_{U}:=\left.\sigma\right|_{\pi_{X}^{-1}(U)}$ is of the form

$$
\sigma_{U}=\sum_{i=1}^{n} s_{i} \xi_{i}
$$

for some $s_{i} \in \mathscr{O}(U)$. Then in our choice of coordinates

$$
\left.\left(\gamma_{i}^{*} \sigma\right)\right|_{\pi_{X}^{-1}(U)}=\sum_{i=1}^{m} s_{i} z_{i} \xi_{i}+\sum_{i=m+1}^{n} s_{i} \xi_{i}
$$

In view of the above description for $\mathscr{J}_{I}$, it is immediate that $\left.\gamma_{i}^{*} \sigma\right|_{\pi_{X}^{-1}(U)}$ vanishes along $\mathscr{J}_{I}\left(\pi_{X}^{-1}(U)\right)$, and since this holds for any $x \in X$ and any small enough neighborhood $U$ of $x$, the second assertion follows at once. The third assertion is also an immediate consequence of the local expression for $\left.\left(\gamma_{i}^{*} \sigma\right)\right|_{\pi_{X}^{-1}(U)}$.

Let us now show that at least under some additional assumption, the "almost ampleness" property is preserved if one add more components.

Proposition 2.4. - Let $X$ be a smooth projective variety of dimension $n$. Take an integer $c>n$ and a simple normal crossing divisor $D=\sum_{i=1}^{c} D_{i}$ on $X$. For any $j \in\{1, \ldots, c\}$ let us define $D_{\hat{\jmath}}:=D-D_{j}$. If for any $j \in\{1, \ldots, n+1\}$ the pair $\left(X, D_{\hat{\jmath}}\right)$ has almost ample logarithmic cotangent bundle, then the pair $(X, D)$ has almost ample logarithmic cotangent bundle.

In particular, if $\left(X, D_{\hat{\jmath}}\right)$ has almost ample logarithmic cotangent bundle for any $j \in\{1, \ldots, c\}$ then so does the pair $(X, D)$.

Proof. - For any $j \in\{1, \ldots, c\}$, set $U_{j}:=X \backslash D_{j}$. Since $D$ is simple normal crossing, one has $X=\bigcup_{j=1}^{n+1} U_{j}$ and therefore it suffices to prove that for any $j \in\{1, \ldots, n+1\}$, one has

$$
\begin{equation*}
\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}(D)}(1)\right) \cap \pi_{X}^{-1}\left(U_{j}\right)=\bigcup_{\substack{I \subset\{1, \ldots, c\} \\ \# I<n}} \tilde{D}_{I} \cap \pi_{X}^{-1}\left(U_{j}\right) \tag{2.8}
\end{equation*}
$$

Without loss of generality, since our assumption is on all $j \in\{1, \ldots, n+1\}$, it suffices to prove (2.8) for $j=1$. Observe that for any $I \in\{1, \ldots, c\}$, if $1 \in I$, then $\tilde{D}_{I} \cap \pi_{X}^{-1}\left(U_{1}\right)=\varnothing$. The right hand side of (2.8) is therefore

$$
\bigcup_{\substack{I \subset\{2, \ldots, c\} \\ \# I<n}} \tilde{D}_{I} \cap \pi_{X}^{-1}\left(U_{1}\right) .
$$

We now resolve the ideal sheaf $\mathscr{I}_{\{1\}}=\mathcal{J}_{\{1\}} \subset \mathscr{O}_{X_{1}(D)}$ by blowing up $\tilde{D}_{\{1\}}$. Write $D^{\prime}=D-D_{1}$ and $\widetilde{X}_{1}:=\operatorname{Bl}_{X_{1}(D)}\left(\tilde{D}_{\{1\}}\right) \xrightarrow{\tilde{\mu}} X_{1}(D)$. By Proposition 2.3, the map $\tilde{\mu}$ resolves the indeterminacies of $\gamma_{\{1\}}$ and therefore we have a commutative diagram

satisfying moreover

$$
\begin{equation*}
\nu^{*} \mathscr{O}_{X_{1}\left(D^{\prime}\right)}(1)=\tilde{\mu}^{*} \mathscr{O}_{X_{1}(D)}(1) \otimes \mathscr{O}_{\widetilde{X}_{1}}(-E) \tag{2.9}
\end{equation*}
$$

where $E$ is the exceptional divisor of $\tilde{\mu}$.

By hypothesis, ( $X, D^{\prime}$ ) has almost ample logarithmic cotangent bundle, therefore

$$
\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}\left(D^{\prime}\right)}(1)\right)=\bigcup_{\substack{I \subset\{2, \ldots, c\} \\ \# I<n}} \tilde{D}_{I}^{\prime}
$$

One can find $m \in \mathbb{N}$ and an ample line bundle $A$ on $X$ such that $\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}\left(D^{\prime}\right)}(1)\right)=\operatorname{Bs}\left(\mathscr{O}_{X_{1}\left(D^{\prime}\right)}(m) \otimes \pi_{X, D^{\prime}}^{*} A^{-1}\right)$. After pulling back to $\widetilde{X}_{1}$ and in view of (2.9) this implies

$$
\begin{aligned}
& \operatorname{Bs}\left(\tilde{\mu}^{*}\left(\mathscr{O}_{X_{1}(D)}(m) \otimes \pi_{X, D}^{*} A^{-1}\right)\right) \\
& \subset \operatorname{Bs}\left(\nu^{*}\left(\mathscr{O}_{X_{1}\left(D^{\prime}\right)}(m) \otimes \pi_{X, D^{\prime}}^{*} A^{-1}\right)\right) \cup \operatorname{Supp}(E) \\
& \subset \nu^{-1}\left(\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}\left(D^{\prime}\right)}(1)\right)\right) \cup \operatorname{Supp}(E)
\end{aligned}
$$

Since $\tilde{\mu}$ is birational and $X_{1}(D)$ is smooth we obtain

$$
\begin{aligned}
& \operatorname{Bs}\left(\mathscr{O}_{X_{1}(D)}(m) \otimes \pi_{X, D}^{*} A^{-1}\right) \subset \tilde{\mu}\left(\nu^{-1}\left(\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}\left(D^{\prime}\right)}(1)\right)\right) \cup \operatorname{Supp}(E)\right) \\
& \subset \gamma_{\{1\}}^{-1}\left(\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}\left(D^{\prime}\right)}(1)\right)\right) \cup \tilde{D}_{1},
\end{aligned}
$$

where $\gamma_{\{1\}}$ is understood to be restricted to $X_{1}(D) \backslash \tilde{D}_{1}$, where it is regular. Therefore

$$
\begin{align*}
\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}(D)}(1)\right) \subset \gamma_{\{1\}}^{-1}\left(\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}\left(D^{\prime}\right)}(1)\right)\right) & \cup \tilde{D}_{1}  \tag{2.10}\\
& \subset \bigcup_{\substack{I \subset\{2, \ldots, c\} \\
\# I<n}} \tilde{D}_{I} \cup \pi_{X}^{-1}\left(D_{1}\right) .
\end{align*}
$$

To deduce the last inclusion, we use the fact that outside $\pi_{X}^{-1}\left(D_{1}\right)$ the map $\gamma_{\{1\}}$ is an isomorphism and that for any $I \subset\{2, \ldots, c\}$ with $\# I<n$ one has $\gamma_{\{1\}}^{-1}\left(\tilde{D}_{I}^{\prime}\right) \cap \pi_{X, D}^{-1}\left(U_{1}\right)=\tilde{D}_{I} \cap \pi_{X, D}^{-1}\left(U_{1}\right)$. It then suffices to take the intersection with $\pi_{X}^{-1}\left(U_{1}\right)$ on both sides of (2.10) to deduce (2.8).

If in Proposition 2.4 we do not ask a condition on the $D_{\hat{\jmath}}$ for all $j \in$ $\{1, \ldots, n+1\}$, but only on one of them, then the above argument does not work. However, if one slightly weakens the expected conclusion by allowing the augmented base locus of $\mathscr{O}_{X_{1}(D)}(1)$ to contain the different $\tilde{D}_{I}$ for $\# I=n$ as well, then one has the following stronger result.

Proposition 2.5. - Let $X$ be a smooth projective variety of dimension $n$. Take $c \in \mathbb{N}^{*}$ and a simple normal crossing divisor $D=\sum_{i=1}^{c} D_{i}$ on $X$. Let $D^{\prime}:=\sum_{i=2}^{c} D_{i}$. If

$$
\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}\left(D^{\prime}\right)}(1)\right)=\bigcup_{\substack{I \subset\{1, \ldots, c\} \\ \# I \leqslant n}} \tilde{D}_{I}^{\prime}
$$

then

$$
\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}(D)}(1)\right)=\bigcup_{\substack{I \subset\{1, \ldots, c\} \\ \# I \leqslant n}} \tilde{D}_{I}
$$

Proof. - As in the prof of Proposition 2.4, one can prove that

$$
\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}(D)}(1)\right) \subset \gamma_{\{1\}}^{-1}\left(\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}\left(D^{\prime}\right)}(1)\right)\right) \cup \tilde{D}_{1}
$$

Therefore we are just reduced to understand $\gamma_{\{1\}}^{-1}\left(\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}\left(D^{\prime}\right)}(1)\right)\right)$. This can be done locally. Outside $D_{1}$ there is nothing to prove because $\gamma_{\{1\}}$ is an isomorphism and that moreover for any $I$ one has $\gamma_{\{1\}}^{-1}\left(\tilde{D}_{I}^{\prime}\right) \cap \pi_{X, D}^{-1}\left(U_{1}\right)=$ $\tilde{D}_{I} \cap \pi_{X, D}^{-1}\left(U_{1}\right)$, where $U_{1}=X \backslash D_{1}$. Let $x \in D_{1}$ and take an open neighborhood $U$ of $x$ with coordinates $\left(z_{1}, \ldots, z_{n}\right)$ centered at $x$ such that there exists $k \in\{1, \ldots, n\}$ for which $D \cap U=\left(z_{1} \cdots z_{k}=0\right)$ and $D_{i} \cap U=\left(z_{i}=0\right)$ for all $i \in\{1, \ldots, k\}$. Using the trivialization described above, the map $\gamma_{\{1\}}$ is then given by

$$
\gamma_{\{1\}}\left(z_{1}, \ldots, z_{n},\left[\xi_{1}, \ldots, \xi_{n}\right]\right)=\left(z_{1}, \ldots, z_{n},\left[z_{1} \xi_{1}, \xi_{2}, \ldots, \xi_{n}\right]\right)
$$

On the other hand, for any non-empty $I=\left\{i_{1}, \ldots, i_{r}\right\} \subset\{2, \ldots, c\}$ with $\# I=r \leqslant n$, writing $\left\{j_{1}, \ldots j_{n-r}\right\}=\{1, \ldots, n\} \backslash I$, the equations defining $\tilde{D}_{I}^{\prime}$ in the above coordinates for $X_{1}\left(D^{\prime}\right)$ are

$$
\tilde{D}_{I}^{\prime}=\left(z_{i_{1}}, \ldots, z_{i_{r}}, \xi_{j_{1}}, \ldots, \xi_{j_{n-r}}=0\right) .
$$

Since $1 \notin I$, one has $1 \in J$, and we can therefore suppose $j_{1}=1$. Therefore, $\gamma_{\{1\}}^{-1}\left(\tilde{D}_{I}^{\prime}\right)$ is given in the above coordinates by

$$
\begin{array}{r}
\left(z_{i_{1}}, \ldots, z_{i_{r}}, \xi_{1}, \xi_{j_{2}}, \ldots, \xi_{j_{n-r}}=0\right) \cup\left(z_{i_{1}}, \ldots, z_{i_{r}}, z_{1}, \xi_{j_{2}}, \ldots, \xi_{j_{n-r}}=0\right) \\
=\tilde{D}_{I} \cup \tilde{D}_{I \cup\{1\}}
\end{array}
$$

Since $\tilde{D}_{I \cup\{1\}}=\varnothing$ whenever $\# I=n$, the result follows.

### 2.4. Families of smooth pairs

Let us collect here some elementary observations concerning families of smooth pairs.

Definition 2.6. - A family of smooth pairs consists in the following data:
(1) A smooth quasi-projective variety $\mathscr{X}$, a smooth quasi-projective variety $S$ and a smooth proper morphism

$$
\rho: \mathscr{X} \longrightarrow S .
$$

(2) A simple normal crossing divisor $\mathscr{D}=\sum_{i=1}^{c} \mathscr{D}_{i}$ on $\mathscr{X}$ such that given any $s \in S$, denoting by $\iota_{s}: X_{s} \hookrightarrow \mathscr{X}$ the canonical injection, the divisor $D_{s}:=\iota_{s}^{*} \mathscr{D}$ is simple normal crossing.
We will denote such a family by $\left(X_{s}, D_{s}\right)_{s \in S}$ or more precisely by $(\mathscr{X}, \mathscr{D}) \xrightarrow{\rho} S$ if needed.

Let us first observe that as a consequence of the local inverse theorem in several complex variables we obtain that in the analytic category, families of smooth pairs are locally trivial.

Lemma 2.7. - Let $(\mathscr{X}, \mathscr{D}) \xrightarrow{\rho} S$ be a family of smooth pairs. Set $n:=\operatorname{dim} \rho$. For any $x \in \mathscr{X}$ there exists a neighborhood $U \subset \mathscr{X}$, a neighborhood $U_{1} \subset S$ of $\rho(x)$ and an open subset $U_{2} \subset \mathbb{C}^{n}$ with coordinates $\left(z_{1}, \ldots, z_{n}\right)$ such that there exists an isomorphism

$$
\Phi: U_{1} \times U_{2} \longrightarrow U
$$

satisfying $\rho \circ \Phi=\operatorname{pr}_{1}$ (where $\operatorname{pr}_{1}: U_{1} \times U_{2} \rightarrow U_{1}$ is the projection on the first factor) and such that for some $k \leqslant n$ one has

$$
\Phi^{*} \mathscr{D}=\left(z_{1} \cdots z_{k}=0\right) .
$$

Let us now make the following observation.
Lemma 2.8. - Let $\mathscr{X}$ be a smooth quasi-projective variety endowed with a simple normal crossing divisor $\mathscr{D}$. Let $S$ be a quasi-projective variety and suppose that we are given a proper morphism $\rho: \mathscr{X} \rightarrow S$. If there exists $s_{0} \in S$ such that $\left(X_{s_{0}}, D_{s_{0}}\right)$ is a smooth pair (where $D_{s_{0}}=\left.\mathscr{D}\right|_{X_{s_{0}}}$ ), then there exists a non-empty Zariski open subset $U \subset S$ such that the restricted family $\left(\rho^{-1}(U),\left.\mathscr{D}\right|_{\rho^{-1}(U)}\right) \xrightarrow{\rho} U$ is a family of smooth pairs.

Proof. - This is a consequence of the properness of the map $\rho$ since the locus of point $x \in \mathscr{X}$ at which the divisor $D_{\rho(x)}$ is not simple normal crossing is closed.

To any family of smooth pairs $(\mathscr{X}, \mathscr{D}) \xrightarrow{\rho} S$, one can associate a relative logarithmic cotangent bundle $\Omega_{\mathscr{X} / S}(\log \mathscr{D})$ defined as the quotient of $\Omega_{\mathscr{X}}(\log \mathscr{D})$ by $\rho^{*} \Omega_{S}$. By definition, it sits in the following commutative diagram


Observe that Lemma 2.7 implies that $\Omega_{\mathscr{X} / S}(\log \mathscr{D})$ is a locally free sheaf. We denote its dual by $T_{\mathscr{X} / S}(-\log \mathscr{D})$. Observe also that for any $s \in S$, one has $\Omega_{X_{s}}\left(\log D_{s}\right)=\left.\Omega_{\mathscr{X} / S}(\log \mathscr{D})\right|_{X_{s}}$ and $T_{X_{s}}\left(-\log D_{s}\right)=$ $\left.T_{\mathscr{X} / S}(-\log \mathscr{D})\right|_{X_{s}}$.

### 2.5. A resolution algorithm

Let us state here the main properties of a resolution algorithm we will construct in Section 5.

Proposition 2.9. - There exists a resolution algorithm which to every smooth pair $(X, D)$ such that $D=\sum_{i=1}^{c} D_{i}$ with $c \leqslant \operatorname{dim} X$, associates a smooth variety $\widehat{X}_{1}(D)$ and a birational morphism (the so-called minimal resolution in Section 5.4)

$$
\mu: \widehat{X}_{1}(D) \longrightarrow X_{1}(D)
$$

satisfying the following properties.
(1) With the notation of Definition 2.2, the morphism $\mu$ is a resolution of $\mathscr{J}_{I}$ for every $I \subsetneq\{1, \ldots, c\}$. In particular $\mu$ is a simultaneous $\log$ resolution of $\left\{\mathscr{J}_{i}\right\}_{i \in\{1, \ldots, c\}}$. Moreover, $\mu$ is birational outside $\bigcup_{\substack{I \subset\{1, \ldots, c\} \\ \# I<\operatorname{dim} X}} \tilde{D}_{I}$.
(2) Given a smooth subvariety $Z \subset X$ intersecting $D$ transversally (so that $\left(Z,\left.D\right|_{Z}\right)$ is a smooth pair) and assuming that $c \leqslant \operatorname{dim} Z$, the resolution $\widehat{Z}_{1}\left(\left.D\right|_{Z}\right)$ is the strict transform in $\widehat{X}_{1}(D)$ of $Z_{1}\left(\left.D\right|_{Z}\right) \subset X_{1}(D)$.
(3) Given a family of smooth pairs $(\mathscr{X}, \mathscr{D}) \xrightarrow{\rho} S$ such that the number of components of $\mathscr{D}$ is less than the dimension of the fibers of $\rho$, there exists a smooth variety $\widehat{\mathbb{P}}\left(\Omega_{\mathscr{X} / S}(\log \mathscr{D})\right)$ with a birational morphism $\mu^{\text {rel }}: \widehat{\mathbb{P}}\left(\Omega_{\mathscr{X} / S}(\log \mathscr{D})\right) \rightarrow \mathbb{P}\left(\Omega_{\mathscr{X} / S}(\log \mathscr{D})\right)$ such that for any $s \in S$, denoting $X_{s}=\rho^{-1}(s)$ and $D_{s}=\left.\mathscr{D}\right|_{X_{s}}$, and viewing $X_{s, 1}\left(D_{s}\right)$ as a subvariety of $\mathbb{P}\left(\Omega_{\mathscr{X} / S}(\log \mathscr{D})\right)$, one has

$$
\left(\mu^{\mathrm{rel}}\right)^{-1}\left(X_{s, 1}\left(D_{s}\right)\right) \cong \widehat{X}_{s, 1}\left(D_{s}\right) .
$$

Moreover, there exists effective divisors $\mathscr{E}_{1}, \ldots, \mathscr{E}_{m}$ on $\widehat{\mathbb{P}}\left(\Omega_{\mathscr{X} / S}(\log \mathscr{D})\right)$ such that for any $s \in S$, the set of irreducible exceptional divisor of the map $\mu: \widehat{X}_{s, 1}\left(D_{s}\right) \rightarrow X_{s, 1}\left(D_{s}\right)$ is

$$
\left\{\left.\mathscr{E}_{1}\right|_{\widehat{X}_{s, 1}\left(D_{s}\right)}, \ldots,\left.\mathscr{E}_{m}\right|_{\widehat{X}_{s, 1}\left(D_{s}\right)}\right\}
$$

This allows us to make the following definition:

Definition 2.10. - Let $(X, D)$ be a smooth pair. Suppose that $X$ is projective. We say that the pair $(X, D)$ satisfies property $(*)$ if there exists a $\mu$-exceptional effective $\mathbb{Q}$-divisor $F \in \operatorname{Div}_{\mathbb{Q}}\left(\widehat{X}_{1}(D)\right)$ such that the $\mathbb{Q}$-line bundle

$$
\begin{equation*}
\mu^{*}\left(\mathscr{O}_{X_{1}(D)}(1)\right) \otimes \mathscr{O}_{\widehat{X}_{1}(D)}(-F) \quad \text { is ample } \tag{*}
\end{equation*}
$$

From Proposition 2.9 we deduce the following useful consequence.
Corollary 2.11.
(1) Property (*) is a Zariski open property. Namely, given a family of smooth pairs $(\mathscr{X}, \mathscr{D}) \xrightarrow{\rho} S$, if there exists $s_{0} \in S$ such that the pair $\left(X_{s_{0}}, D_{s_{0}}\right)$ satisfies (*), then there exists a non-empty Zariski open subset $U \subset S$ such that for any $s \in U$ the pair $\left(X_{s}, D_{s}\right)$ satisfies $(*)$.
(2) Let $(X, D)$ be a smooth pair and let $L$ be an ample line bundle on $X$. If $(X, D)$ satisfies $(*)$, then the logarithmic cotangent bundle $\Omega_{X}(\log D)$ is almost ample.

Proof. - The first claim follows from Proposition 2.9 (3) by the openness property of ampleness. To prove the second claim, one can observe that if $\mu^{*}\left(\mathscr{O}_{X_{1}(D)}(1)\right) \otimes \mathscr{O}_{\widehat{X}_{1}(D)}(-F)$ is ample, then $\mathbf{B}_{+}\left(\mu^{*}\left(\mathscr{O}_{X_{1}(D)}(1)\right)\right) \subset$ $\operatorname{Supp}(F)$ and therefore since $\mu$ is birational and $X_{1}(D)$ is smooth.

$$
\mathbf{B}_{+}\left(\mathscr{O}_{X_{1}(D)}(1)\right) \subset \mu(\operatorname{Supp}(F)) \subset \bigcup_{\substack{I \subset\{1, \ldots, c\} \\ \# I<\operatorname{dim} X}} \tilde{D}_{I},
$$

in view of $2.9(1)$.

### 2.6. Logarithmic connections

Let $L$ be a line bundle over a (not necessarily compact) complex manifold $X$. Take a smooth hypersurface $D \in|L|$ (if such a hypersurface exists) and let $s_{D} \in H^{0}(X, L)$ be a section defining $D$. There exists a logarithmic connection

$$
\begin{equation*}
\nabla_{s_{D}}: L \longrightarrow L \otimes \Omega_{X}(\log D) \tag{2.11}
\end{equation*}
$$

defined locally by

$$
\nabla_{s_{D}} s: \stackrel{\text { loc }}{=} \mathrm{d} s-s \frac{\mathrm{~d} s_{D}}{s_{D}}
$$

By this we mean that over an open subset $U$ with a fixed trivialization of $L$, if we let $s_{U}, s_{D, U} \in \mathscr{O}(U)$ to be local representative for $s \in \Gamma(U, L)$
and $s_{D} \in \Gamma(X, L)$ under our choice of trivialization then

$$
\nabla_{s_{D}} s:=\mathrm{d} s_{U}-s_{U} \frac{\mathrm{~d} s_{D, U}}{s_{D, U}}
$$

One verifies without difficulty that this local definition defines a logarithmic connection on $L$ with logarithmic poles along $D$.

Let us observe the following tautological relation

$$
\begin{equation*}
\nabla_{s_{D}}\left(s_{D}\right)=0 \tag{2.12}
\end{equation*}
$$

Moreover, if $Y \subset X$ is a smooth subvariety transverse to $D$, and if one denotes $s_{Y, D}:=\left.s_{D}\right|_{Y}$, then one has the following commutative diagram

where the right vertical arrow is induced by the composition

$$
\left.\Omega_{X}(\log D) \longrightarrow \Omega_{X}(\log D)\right|_{Y} \longrightarrow \Omega_{Y}\left(\left.\log D\right|_{Y}\right)
$$

Remark 2.12. - Let us stress here that in [7] we generalize the logarithmic connections defined in (2.11) to higher order ones, which are used to construct jet differentials, to prove the logarithmic Kobayashi conjecture.

## 3. Proof of the main results

### 3.1. The main technical result

We will establish the following stronger version of our main result.
Theorem 3.1. - Let $Y$ be a projective variety of dimension $n$ and let $L$ be a very ample line bundle on $Y$. Take $\varepsilon_{1}, \ldots, \varepsilon_{n} \in \mathbb{N}^{*}$ and take integers $\delta_{1}, \ldots, \delta_{n} \geqslant 4 n-1$. Then, for any $i \in\{1, \ldots, n\}$ set $b_{i}=\delta_{i}^{-1} \prod_{j=1}^{n} \delta_{j}$. For any

$$
r>\sum_{i=1}^{n} b_{i}\left(\varepsilon_{i}+\delta_{i}\right)
$$

and for general hypersurfaces $H_{1} \in\left|L^{\varepsilon_{1}+(r+1) \delta_{1}}\right|, \ldots, H_{n} \in\left|L^{\varepsilon_{n}+(r+1) \delta_{n}}\right|$, writing $H=\sum_{i=1}^{n} H_{i}$, the logarithmic cotangent bundle $\Omega_{Y}(\log H)$ is almost ample. Moreover, the complement $U=Y \backslash H$ is hyperbolically embedded in $Y$.

As a corollary of this result we obtain the following strengthening of Theorem A.

Corollary 3.2. - Let $Y$ be a projective variety of dimension $n$ and let $L$ be a very ample line bundle on $Y$. Take an integer $c \geqslant n$ and integers $\delta_{1}, \ldots, \delta_{c} \in \mathbb{N}^{*}$ such that $\delta_{1}, \ldots, \delta_{c} \geqslant 4 n-1$. Let $\alpha \geqslant 3+2 n\left(\max _{1 \leqslant i \leqslant c} \delta_{i}\right)^{n}$ be a rational number such that $\alpha \delta_{i} \in \mathbb{N}$ for all $i \in\{1, \ldots, n\}$, and set $\left(m_{1}, \ldots, m_{c}\right)=\alpha \cdot\left(\delta_{1}, \ldots, \delta_{c}\right) \in \mathbb{N}^{n}$. For general hypersurfaces $H_{1} \in\left|L^{m_{1}}\right|$, $\ldots, H_{c} \in\left|L^{m_{c}}\right|$, writting $D=\sum_{i=1}^{c} H_{i}$, the pair $(Y, D)$ has almost ample logarithmic cotangent bundle.

Theorem $3.1 \Rightarrow$ Corollary 3.2 and Theorem A. - Let us first fix

$$
r_{0}:=1+2 n \max _{1 \leqslant i \leqslant c}\left(\delta_{i}\right)^{n} .
$$

In view of Proposition 2.4 we are reduced to prove that under the hypothesis of Corollary 3.2, for every divisor $D^{\prime}$ consisting of $n$ of the components of $D$, the logarithmic cotangent bundle of $\left(Y, D^{\prime}\right)$ is almost ample. Without loss of generality, we may assume $D^{\prime}=\sum_{i=1}^{n} H_{i}$.

Our hypothesis on $r_{0}$ guaranties that $r_{0}>\sum_{i=1}^{n} 2 b_{i} \delta_{i}$, and therefore one can apply Theorem 3.1 for any $r \geqslant r_{0}$ and for any $\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ such that $1 \leqslant \varepsilon_{i} \leqslant \delta_{i}$ for all $i \in\{1, \ldots, n\}$.

For any rational number $\alpha \geqslant r_{0}+2$, and any $\left(m_{1}, \ldots, m_{n}\right) \in \mathbb{N}^{n}$ of the form $\alpha\left(\delta_{1}, \ldots, \delta_{n}\right)$, one can set $r:=\lceil\alpha\rceil-2 \geqslant r_{0}$ and for any $i \in\{1, \ldots, n\}$ one can set $\varepsilon_{i}=(\alpha-\lceil\alpha\rceil+1) \delta_{i} \in\left\{1, \ldots, \delta_{i}\right\}$, so that $m_{i}=\varepsilon_{i}+(r+1) \delta_{i}$. Applying Theorem 3.1 implies that the logarithmic cotangent bundle of $\left(Y, D^{\prime}\right)$ is almost ample, which concludes the proof of Corollary 3.2.

To prove Theorem A, it suffices to take $\delta_{1}, \ldots, \delta_{c}=4 n-1$. The bound for $\alpha$ is $\alpha \geqslant 3+2 n(4 n-1)^{n}$. And we can therefore apply Corollary 3.2 to obtain the almost ampleness of the logarithmic cotangent bundle for degree

$$
m=m_{1}=\cdots=m_{c} \geqslant(4 n-1)\left(3+2 n(4 n-1)^{n}\right) .
$$

It then remains to observe that $(4 n-1)\left(3+2 n(4 n-1)^{n}\right) \leqslant(4 n)^{n+2}$.

### 3.2. Notation and conventions

Let us summarize here the main notation and conventions we will use in Section 3. We fix an integer $n \geqslant 2$ and take homogenous coordinates $\left[x_{0}, \ldots, x_{n}\right]$ on $\mathbb{P}^{n}$. Given any $\delta \in \mathbb{N}^{*}$, these homogenous coordinates induce an isomorphism

$$
H^{0}\left(\mathbb{P}^{n}, \mathscr{O}_{\mathbb{P}^{n}}(\delta)\right)=\mathbb{C}\left[x_{0}, \ldots, x_{n}\right]_{\delta}
$$

where the right hand side denotes the set of homogenous polynomials of degree $\delta$ in $n+1$ variables. The set of unitary monomials of degree $\delta$ forms a basis of this space, and this basis is naturally in bijection with the set of multi-indices of weight $\delta$

$$
\mathbb{I}(\delta):=\left\{I=\left(i_{0}, \ldots, i_{n}\right) \in \mathbb{N}^{n+1}| | I \mid=i_{0}+\cdots+i_{n}=\delta\right\} .
$$

For any $I=\left(i_{0}, \ldots, i_{n}\right) \in \mathbb{I}(\delta)$, we use the standard multi-index notation $x^{I}:=x_{0}^{i_{0}} \ldots x_{n}^{i_{n}}$. We therefore have the following identification

$$
\begin{aligned}
\mathbb{C}^{\mathbb{I}(\delta)} & \sim H^{0}\left(\mathbb{P}^{n}, \mathscr{O}_{\mathbb{P}^{n}}(\delta)\right) \\
\left(a_{I}\right)_{I \in \mathbb{I}(\delta)} & \longmapsto \sum_{|I|=\delta} a_{I} x^{I} .
\end{aligned}
$$

This induces an identification $P\left(\mathbb{C}^{\mathbb{I}(\delta)}\right) \cong\left|\mathscr{O}_{\mathbb{P}^{n}}(\delta)\right|$. We will implicitly use these identifications in what follows.

Given a subset $J \subset\{0, \ldots, n\}$ of cardinality $\# J=n-k$, we consider the $k$-dimensional projective subspace $\mathbb{P}_{J} \subset \mathbb{P}^{n}$ defined by

$$
\mathbb{P}_{J}=\left\{[x] \in \mathbb{P}^{n} \mid x_{j}=0 \quad \forall j \in J\right\}
$$

The coordinates $\left[x_{0}, \ldots, x_{n}\right]$ induce homogenous coordinates $\left[x_{\ell_{0}}, \ldots, x_{\ell_{k}}\right]$ on $\mathbb{P}_{J}$, where $\left\{\ell_{0}, \ldots, \ell_{k}\right\}=\{0, \ldots, n\} \backslash J$. Moreover, we have a restriction map

$$
\operatorname{res}_{J}^{\delta}: H^{0}\left(\mathbb{P}^{n}, \mathscr{O}_{\mathbb{P}^{n}}(\delta)\right) \longrightarrow H^{0}\left(\mathbb{P}_{J}, \mathscr{O}_{\mathbb{P}_{J}}(\delta)\right)
$$

which, with our choice of homogenous coordinates, is the map given by

$$
\operatorname{res}_{J}^{\delta_{i}}\left(\sum_{|I|=\delta_{i}} a_{I} x^{I}\right)=\sum_{\substack{|I| \mid=\delta_{i} \\ \operatorname{supp}(I) \cap J=\varnothing}} a_{I} x^{I} .
$$

where $\operatorname{Supp}(I)=\left\{j \in\{0, \ldots, n\} \mid i_{j} \neq 0\right\}$. Writing

$$
\mathbb{I}_{J}(\delta):=\left\{I \in \mathbb{N}^{n+1}| | I \mid=\delta \text { and } \operatorname{Supp}(I) \cap J=\varnothing\right\}
$$

we can therefore identify the restriction map $\operatorname{res}_{J}^{\delta}{ }^{\delta}$ with the natural projection $\mathbb{C}^{\mathbb{I}(\delta)} \rightarrow \mathbb{C}^{\mathbb{I}_{J}(\delta)}$.

### 3.3. Setting

Following the ideas of [6], we will construct $n$ families of divisors parametrized by certain Fermat-type equations. Let $L$ be a very ample line bundle over $Y$. Fix $n+1$ sections in general position $\tau_{0}, \ldots, \tau_{n} \in H^{0}(Y, L)$. By "general position" we mean that the divisor $\sum_{i=0}^{n}\left(\tau_{i}=0\right)$ is simple
normal crossing. We fix two $n$-tuples of positive integers $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right)$ and $\boldsymbol{\delta}=\left(\delta_{1}, \ldots, \delta_{n}\right)$. For any $i \in\{1, \ldots, n\}$ we define

$$
\mathbb{A}_{i}:=\bigoplus_{I \in \mathbb{I}\left(\delta_{i}\right)} H^{0}\left(Y, L^{\varepsilon_{i}}\right) \cong H^{0}\left(Y, L^{\varepsilon_{i}}\right) \otimes H^{0}\left(\mathbb{P}^{N}, \mathscr{O}_{\mathbb{P}^{N}}\left(\delta_{i}\right)\right)
$$

Let us also fix a positive integer $r$ and consider for any $\mathbf{a}_{i}=\left(a_{i, I}\right)_{I \in \mathbb{I}\left(\delta_{i}\right)}$ the hypersurface $H_{\mathbf{a}_{i}}$ in $Y$ defined by the zero locus of the section

$$
\sigma_{i}\left(\mathbf{a}_{i}\right):=\sum_{|I|=\delta_{i}} a_{i, I} \tau^{(r+1) I} \in H^{0}\left(Y, L^{m_{i}}\right)
$$

where $m_{i}=\varepsilon_{i}+(r+1) \delta_{i}$ and $\tau^{(r+1) I}:=\left(\tau_{0}^{i_{0}} \ldots \tau_{n}^{i_{n}}\right)^{r+1}$ for $I=\left(i_{0}, \ldots, i_{n}\right)$. Define

$$
\mathbb{A}:=\mathbb{A}_{1} \times \cdots \times \mathbb{A}_{n}
$$

and for any $\mathbf{a}=\left(\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right) \in \mathbb{A}$, define $H_{\mathbf{a}}:=\sum_{i=1}^{c} H_{\mathbf{a}_{i}}$. Let us now observe that this way we obtain indeed smooth pairs.

Lemma 3.3. - There exists a non-empty Zariski open subset $\mathbb{A}^{\text {sm }} \subset \mathbb{A}$ such that for any $\mathbf{a} \in \mathbb{A}^{\mathrm{sm}}$, the pair $\left(Y, H_{\mathbf{a}}\right)$ is a smooth pair.

Proof. - In [6, Lemma 2.1] was proven the following Bertini type result: Given any smooth subvariety $W \subset Y$ and any $i \in\{1, \ldots, n\}$, then for a general $\mathbf{a}_{i} \in \mathbb{A}_{i}$, the intersection $W \cap H_{\mathbf{a}_{i}}$ is smooth. From there it suffices to make an induction on the number of components since this result ensures that at each step one can chose the hypersurface $H_{\mathbf{a}_{i+1}}$ to be transverse to the configuration given by the first $i$ constructed hypersurfaces $H_{\mathbf{a}_{1}}, \ldots, H_{\mathbf{a}_{i}}$.

For any $i \in\{1, \ldots, n\}$, let us define $L_{i}:=L^{m_{i}}$ and let us denote by $\mathbb{L}_{i}$ the total space of $L_{i}$. Moreover, let us denote by $\mathbb{V}$ the total space of the rank $n$ vector bundle $L_{1} \oplus L_{2} \oplus \cdots \oplus L_{n}$ and let $p_{\mathbb{V}}: \mathbb{V} \rightarrow Y$ be the canonical projection. For any $i \in\{1, \ldots, n\}$, denote by $T_{i} \in H^{0}\left(\mathbb{V}, p_{\mathbb{V}}^{*} L_{i}\right)$ the tautological section defined by

$$
T_{i}\left(\ell_{1}, \ldots, \ell_{n}\right):=\ell_{i} \quad \forall\left(\ell_{1}, \ldots, \ell_{n}\right) \in \mathbb{V}=\mathbb{L}_{1} \times_{Y} \cdots \times_{Y} \mathbb{L}_{n}
$$

These induce a simple normal crossing divisor $D=\sum_{i=1}^{n} D_{i}$ on $\mathbb{V}$ where for each $i \in\{1, \ldots, n\}$ we write $D_{i}=\left(T_{i}=0\right)$. For any $\mathbf{a}_{i} \in \mathbb{A}_{i}$, consider the section

$$
\Sigma_{i}\left(\mathbf{a}_{i}\right):=T_{i}-p_{\mathbb{V}}^{*} \sigma_{i}\left(\mathbf{a}_{i}\right) \in H^{0}\left(\mathbb{V}, p_{\mathbb{V}}^{*} L_{i}\right)
$$

Denote also by $E_{\mathbf{a}_{i}}=\left(\Sigma_{i}\left(\mathbf{a}_{i}\right)=0\right) \subset \mathbb{V}$ the hypersurface defined by $\Sigma_{i}\left(\mathbf{a}_{i}\right)$, and for $\mathbf{a}=\left(\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right) \in \mathbb{A}$ denote

$$
Z_{\mathbf{a}}:=\bigcap_{i=1}^{n} E_{\mathbf{a}_{i}} \subset \mathbb{V}
$$

If $H_{\mathbf{a}}$ is simple normal crossing, then so is $\sum_{i=1}^{n} E_{\mathbf{a}_{i}}$, and therefore $Z_{\mathbf{a}}$ is a smooth complete intersection subvariety of $\mathbb{V}$. For any $i \in\{1, \ldots, n\}$ set $D_{i, \mathbf{a}}:=\left.D_{i}\right|_{Z_{\mathbf{a}}}$ and $D_{\mathbf{a}}:=\sum_{i=1}^{n} D_{i, \mathbf{a}}$. By construction, the restriction of $p_{\mathrm{V}}$ to $Z_{\mathbf{a}}$

$$
\left.p_{\mathrm{V}}\right|_{Z_{\mathbf{a}}}:\left(Z_{\mathbf{a}}, D_{\mathbf{a}}\right) \longrightarrow\left(Y, H_{\mathbf{a}}\right)
$$

is a biholomorphism of $\log$ manifolds. We will consider these varieties in families. Let us denote by $\mathrm{pr}_{1}: \mathbb{A} \times \mathbb{V} \rightarrow \mathbb{A}$ and $\operatorname{pr}_{2}: \mathbb{A} \times \mathbb{V} \rightarrow \mathbb{V}$ the two canonical projections, and consider for each $i \in\{1, \ldots, n\}$, the section $\Sigma_{i} \in H^{0}\left(\mathbb{A} \times \mathbb{V}, \operatorname{pr}_{2}^{*} p_{\mathbb{V}}^{*} L_{i}\right)$ defined by $\Sigma_{i}(\mathbf{a}, v):=\Sigma_{i}\left(\mathbf{a}_{i}\right)(v)$ for any $\mathbf{a}:=\left(\mathbf{a}_{1}, \ldots, \mathbf{a}_{c}\right) \in \mathbb{A}$ and any $v \in \mathbb{V}$. We then consider the family of complete intersections $Z_{\mathbf{a}}$ as above, namely the subvariety $\mathscr{Z} \subset \mathbb{A} \times \mathbb{V}$ defined by

$$
\mathscr{Z}:=\left\{(\mathbf{a}, v) \in \mathbb{A} \times \mathbb{V} \mid \Sigma_{1}\left(\mathbf{a}_{1}, v\right)=\cdots=\Sigma_{c}\left(\mathbf{a}_{c}, v\right)=0\right\} .
$$

On $\mathscr{Z}$ we consider the divisor $\mathscr{D}:=\operatorname{pr}_{2}^{*} D$ which satisfies $\left.\mathscr{D}\right|_{Z_{\mathbf{a}}}=D_{\mathbf{a}}$ for any $\mathbf{a} \in \mathbb{A}^{\mathrm{sm}}$. We will denote by

$$
\mathscr{Z}_{1}^{\mathrm{rel}}(\mathscr{D}):=\mathbb{P}\left(\Omega_{\mathscr{Z} / \mathbb{A}^{\mathrm{sm}}}(\log \mathscr{D})\right)
$$

the projectivisation of the relative logarithmic cotangent bundle of $(\mathscr{Z}, \mathscr{D}) \rightarrow \mathbb{A}^{\mathrm{sm}}$, the family $(\mathscr{Z}, \mathscr{D})$ restricted to $\mathbb{A}^{\mathrm{sm}}$ and we will denote by

$$
\widehat{\mathscr{Z}_{1}^{\mathrm{rel}}}(\mathscr{D}):=\widehat{\mathbb{P}}\left(\Omega_{\mathscr{Z} / \mathbb{A}^{\mathrm{sm}}}(\log \mathscr{D})\right),
$$

the associated resolution constructed in Proposition 2.9. This proposition moreover allows us to identify, for any $\mathbf{a} \in \mathbb{A}^{\mathrm{sm}}, \widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)$ with the fiber in $\widehat{\mathscr{Z}}_{1}^{\text {rel }}(\mathscr{D})$ above a.

### 3.4. Modified logarithmic connections

In this section, let us fix $i \in\{1, \ldots, n\}$. Recall that we defined $\mathbb{L}_{i}$ to be the total space of the line bundle $L_{i}=L^{m_{i}}$. Let us denote by $p_{i}: \mathbb{L}_{i} \rightarrow Y$ the canonical projection and by $T_{\mathbb{L}_{i}} \in H^{0}\left(\mathbb{L}_{i}, p_{i}^{*} L_{i}\right)$ the tautological section defined by $T_{\mathbb{L}_{i}}\left(\ell_{i}\right):=\ell_{i}$ for any $\ell_{i} \in \mathbb{L}_{i}$. Note that one can identify $Y$ with the zero locus of $T_{\mathbb{L}_{i}}, Y=\left(T_{\mathbb{L}_{i}}=0\right)$. We will use this identification and study the $\log$ pair $\left(\mathbb{L}_{i}, Y\right)$. For shortness, denote by $\pi_{i}: \mathbb{L}_{i, 1}(Y) \rightarrow \mathbb{L}_{i}$ the canonical projection. Observe that under the canonical projection $q_{i}: \mathbb{V} \rightarrow$ $\mathbb{L}_{i}$, one has $q_{i}^{*} T_{\mathbb{L}_{i}}=T_{i}$ and $q_{i}^{*} Y=D_{i}$. Therefore we get a morphism of log pairs $q_{i}:\left(\mathbb{V}, D_{i}\right) \rightarrow\left(\mathbb{L}_{i}, Y\right)$. Let us denote by

$$
\nabla_{i}: p_{i}^{*} L_{i} \longrightarrow p_{i}^{*} L_{i} \otimes \Omega_{\mathbb{L}_{i}}(\log Y)
$$

the logarithmic connexion associated to the section $T_{\mathbb{L}_{i}}$ as defined in (2.11). By (2.12) one has $\nabla_{i}\left(T_{\mathbb{L}_{i}}\right)=0$.

Lemma 3.4. - For any $I \in \mathbb{I}_{i}$, there exists a $\mathbb{C}$-linear map

$$
\begin{align*}
\nabla_{i, I}: H^{0}\left(Y, L^{\varepsilon_{i}}\right) & \longrightarrow H^{0}\left(\mathbb{L}_{i}, \Omega_{\mathbb{L}_{i}}(\log Y) \otimes p_{i}^{*} L^{\varepsilon_{i}+\delta_{i}}\right) \\
a & \longmapsto \nabla_{i, I}(a) \tag{3.1}
\end{align*}
$$

such that

$$
p_{i}^{*}\left(\tau^{r I}\right) \nabla_{i, I}(a)=\nabla_{i}\left(p_{i}^{*} a \cdot p_{i}^{*} \tau^{(r+1) I}\right)
$$

Proof. - One just needs to verify that $\nabla_{i}\left(p_{i}^{*} a \cdot p_{i}^{*} \tau^{(r+1) I}\right)$ is divisible by $p_{i}^{*}\left(\tau^{r I}\right)$. This can be done locally: over an open subset $U$ with a fixed choice of trivialization for $\left.L\right|_{U}$, denoting by $a_{U}, \tau_{U}^{I} \in \mathscr{O}(U)$ the holomorphic function associated to $a, \tau^{I}$ under this choice of trivialization, and denoting by $t_{i} \in \mathscr{O}\left(p_{i}^{-1}(U)\right)$ the holomorphic function associated to $T_{\mathbb{L}_{i}}$, one has

$$
\begin{aligned}
& \nabla_{i}\left(p_{i}^{*} a \cdot p_{i}^{*} \tau^{(r+1) I}\right) \\
& \quad \stackrel{\text { loc }}{=} p_{i}^{*} \tau_{U}^{r I}\left((r+1) p_{i}^{*} a_{U} \mathrm{~d}\left(p_{i}^{*} \tau_{U}^{I}\right)+p_{i}^{*} \tau_{U}^{I}\left(\mathrm{~d}\left(p_{i}^{*} a_{U}\right)-p_{i}^{*} a_{U} \frac{\mathrm{~d} t_{i}}{t_{i}}\right)\right) \\
& \quad=p_{i}^{*} \tau_{U}^{r I} \cdot \nabla_{i, I}(a)_{U}
\end{aligned}
$$

Since $\nabla_{i}\left(p_{i}^{*} a \cdot p_{i}^{*} \tau^{(r+1) I}\right) \in H^{0}\left(\mathbb{L}_{i}, \Omega_{\mathbb{L}_{i}}(\log Y) \otimes p_{i}^{*} L^{\varepsilon_{i}+(r+1) \delta_{i}}\right)$ and $\tau^{r I} \in H^{0}\left(Y, L^{r \delta_{i}}\right)$, we see that the elements $\nabla_{i, I}(a)_{U}$ defined this way induces the desired global twisted logarithmic differential form $\nabla_{i, I}(a)$.

This allows us to define the rational map

$$
\begin{align*}
\Phi_{i}: \mathbb{A}_{i} \times \mathbb{L}_{i, 1}(Y) & --\left|\mathscr{O}_{\mathbb{P}^{n}}\left(\delta_{i}\right)\right|  \tag{3.2}\\
\left(\mathbf{a}_{i},[\xi]\right) & \longmapsto\left[\sum_{I \in \mathbb{I}\left(\delta_{i}\right)} \nabla_{i, I}\left(a_{i, I}\right)(\xi) x^{I}\right] .
\end{align*}
$$

This is well defined since it is independent of the choice of $\xi$ representing $[\xi]$. We will now study the indeterminacy locus of this map.

Take an open set $U \subset Y$ with local coordinates $\left(z_{1}, \ldots, z_{n}\right)$ and a fixed trivialization of $\left.L\right|_{U}$. Then there are induced coordinates $\left(t_{i}, z_{1}, \ldots, z_{n}\right)$ on the open set $p_{i}^{-1}(U)$ in $\mathbb{L}_{i}$ with $Y \cap p_{i}^{-1}(U)=\left(t_{i}=0\right)$. For any $\ell \in p_{i}^{-1}(U)$ and any non-zero $\xi \in T_{\mathbb{L}_{i}}\left(-\log D_{\mathbb{L}_{i}}\right)_{\ell}$, consider the evaluation map

$$
\begin{align*}
\nabla_{i}^{\xi}: \mathbb{A}_{i} & \longrightarrow H^{0}\left(\mathbb{P}^{n}, \mathscr{O}_{\mathbb{P}^{n}}\left(\delta_{i}\right)\right) \\
\mathbf{a}_{i} & \longmapsto \sum_{|I|=\delta_{i}} \nabla_{i, I}^{\xi}\left(a_{i, I}\right) x^{I} \tag{3.3}
\end{align*}
$$

where $\mathbf{a}_{i}=\left(a_{i, I}\right)_{I \in \mathbb{I}\left(\delta_{i}\right)}$ and where $\nabla_{i, I}^{\xi}\left(a_{i, I}\right)$ corresponds to the local representation of $\nabla_{i, I}\left(a_{i, I}\right)(\xi)$ obtained from our choice of trivialization. Namely,
for any $a \in H^{0}\left(Y, L^{\varepsilon_{i}}\right)$, if we denote by $a_{U} \in \mathscr{O}(U)$ the corresponding holomorphic function under our choice of trivialization, then

$$
\begin{align*}
\nabla_{i, I}^{\xi}(a) & :=\left((r+1) p_{i}^{*} a_{U} \mathrm{~d}\left(p_{i}^{*} \tau_{U}^{I}\right)+p_{i}^{*} \tau_{U}^{I}\left(\mathrm{~d}\left(p_{i}^{*} a_{U}\right)-p_{i}^{*} a_{U} \frac{\mathrm{~d} t_{i}}{t_{i}}\right)\right)(\xi)  \tag{3.4}\\
& =\left((r+1) a_{U} \mathrm{~d} \tau_{U}^{I}+\tau_{U}^{I} \mathrm{~d} a_{U}\right)\left(\mathrm{d} p_{i}(\xi)\right)-p_{i}^{*}\left(\tau_{U}^{I} a_{U}\right) \frac{\mathrm{d} t_{i}}{t_{i}}(\xi)
\end{align*}
$$

Observe that $\nabla_{i, I}^{\xi}: H^{0}\left(Y, L^{\varepsilon_{i}}\right) \rightarrow \mathbb{C}$ is linear for each $I$.
We are now going to estimate the rank of $\nabla_{i}^{\xi}$. Let us first introduce a natural stratification on $Y$. Given any $J \subset\{0, \ldots, n\}$, define

$$
Y_{J}:=\left\{y \in Y \mid \tau_{j}(y)=0 \Leftrightarrow j \in J\right\}
$$

Observe that since $\tau_{0}, \ldots, \tau_{n}$ are supposed to be in general position, each $Y_{J}$ is smooth of dimension $n-\# J$. Moreover, the family $\left(Y_{J}\right)_{J} \subset\{0, \ldots, n\}$ is a stratification of $Y$.

Lemma 3.5. - Same notation as above. Take $\ell \in \mathbb{L}_{i}$ and a non-zero $\xi \in T_{\mathbb{L}_{i}}(-\log Y)_{\ell}$. Set $y=p_{i}(\ell)$ and let $J \subset\{0, \ldots, n\}$ be such that $y \in Y_{J}$. Set $k=n-\# J$. Then

$$
\operatorname{rank} \nabla_{i}^{\xi} \geqslant \operatorname{rank}\left(\operatorname{res}_{J}^{\delta_{i}} \circ \nabla_{i}^{\xi}\right) \geqslant\binom{ k+\delta_{i}}{k}
$$

Proof. - The first inequality being obvious, we only prove the second one. Observe that the linear map

$$
\begin{equation*}
\operatorname{res}_{J}^{\delta_{i}} \circ \nabla_{i}^{\xi}=\left(\nabla_{i, I}^{\xi}\right)_{I \in \mathbb{I}_{J}\left(\delta_{i}\right)} \tag{3.5}
\end{equation*}
$$

is diagonal by blocs. Therefore we just have to study the rank of $\nabla_{i, I}^{\xi}$ for each $I$ such that $|I|=\delta_{i}$ and $\operatorname{Supp}(I) \cap J=\varnothing$. There are precisely $\binom{k+\delta_{i}}{k}$ such multi-indices $I$, and therefore it suffices to prove that for each of these, $\operatorname{rank}\left(\nabla_{i, I}^{\xi}\right)=1$ or equivalently, $\nabla_{i, I}^{\xi} \neq 0$.

Fix $I$ such that $\tau^{I}(y) \neq 0$. If $\mathrm{d} p_{i}(\xi)=0$ then there exists $\lambda \in \mathbb{C}^{*}$ such that $\xi=\lambda \cdot t_{i} \frac{\partial}{\partial t_{i}}$. Since $L$ is very ample and $\varepsilon_{i} \geqslant 1$, there exists $a \in H^{0}\left(Y, L^{\varepsilon_{i}}\right)$ such that $a(y) \neq 0$. Thus (with $a_{U} \in \mathscr{O}(U)$ as above)

$$
\begin{aligned}
\nabla_{i, I}^{\xi}(a) & =\left((r+1) a_{U} \mathrm{~d} \tau_{U}^{I}+\tau_{U}^{I} \mathrm{~d} a_{U}\right)\left(\mathrm{d} p_{i}(\xi)\right)-\left(\tau_{U}^{I} a_{U}\right)(y) \frac{\mathrm{d} t_{i}}{t_{i}}(\xi) \\
& =-\lambda a_{U}(y) \tau^{I}(y) \neq 0
\end{aligned}
$$

If $\mathrm{d} p_{i}(\xi) \neq 0$, it also follows from the very ampleness of $L$ that there exists $a \in H^{0}\left(Y, L^{\varepsilon_{i}}\right)$ such that

$$
a_{U}(y)=0 \quad \text { and } \quad \mathrm{d} a_{U}\left(\mathrm{~d} p_{i}(\xi)\right) \neq 0
$$

Therefore $\nabla_{i, I}^{\xi}(a)=\tau^{I}(y) \mathrm{d} a_{U}\left(\mathrm{~d} p_{i}(\xi)\right) \neq 0$. Hence the result.

This lemma allows us to control the indeterminacies of $\Phi_{i}$ in the following way.

Proposition 3.6. - Assume $\delta_{i} \geqslant 2 n$. Then there exists a non-empty open set $\mathbb{A}_{i}^{\text {def }} \subset \mathbb{A}_{i}$ such that the indeterminacy locus of $\Phi_{i}$ does not intersect $\mathbb{A}_{i}^{\operatorname{def}} \times \mathbb{L}_{i, 1}(Y)$.

Proof. - Let us define

$$
B:=\left\{\left(\mathbf{a}_{i},[\xi]\right) \in \mathbb{A}_{i} \times \mathbb{L}_{i, 1}(Y) \mid \nabla_{i, I}\left(a_{i, I}\right)(\xi)=0 \quad \forall I\right\}
$$

Certainly the indeterminacy locus of $\Psi_{i}$ is contained in $B$. We are now going to prove that $B$ does not dominate $\mathbb{A}_{i}$ under the projection $\mathrm{pr}_{1}$ (here we denote by $\mathrm{pr}_{1}$ and $\mathrm{pr}_{2}$ the projections from $\mathbb{A}_{i} \times \mathbb{L}_{i, 1}(Y)$ to each factor). To prove this we are going to prove that for each $J \subset\{0, \ldots, n\}$ the locus

$$
B_{J}=B \cap\left(p_{i} \circ \pi_{i} \circ \operatorname{pr}_{2}\right)^{-1}\left(Y_{J}\right)
$$

does not dominate $\mathbb{A}_{i}$. This will be done by dimension count.
Fix $J \subset\{0, \ldots, n\}$. Let us first suppose that $k:=n-\# J>0$. Fix $[\xi] \in\left(p \circ p_{i}\right)^{-1}\left(Y_{J}\right)$ and set $B_{\xi}=B \cap \operatorname{pr}_{2}^{-1}([\xi])$. The projection $\mathrm{pr}_{1}$ induces an isomorphism

$$
B_{\xi} \cong \operatorname{pr}_{1}\left(B_{\xi}\right)=\operatorname{ker} \nabla_{i}^{\xi}
$$

Thus by Lemma 3.5, we obtain, in view of our hypothesis on $\delta_{i}$ :

$$
\operatorname{dim} B_{\xi}=\operatorname{dim} \mathbb{A}_{i}-\operatorname{rank} \nabla_{i}^{\xi} \leqslant \operatorname{dim} \mathbb{A}_{i}-\binom{k+\delta_{i}}{k} \leqslant \operatorname{dim} \mathbb{A}_{i}-\left(k+\delta_{i}\right)
$$

Therefore

$$
\begin{aligned}
& \operatorname{dim} B_{J} \leqslant \operatorname{dim}\left(p_{i} \circ \pi_{i} \circ \operatorname{pr}_{2}\right)^{-1}\left(Y_{J}\right)+\operatorname{dim} \mathbb{A}_{i}-k-\delta_{i} \\
&=2 n+1-k+\operatorname{dim} \mathbb{A}_{i}-k-\delta_{i}<\operatorname{dim} \mathbb{A}_{i}
\end{aligned}
$$

Hence $B_{J}$ can not dominate $\mathbb{A}_{i}$.
Let us now suppose $n-\# J=0$. Recall that $Y_{J}$ is of dimension 0 . Fix $y \in Y_{J}$. We will prove that $B \cap\left(p_{i} \circ \pi_{i} \circ \operatorname{pr}_{2}\right)^{-1}(y)$ does not dominate $\mathbb{A}_{i}$. This will prove that $B_{J}$ does not dominate $\mathbb{A}_{i}$ since there are only finitely many points in $Y$. Without loss of generality, we may assume that $J=\{1, \ldots, n\}$. Take an open neighborhood $U$ of $y$ in $Y$ with the coordinates $\left(z_{1}, \ldots, z_{n}\right)$ centered at $y$ such that $\left(\tau_{j}=0\right)=\left(z_{j}=0\right)$ for all $j \in\{1, \ldots, n\}$, and such that $\left(\tau_{0}=0\right) \cap U=\varnothing$. Then there exists natural coordinates $\left(t_{i}, z_{1}, \ldots, z_{n}\right)$ for $p_{i}^{-1}(U) \simeq \mathbb{C} \times U$ such that $Y \cap p_{i}^{-1}(U)=\left(t_{i}=0\right)$. In this setting, one
has an isomorphism

$$
\begin{aligned}
\mathbb{C} \times U \times \mathbb{P}^{n} & \simeq \simeq \mathbb{L}_{i, 1}(Y) \\
\left(t_{i}, z,\left[\xi_{0}, \ldots, \xi_{n}\right]\right) & \longmapsto\left(t_{i}, z,\left[\xi_{0} t_{i} \frac{\partial}{\partial t_{i}}+\xi_{1} \frac{\partial}{\partial z_{1}}+\cdots+\xi_{n} \frac{\partial}{\partial z_{n}}\right]\right) .
\end{aligned}
$$

Let us now observe that for any $\xi=\xi_{0} t_{i} \frac{\partial}{\partial t_{i}}+\xi_{1} \frac{\partial}{\partial z_{1}}+\cdots+\xi_{n} \frac{\partial}{\partial z_{n}}$, (3.4) implies (let us drop here the local notation $a_{U}, \tau_{U}^{I}$ for readability)

$$
\nabla_{i, I}^{\xi}(a)=\left((r+1) a \mathrm{~d} \tau^{I}-\tau^{I} \mathrm{~d} a\right)\left(\xi^{\prime}\right)+\xi_{0} a \tau^{I}
$$

where $\xi^{\prime}=\xi_{1} \frac{\partial}{\partial z_{1}}+\cdots+\xi_{n} \frac{\partial}{\partial z_{n}}$. This expression is independent of the variable $t_{i}$. Therefore, there exists $B_{y} \subset \mathbb{A}_{i} \times \mathbb{P}^{n}$ such that if one denotes by $\operatorname{pr}_{14}: \mathbb{A}_{i} \times \mathbb{C} \times\{y\} \times \mathbb{P}^{n} \rightarrow \mathbb{A}_{i} \times \mathbb{P}^{n}$ the canonical projection, under our choice of coordinates,

$$
B \cap\left(p_{i} \circ \pi_{i} \circ \operatorname{pr}_{2}\right)^{-1}(y) \cong \operatorname{pr}_{14}^{-1}\left(B_{y}\right)
$$

We are therefore reduced to prove that $B_{y}$ does not dominate $\mathbb{A}_{i}$. Take $I=\left(i_{0}, \ldots, i_{n}\right) \in \mathbb{I}\left(\delta_{i}\right)$ and $\mathbf{a}_{i} \in \mathbb{A}_{i}$. If $i_{0} \leqslant \delta_{i}-2$ then $\left.\nabla_{i, I}^{\xi}\left(a_{i, I}\right)\right|_{y}=0$. If $I=\left(\delta_{i}, 0, \ldots, 0\right)$ then
$f_{y}^{0}\left(\mathbf{a}_{i}, \xi\right):=\left.\nabla_{i, I}^{\xi}\left(a_{i, I}\right)\right|_{y}=\left((r+1) a_{i, I} \delta_{i} \tau_{0}^{\delta_{i}-1} \mathrm{~d} \tau_{0}-\tau_{0}^{\delta_{i}} \mathrm{~d} a_{i, I}\right)\left(\xi^{\prime}\right)+\xi_{0} a_{i, I} \tau_{0}^{\delta_{0}}$, and if there exists $j \in\{1, \ldots, n\}$ such $I=\left(\delta_{0}-1,0, \ldots, 1, \ldots, 0\right)$ where the element " 1 " is at slot number $j$, then

$$
f_{y}^{j}\left(\mathbf{a}_{i}, \xi\right):=\left.\nabla_{i, I}^{\xi}\left(a_{i, I}\right)\right|_{y}=(r+1) \frac{\partial a_{i, I}}{\partial z_{j}} \xi_{j} \tau_{0}^{\delta_{i}-1}
$$

With this notation one has

$$
B_{y}=\left\{\left(\mathbf{a}_{i},[\xi]\right) \in \mathbb{A}_{i} \times \mathbb{P}^{n} \mid f_{y}^{0}\left(\mathbf{a}_{i}, \xi\right)=\cdots=f_{y}^{n}\left(\mathbf{a}_{i}, \xi\right)=0\right\}
$$

Hence, for any $[\xi] \in \mathbb{P}^{n}$, one has $B_{y} \cap\left(\mathbb{A}_{i} \times\{[\xi]\}\right)=\operatorname{ker}\left(f_{y}(\cdot, \xi)\right)$, where

$$
f_{y}(\cdot, \xi)=\left(f_{y}^{0}(\cdot, \xi), \ldots, f_{y}^{n}(\cdot, \xi)\right): \mathbb{A}_{i} \longrightarrow \mathbb{C}^{n+1}
$$

is the linear map induced by the different $f_{y}^{j}(\cdot, \xi)$ 's. Let us now stratify $\mathbb{P}^{n}$ as follows: for any $K \subset\{1, \ldots, n\}$ define

$$
\Sigma(K):=\left\{[\xi] \in \mathbb{P}^{n} \mid \forall j \in\{1, \ldots, n\}, \xi_{j}=0 \Leftrightarrow j \in K\right\} .
$$

One has $\operatorname{dim} \Sigma(K)=n-\# K$. Moreover, for any $[\xi] \in \Sigma(K)$ one verifies easily that rank $f_{y}(\cdot, \xi)=1+n-\# K$, and therefore

$$
\begin{aligned}
\operatorname{dim} B_{y} \cap\left(\mathbb{A}_{i} \times \Sigma(K)\right) & =\operatorname{dim} \mathbb{A}_{i}-(1+n-\# K)+\operatorname{dim} \Sigma(K) \\
& =\operatorname{dim} \mathbb{A}_{i}-1<\operatorname{dim} \mathbb{A}_{i}
\end{aligned}
$$

Therefore, for any $K \subset\{1, \ldots, n\}, B_{y} \cap\left(\mathbb{A}_{i} \times \Sigma(K)\right)$ does not dominate $\mathbb{A}_{i}$, and since the family $\Sigma(K)$ stratifies $\mathbb{P}^{n}$, the locus $B_{y}$ does not dominate $\mathbb{A}_{i}$ either, which implies the result.

Remark 3.7. - In fact Proposition 3.6 still holds under the weaker assumption $\delta_{i} \geqslant 3$, but the proof would require the use of a more intricate stratification, similar to the one used in [6]. Since we will soon suppose that $\delta_{i} \geqslant 4 n-1 \geqslant 2 n$, we chose to present this non-optimal result in order to avoid those complications.

Let us define

$$
\mathbb{A}^{\text {def }}:=\left(\mathbb{A}_{1}^{\text {def }} \times \cdots \times \mathbb{A}_{n}^{\text {def }}\right) \cap \mathbb{A}^{\text {sm }} \subset \mathbb{A} .
$$

Recall that $q_{i}:\left(\mathbb{V}, D_{i}\right) \rightarrow\left(\mathbb{L}_{i}, Y\right)$ is a morphism of smooth log pairs and therefore we obtain a morphism

$$
{ }^{t} \mathrm{~d} q_{i}: q_{i}^{*} \Omega_{\mathbb{L}_{i}}(\log Y) \longrightarrow \Omega_{\mathbb{V}}\left(\log D_{i}\right)
$$

Composing this map with the map $\Omega_{\mathbb{V}}\left(\log D_{i}\right) \hookrightarrow \Omega_{\mathbb{V}}(\log D)$, twisting it by $p_{\mathbb{V}}^{*} L^{\varepsilon_{i}+\delta_{i}}$, and applying the global section functor, we obtain a $\mathbb{C}$-linear map

$$
\begin{aligned}
H^{0}\left(\mathbb{L}_{i}, \Omega_{\mathbb{L}_{i}}(\log Y) \otimes p_{i}^{*} L^{\varepsilon_{i}+\delta_{i}}\right) & \longrightarrow H^{0}\left(\mathbb{V}, \Omega_{\mathbb{V}}(\log D) \otimes p_{\mathbb{V}}^{*} L^{\varepsilon_{i}+\delta_{i}}\right) \\
& \cong H^{0}\left(\mathbb{V}_{1}(D), \mathscr{O}_{\mathbb{V}_{1}(D)}(1) \otimes \pi_{\mathbb{V}}^{*} p_{\mathbb{V}}^{*} L^{\varepsilon_{i}+\delta_{i}}\right)
\end{aligned}
$$

For any $I \in \mathbb{I}\left(\delta_{i}\right)$ and any $a \in H^{0}\left(Y, L^{\varepsilon_{i}}\right)$, we denote by

$$
\nabla_{i, I}^{\prime}(a) \in H^{0}\left(\mathbb{V}_{1}(D), \mathscr{O}_{\mathbb{V}_{1}(D)}(1) \otimes \pi_{\mathbb{V}}^{*} p_{\mathbb{V}}^{*} L^{\varepsilon_{i}+\delta_{i}}\right)
$$

the image of $\nabla_{i, I}(a)$ under the above composition. It follows from Proposition 2.3 that this global section vanishes along the ideal $\mathscr{J}_{i}$ (with the notation of Definition 2.2 for the $\log$ pair $(\mathbb{V}, D)$ ), namely

$$
\begin{equation*}
\nabla_{i, I}^{\prime}(a) \in H^{0}\left(\mathbb{V}_{1}(D), \mathscr{O}_{\mathbb{V}_{1}(D)}(1) \otimes \pi_{\mathbb{V}}^{*} p_{\mathbb{V}}^{*} L^{\varepsilon_{i}+\delta_{i}} \otimes \mathscr{J}_{i}\right) \tag{3.6}
\end{equation*}
$$

Since the resolution algorithm defined in Proposition 2.9 provides in particular a $\log$ resolution of $\mathscr{J}_{i}$, one has

$$
\begin{equation*}
\mu^{*} \mathscr{J}_{i}=\mathscr{O}_{\widehat{\mathbb{V}}_{1}(D)}\left(-F_{i}\right) \tag{3.7}
\end{equation*}
$$

for some effective divisor $F_{i}$ on $\widehat{\mathbb{V}}_{1}(D)$. Since $\widehat{\mathbb{V}}_{1}(D)$ is smooth, it follows from (3.6) that there exists

$$
\widehat{\nabla}_{i, I}(a) \in H^{0}\left(\widehat{\mathbb{V}}_{1}(D), \mu^{*}\left(\mathscr{O}_{\widehat{\mathbb{V}}_{1}(D)}(1) \otimes \pi_{\mathbb{V}}^{*} p_{\mathbb{V}}^{*} L^{\varepsilon_{i}+\delta_{i}}\right) \otimes \mathscr{O}_{\widehat{\mathbb{V}}_{1}(D)}\left(-F_{i}\right)\right)
$$

such that

$$
\widehat{\nabla}_{i, I}(a)=F_{i} \cdot \mu^{*} \nabla_{i, I}^{\prime}(a)
$$

Then, as in (3.2), we define a rational map

$$
\begin{aligned}
\widehat{\Phi}_{i}: \mathbb{A}_{i} \times \widehat{\mathbb{V}}_{1}(D) & \rightarrow\left|\mathscr{O}_{\mathbb{P}^{n}}\left(\delta_{i}\right)\right| \\
\left(\mathbf{a}_{i}, \hat{w}\right) & \longmapsto\left[\sum_{I \in \mathbb{I}\left(\delta_{i}\right)} \hat{\nabla}_{i, I}\left(a_{i, I}\right)(\hat{w}) x^{I}\right] .
\end{aligned}
$$

By Proposition 2.9, $\mu$ resolves the indeterminacies of the rational map $\gamma_{i}: \mathbb{V}_{1}(D) \rightarrow \mathbb{V}_{1}\left(D_{i}\right)$. Let us denote by $\nu_{i}=\gamma_{i} \circ \mu$. By the definition of $\widehat{\nabla}_{i, I}$ one can easily show that one has the following commutative diagram

where $\mathbb{1}$ denotes the identity on $\mathbb{A}_{i}$. Let us now define $\mathbb{V}_{1}\left(D_{i}\right)^{\circ}$ to be the locus where $\left[{ }^{t} \mathrm{~d} q_{i}\right]$ is regular (i.e. the complement of the indeterminacy locus of $\left[{ }^{t} \mathrm{~d} q_{i}\right]$ ), and let us define

$$
\widehat{\mathbb{V}}_{1}(D)^{\circ, i}:=\nu_{i}^{-1}\left(\mathbb{V}_{1}\left(D_{i}\right)^{\circ}\right)
$$

Then we have the following.
LEMMA 3.8. - For any $\mathbf{a}=\left(\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right) \in \mathbb{A}^{\mathrm{sm}}, \widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right) \subset \widehat{\mathbb{V}}_{1}(D)^{\circ, i}$. In particular, the restriction of $\mathbb{1} \times\left(\left[{ }^{t} \mathrm{~d} q_{i}\right] \circ \nu_{i}\right)$ to $\widehat{\mathscr{Z}}_{1}^{\mathrm{rel}}(\mathscr{D})$ is regular :

$$
\widehat{\mathscr{Z}}_{1}^{\mathrm{rel}}(\mathscr{D}) \subset \mathbb{A}^{\mathrm{sm}} \times \widehat{\mathbb{V}}_{1}(D)^{\mathrm{o}, i} \longrightarrow \mathbb{A}_{i} \times \mathbb{L}_{i, 1}(Y)
$$

Proof. - By Proposition 2.9, one has $\nu_{i}\left(\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)\right)=Z_{\mathbf{a}, 1}\left(D_{i, \mathbf{a}}\right)$. It thus suffices to prove that $Z_{\mathbf{a}, 1}\left(D_{i, \mathbf{a}}\right) \subset \mathbb{V}_{1}\left(D_{i}\right)^{\circ}$. Let $[\xi] \in \mathbb{V}_{1}\left(D_{i}\right)$ be in the indeterminacy locus of $\left[{ }^{t} \mathrm{~d} q_{i}\right]$. This means that $\mathrm{d} q_{i}(\xi)=0$ in $T \mathbb{L}_{i}(-\log Y)$, from which we deduce that $\xi \neq 0$ when seen as a vector in $T \mathbb{V}$. Assume moreover that $[\xi] \in Z_{\mathbf{a}, 1}\left(D_{i, \mathbf{a}}\right)$. Then $d\left(\left.p_{\mathbb{V}}\right|_{Z_{\mathbf{a}}}\right)(\xi) \neq 0$ in $T Y$ since $\left.p_{\mathrm{V}}\right|_{Z_{\mathbf{a}}}: Z_{\mathbf{a}} \rightarrow Y$ is a biholomorphism. But then from the commutative diagram

one deduces that $\mathrm{d} q_{i}(\xi) \neq 0$ in $T \mathbb{L}_{i}$, and a fortiori $\mathrm{d} q_{i}(\xi) \neq 0$ in $T \mathbb{L}_{i}(-\log Y)$, which is a contradiction.

Since we will be working simultaneously with all $i \in\{1, \ldots, n\}$ we define

$$
\widehat{\mathbb{V}}_{1}(D)^{\circ}:=\bigcap_{i=1}^{n} \widehat{\mathbb{V}}_{1}(D)^{\circ, i}
$$

Define a rational map

$$
\begin{aligned}
\widehat{\Phi}: \mathbb{A} \times \widehat{\mathbb{V}}_{1}(D) & -\rightarrow\left|\mathscr{O}_{\mathbb{P}^{n}}\left(\delta_{1}\right)\right| \times \cdots \times\left|\mathscr{O}_{\mathbb{P}^{n}}\left(\delta_{n}\right)\right| \\
(\mathbf{a}, \hat{w}) & \longmapsto\left(\widehat{\Phi}_{1}\left(\mathbf{a}_{1}, \hat{w}\right), \ldots, \widehat{\Phi}_{n}\left(\mathbf{a}_{n}, \hat{w}\right)\right)
\end{aligned}
$$

then by Proposition 3.6, (3.8) and Lemma 3.8, its restriction to $\mathbb{A}^{\text {def }} \times \widehat{\mathbb{V}}_{1}(D)^{\circ}$ is regular. In particular, the restriction of $\widehat{\Phi}$ to $\widehat{\mathscr{Z}}_{1}^{\text {rel }}(D)$ is also regular.

### 3.5. Universal complete intersections

Let us define

$$
\mathbb{G}:=\left|\mathscr{O}_{\mathbb{P}^{n}}\left(\delta_{1}\right)\right| \times \cdots \times\left|\mathscr{O}_{\mathbb{P}^{n}}\left(\delta_{n}\right)\right|
$$

and let $\mathscr{Y} \subset \mathbb{G} \times \mathbb{P}^{n}$ be the universal, smooth, complete intersection

$$
\mathscr{Y}:=\left\{\left(P_{1}, \ldots, P_{n},[x]\right) \in \mathbb{G} \times \mathbb{P}^{n} \mid P_{1}(x)=\cdots=P_{n}(x)=0\right\} .
$$

This object was of critical importance in $[5,6,16]$.
Let us define

$$
\begin{aligned}
\widehat{\Psi}: \mathbb{A}^{\operatorname{def}} \times \widehat{\mathbb{V}}_{1}(D)^{\circ} & \longrightarrow \mathbb{G} \times \mathbb{P}^{n} \\
(\mathbf{a}, \hat{w}) & \longmapsto\left(\widehat{\Phi}(\mathbf{a}, \hat{w}),\left[\tau_{0}(\hat{w})^{r}, \ldots, \tau_{n}(\hat{w})^{r}\right]\right) .
\end{aligned}
$$

where $\tau_{i}(\hat{w}):=\tau_{i}\left(p_{\mathbb{V}} \circ \pi_{\mathbb{V}} \circ \mu(\hat{w})\right)$ for each $i \in\{0, \ldots, n\}$. Let us also define $\widehat{\mathscr{Z}_{1}^{\text {rel }}}:=\widehat{\mathscr{Z}_{1}^{\text {rel }}}(\mathscr{D}) \cap\left(\mathbb{A}^{\text {def }} \times \widehat{\mathbb{V}}_{1}(D)\right)$.

Proposition 3.9. - When restricted to $\widehat{\mathscr{Z}_{1}^{\text {rel }}} \subset \mathbb{A}^{\text {def }} \times \widehat{\mathbb{V}}_{1}(D)^{\circ}$, the morphism $\widehat{\Psi}$ factors through $\mathscr{Y}$ :

$$
\left.\widehat{\Psi}\right|_{\widehat{\mathscr{Z}}_{1}^{\mathrm{rel}}}: \widehat{\mathscr{Z}}_{1}^{\mathrm{rel}} \longrightarrow \mathscr{Y} \subset \mathbb{G} \times \mathbb{P}^{n}
$$

Proof. - We will prove that for any $\mathbf{a} \in \mathbb{A}^{\text {def }}$ one has $\widehat{\Psi}\left(\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)\right) \subset \mathscr{Y}$. Recall the notation of Section 3.3 and Section 3.4. Fix $\mathbf{a}=\left(\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}\right) \in$ $\mathbb{A}^{\text {def }}$. For any $i \in\{1, \ldots, n\}$ let us define

$$
E^{i}:=\left(T_{\mathbb{L}_{i}}-p_{i}^{*} \sigma_{i}\left(\mathbf{a}_{i}\right)=0\right) \subset \mathbb{L}_{i}
$$

Observe that by definition of $Z_{\mathbf{a}}$, one has

$$
\left[{ }^{t} \mathrm{~d} q_{i}\right] \circ \nu_{i}\left(\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)\right) \subset\left[^{t} \mathrm{~d} q_{i}\right]\left(Z_{\mathbf{a}, 1}\left(D_{i, \mathbf{a}}\right)\right) \subset E_{1}^{i}\left(\left.Y\right|_{E^{i}}\right)
$$

Consider the map $\Psi^{i}: \mathbb{L}_{i, 1}(Y) \rightarrow\left|\mathscr{O}_{\mathbb{P}^{n}}\left(\delta_{i}\right)\right| \times \mathbb{P}^{n}$ defined by

$$
\Psi^{i}([\xi]):=\left(\Phi_{i}\left(\mathbf{a}_{i},[\xi]\right),\left[\tau_{0}(y)^{r}, \ldots, \tau_{n}(y)^{r}\right]\right)
$$

where $y=p_{i} \circ \pi_{i}([\xi])$. From Diagram (3.8) we are reduced to prove that for any $i \in\{1, \ldots, n\}$ one has $\Psi^{i}\left(E_{1}^{i}\left(\left.Y\right|_{E^{i}}\right)\right) \subset \mathscr{Y}^{i}$ where

$$
\mathscr{Y}^{i}:=\left\{\left(P_{i},[x]\right) \in\left|\mathscr{O}_{\mathbb{P}^{n}}\left(\delta_{i}\right)\right| \times \mathbb{P}^{n} \mid P(x)=0\right\}
$$

To see this, we apply the tautological relation (2.12) to the connection $\nabla_{i}$ associated to $T_{\mathbb{L}_{i}}$ and obtain

$$
\nabla_{i}\left(T_{\mathbb{L}_{i}}\right)=0 \in H^{0}\left(\mathbb{L}_{i}, \Omega_{\mathbb{L}_{i}}(\log Y)\right) .
$$

When restricted to $E^{i}$, this implies that

$$
0=\nabla_{i}\left(T_{\mathbb{L}_{i}}\right)=-\nabla_{i}\left(p_{i}^{*} \sigma_{i}\left(\mathbf{a}_{i}\right)\right)=-\sum_{I \in \mathbb{I}\left(\delta_{i}\right)} \nabla_{i, I}\left(a_{i, I}\right) p_{i}^{*}\left(\tau^{r I}\right)
$$

when viewed as element in $H^{0}\left(E^{i}, \Omega_{E^{i}}\left(\left.\log Y\right|_{E^{i}}\right) \otimes L^{\varepsilon_{i}+\delta_{i}}\right)$. From this it follows that for any $[\xi] \in E_{1}^{i}\left(\left.Y\right|_{E^{i}}\right)$ one has $\Psi^{i}([\xi]) \in \mathscr{Y}^{i}$, hence the result.

We will need to consider a slightly modified version of $\mathscr{Y}$ on each strata $Y_{J}$. For any $J \subset\{0, \ldots, n\}$ we define

$$
\mathscr{Y}_{J}:=\mathscr{Y} \cap\left(\mathbb{G} \times \mathbb{P}_{J}\right) \subset \mathbb{G} \times \mathbb{P}^{n}
$$

Define also $\widehat{\mathbb{V}}_{1, J}(D)^{\circ}:=\widehat{\mathbb{V}}_{1}(D)^{\circ} \cap\left(p_{\mathrm{V}} \circ \pi_{\mathrm{V}} \circ \mu\right)^{-1}\left(Y_{J}\right)$ and $\widehat{\mathscr{Z}}_{1, J}^{\text {rel }}:=\widehat{\mathscr{Z}}_{1}^{\text {rel }} \cap$ $\widehat{\mathbb{V}}_{1, J}(D)^{\circ}$. Observe that by the very definition of $Y_{J}$ and $\mathbb{P}_{J}$, we have that for any $y \in Y_{J},\left[\tau_{0}(y)^{r}, \ldots, \tau_{n}(y)^{r}\right] \in \mathbb{P}_{J}$. Therefore $\widehat{\Psi}\left(\mathbb{A}^{\text {def }} \times \widehat{\mathbb{V}}_{1, J}(D)^{\circ}\right) \subset$ $\mathbb{G} \times \mathbb{P}_{J}$ and therefore, combining this with Proposition 3.9 we deduce that $\widehat{\Psi}$ factors through $\mathscr{Y}_{J}$ when restricted to $\widehat{\mathscr{Z}_{1, J}^{\text {rel }} \text { : }}$

$$
\begin{equation*}
\left.\widehat{\Psi}\right|_{\widehat{\mathscr{Z}}_{1, J}^{\text {rel }}}: \widehat{\mathscr{Z}}_{1, J}^{\text {rel }} \longrightarrow \mathscr{Y}_{J} \subset \mathbb{G} \times \mathbb{P}_{J} . \tag{3.9}
\end{equation*}
$$

Observe that the morphism $\rho_{J}: \mathscr{Y}_{J} \rightarrow \mathbb{G}$ induced by the projection $\mathbb{G} \times \mathbb{P}_{J} \rightarrow \mathbb{G}$ is generically finite. Let us define

$$
\mathbb{G}_{J}^{\infty}:=\left\{\Delta \in \mathbb{G} \mid \operatorname{dim}\left(\rho_{J}^{-1}(\Delta)\right)>0\right\} \subset \mathbb{G}
$$

which is a closed subset of $\mathbb{G}$.
Now we are ready to prove the following lemma:
Lemma 3.10. - Assume that $\delta_{i} \geqslant 4 n-1$ for any $i \in\{1, \ldots, n\}$. Then there exists a non-empty Zariski open subset $\mathbb{A}^{\text {nef }} \subset \mathbb{A}^{\text {def }}$ such that for any $J \subset\{0, \ldots, n\}$,

$$
\widehat{\Phi}^{-1}\left(\mathbb{G}_{J}^{\infty}\right) \cap\left(\mathbb{A}^{\mathrm{nef}} \times \widehat{\mathbb{V}}_{1, J}(D)^{\circ}\right)=\varnothing
$$

Proof. - Take $J \subset\{0, \ldots, n\}$. Fix $\hat{w} \in \widehat{\mathbb{V}}_{1, J}(D)^{\circ}$ and set $y=$ $\left(p_{\mathbb{V}} \circ \pi_{\mathbb{V}} \circ \mu\right)(\hat{w}) \in Y_{J}$. For any $i \in\{1, \ldots, n\}$, define $\ell_{i}=\left(q_{i} \circ \pi_{\mathbb{V}, D_{i}} \circ \nu_{i}\right)(\hat{w})$ and let $\xi_{i} \in T_{\mathbb{L}_{i}}(-\log Y)_{\ell_{i}}$ such that $\left[\xi_{i}\right]=\left[{ }^{t} \mathrm{~d} q_{i}\right] \circ \nu_{i}(\hat{w})$. Then $p_{i}\left(\ell_{i}\right)=y$. The following commutative diagram summarizes the maps between the different spaces under consideration.


Fix a neighborhood $U \subset Y$ of $y$ with a fixed choice of trivialization of $\left.L\right|_{U}$ and consider the map (recall (3.5))

$$
\begin{aligned}
\operatorname{res}_{J}^{\delta_{i}} \circ \nabla_{i}^{\xi_{i}}: \mathbb{A}_{i} & \longrightarrow H^{0}\left(\mathbb{P}_{J}, \mathscr{O}_{\mathbb{P}_{J}}\left(\delta_{i}\right)\right) \\
\mathbf{a}_{i} & \longrightarrow \sum_{I \in \mathbb{I}_{J}\left(\delta_{i}\right)} \nabla_{i, I}^{\xi_{i}}\left(a_{i, I}\right) x^{I} .
\end{aligned}
$$

Define $\widetilde{\mathbb{G}}_{J}:=\prod_{i=1}^{n} H^{0}\left(\mathbb{P}_{J}, \mathscr{O}_{\mathbb{P}_{J}}\left(\delta_{i}\right)\right)$ and define

$$
\nabla_{J}^{\hat{w}}:=\left(\operatorname{res}_{J}^{\delta_{1}} \circ \nabla_{1}^{\xi_{1}}, \ldots, \operatorname{res}_{J}^{\delta_{n}} \circ \nabla_{n}^{\xi_{n}}\right): \mathbb{A} \longrightarrow \widetilde{\mathbb{G}}_{J}
$$

Consider moreover the complete intersection

$$
\widetilde{\mathscr{Y}}_{J}:=\left\{\left(P_{1}, \ldots, P_{n},[x]\right) \in \widetilde{\mathbb{G}}_{J} \times \mathbb{P}_{J} \mid P_{1}(x)=\cdots=P_{n}(x)=0\right\}
$$

and let us denote by $\tilde{\rho}_{J}: \widetilde{\mathscr{G}}_{J} \rightarrow \widetilde{\mathbb{G}}_{J}$ the morphism induced by the projection on the first factor. Observe that $\tilde{\rho}_{J}$ is generically finite and let us define

$$
\widetilde{\mathbb{G}}_{J}^{\infty}:=\left\{\Delta \in \widetilde{\mathbb{G}}_{J} \mid \operatorname{dim}\left(\tilde{\rho}_{J}^{-1}(\Delta)\right)>0\right\} .
$$

This is a closed algebraic subset of $\widetilde{\mathbb{G}}_{J}$. Let us now denote by $\hat{\mathrm{pr}}_{1}: \mathbb{A}^{\text {def }} \times$ $\widehat{\mathbb{V}}_{1, J}(D)^{\circ} \rightarrow \mathbb{A}^{\text {def }}$ and $\hat{\mathrm{pr}_{2}}: \mathbb{A}^{\text {def }} \times \widehat{\mathbb{V}}_{1, J}(D)^{\circ} \rightarrow \widehat{\mathbb{V}}_{1, J}(D)^{\circ}$ the projections on the first and second factor. Then $\hat{\mathrm{pr}}_{1}$ induces an isomorphism

$$
\widehat{\Phi}^{-1}\left(\mathbb{G}_{J}^{\infty}\right) \cap \hat{\mathrm{pr}}_{2}^{-1}(\{\hat{w}\}) \xrightarrow{\sim} \hat{\mathrm{pr}}_{1}\left(\widehat{\Phi}^{-1}\left(\mathbb{G}_{J}^{\infty}\right) \cap \hat{\mathrm{pr}}_{2}^{-1}(\{\hat{w}\})\right)
$$

On the other hand, one has

$$
\hat{\operatorname{pr}}_{1}\left(\widehat{\Phi}^{-1}\left(\mathbb{G}_{J}^{\infty}\right) \cap \hat{\operatorname{pr}}_{2}^{-1}(\{\hat{w}\})\right)=\left(\nabla_{J}^{\hat{w}}\right)^{-1}\left(\widetilde{\mathbb{G}}_{J}^{\infty}\right) \cap \mathbb{A}^{\text {def }}
$$

Indeed, for any $\mathbf{a} \in \mathbb{A}^{\text {def }}$,

$$
\widehat{\Phi}(\mathbf{a}, \hat{w})=\left(\Phi_{1}\left(\mathbf{a}_{1},\left[\xi_{1}\right]\right), \ldots, \Phi_{n}\left(\mathbf{a}_{n},\left[\xi_{n}\right]\right)\right)=\left(\left[\nabla_{1}^{\xi_{1}}\left(\mathbf{a}_{1}\right)\right], \ldots,\left[\nabla_{n}^{\xi_{n}}\left(\mathbf{a}_{n}\right)\right]\right)
$$

Therefore one has $\rho_{J}^{-1}(\widehat{\Phi}(\mathbf{a}, \hat{w}))=\tilde{\rho}_{J}^{-1}\left(\nabla_{J}^{\hat{w}}(\mathbf{a})\right)$ and thus

$$
\begin{aligned}
\mathbf{a} \in \hat{\mathrm{pr}}_{1}\left(\widehat{\Phi}^{-1}\left(\mathbb{G}^{\infty}\right) \cap \hat{\operatorname{pr}}_{2}^{-1}(\{\hat{w}\})\right) & \Leftrightarrow \mathbf{a} \in \mathbb{A}^{\text {def }} \text { and } \operatorname{dim}\left(\rho_{J}^{-1}(\widehat{\Phi}(\mathbf{a}, \hat{w}))\right)>0 \\
& \Leftrightarrow \mathbf{a} \in\left(\nabla_{J}^{\hat{w}}\right)^{-1}\left(\widetilde{\mathbb{G}}_{J}^{\infty}\right) \cap \mathbb{A}^{\text {def }}
\end{aligned}
$$

It follows from a result of Benoist, [1, Lemma 2.3] (see [6, §3] for more details), that

$$
\operatorname{codim}_{\widetilde{\mathbb{G}}_{J}}\left(\widetilde{\mathbb{G}}_{J}^{\infty}\right) \geqslant \min _{1 \leqslant i \leqslant c} \delta_{i}+1 \geqslant 4 n
$$

where the second inequality follows from our hypothesis on the $\delta_{i}$ 's. Since $p_{i}\left(\ell_{i}\right)=y \in Y_{J}$, by Lemma 3.5 this implies that for each $i \in\{1, \ldots, n\}$ the linear map res ${ }_{J}^{\delta_{i}} \circ \nabla_{i}^{\xi_{i}}$ is surjective, and we obtain that

$$
\begin{aligned}
\operatorname{dim}\left(\left(\nabla_{J}^{\hat{u}}\right)^{-1}\left(\widetilde{\mathbb{G}}_{J}^{\infty}\right)\right) & =\operatorname{dim} \mathbb{A}+\operatorname{dim} \widetilde{\mathbb{G}}_{J}^{\infty}-\operatorname{dim} \widetilde{\mathbb{G}}_{J} \\
& =\operatorname{dim} \mathbb{A}-\operatorname{codim}_{\widetilde{\mathbb{G}}_{J}}\left(\widetilde{\mathbb{G}}_{J}^{\infty}\right) \leqslant \operatorname{dim} \mathbb{A}-4 n
\end{aligned}
$$

Therefore we have

$$
\operatorname{dim}\left(\widehat{\Phi}^{-1}\left(\mathbb{G}_{J}^{\infty}\right) \cap \hat{\mathrm{pr}}_{2}^{-1}(\{\hat{w}\})\right) \leqslant \operatorname{dim} \mathbb{A}-4 n
$$

Since this holds for any $\hat{w} \in \widehat{\mathbb{V}}_{1, J}(D)^{\circ}$, and since $\operatorname{dim}\left(\widehat{\mathbb{V}}_{1, J}(D)^{\circ}\right) \leqslant$ $\operatorname{dim}\left(\widehat{\mathbb{V}}_{1}(D)\right)=4 n-1<4 n$ we obtain $\operatorname{dim}\left(\widehat{\Phi}^{-1}\left(\mathbb{G}_{J}^{\infty}\right) \cap \hat{\operatorname{pr}}_{2}^{-1}\left(\widehat{\mathbb{V}}_{1, J}(D)^{\circ}\right)\right) \leqslant \operatorname{dim} \mathbb{A}-4 n+\operatorname{dim} \widehat{\mathbb{V}}_{1, J}(D)^{\circ}<\operatorname{dim} \mathbb{A}$. It follows that $\widehat{\Phi}^{-1}\left(\mathbb{G}_{J}^{\infty}\right) \cap \hat{p r}_{2}^{-1}\left(\widehat{\mathbb{V}}_{1, J}(D)^{\circ}\right)$ does not dominate $\mathbb{A}$, and thus there exists an non-empty Zariski open subset $\mathbb{A}_{J} \subset \mathbb{A}^{\text {def }}$ such that

$$
\widehat{\Phi}^{-1}\left(\mathbb{G}_{J}^{\infty}\right) \cap\left(\mathbb{A}_{J} \times \widehat{\mathbb{V}}_{1, J}(D)^{\circ}\right)=\varnothing
$$

It then suffices to take $\mathbb{A}^{\text {nef }}=\bigcap_{J \subset\{0, \ldots, n\}} \mathbb{A}_{J}$.

### 3.6. Proof of the main results

For $\mathbb{G}$ as above, and for $a_{1}, \ldots, a_{n} \in \mathbb{Z}$ we write

$$
\mathscr{O}_{\mathbb{G}}\left(a_{1}, \ldots, a_{n}\right):=\mathscr{O}_{\left|\mathscr{P}^{n}\left(\delta_{1}\right)\right|}\left(a_{1}\right) \boxtimes \cdots \boxtimes \mathscr{O}_{\mid \mathscr{O}_{\mathbb{P}^{n}\left(\delta_{n}\right) \mid}}\left(a_{n}\right)
$$

From Nakamaye's Theorem on the augmented base locus, we know that for any $J \subset\{0, \ldots, n\}$ and for any $a_{1}, \ldots, a_{n}>0$, one has

$$
\mathbf{B}_{+}\left(\rho_{J}^{*} \mathscr{O}_{\mathbb{G}}\left(a_{1}, \ldots, a_{n}\right)\right)=\operatorname{Exc}\left(\rho_{J}\right) \subset \rho_{J}^{-1}\left(\mathbb{G}_{J}^{\infty}\right)
$$

where $\operatorname{Exc}\left(\rho_{J}\right):=\left\{y \in \mathscr{Y} \mid \operatorname{dim}_{y}\left(\rho_{J}^{-1}\left(\rho_{J}(y)\right)\right)>0\right\}$ is certainly contained in $\rho_{J}^{-1}\left(\mathbb{G}_{J}^{\infty}\right)$. Recall that $\rho_{J}: \mathscr{Y} \rightarrow \mathbb{G}$ is the map induced by the projection on the first factor $q_{1}: \mathbb{G} \times \mathbb{P}^{n} \rightarrow \mathbb{G}$. Let us also denote by $q_{2}: \mathbb{G} \times \mathbb{P}^{n} \rightarrow \mathbb{P}^{n}$ the projection on the second factor.

In [16] the second named author established the following "effective Nakamaye theorem" (which we present here in a weaker version):

Theorem 3.11. - For any $n$ positive integers $\delta_{1}, \ldots, \delta_{n} \in \mathbb{N}^{*}$, if $a_{i} \geqslant b_{i}:=\delta_{i}^{-1} \prod_{j=1}^{n} \delta_{j}$ for each $i$, then for any $J \subset\{0, \ldots, n\}$, the base locus of the line bundle $q_{1}^{*} \mathscr{O}_{\mathbb{G}}\left(a_{1}, \ldots, a_{n}\right) \otimes q_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(-1) \mid \mathscr{\mathscr { Y }}_{J}$ satisfies

$$
\begin{equation*}
\operatorname{Bs}\left(q_{1}^{*} \mathscr{O}_{\mathbb{G}}\left(a_{1}, \ldots, a_{n}\right) \otimes q_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(-1) \mid \mathscr{\mathscr { Y }}_{J}\right) \subset \rho_{J}^{-1}\left(\mathbb{G}_{J}^{\infty}\right) \tag{3.10}
\end{equation*}
$$

We are now going to prove the following result.
Theorem 3.12. - Same notation as above. Suppose $\varepsilon_{1}, \ldots, \varepsilon_{n} \geqslant 1$ and $\delta_{1}, \ldots, \delta_{n} \geqslant 4 n-1$. Write $b_{i}=\delta_{i}^{-1} \prod_{j=1}^{n} \delta_{j}$ for all $i \in\{1, \ldots, n\}$. If

$$
r>\sum_{i=1}^{n} b_{i}\left(\varepsilon_{i}+\delta_{i}\right)
$$

then, for any $\mathbf{a} \in \mathbb{A}^{\text {nef }}$ the pair $\left(Z_{\mathbf{a}}, D_{\mathbf{a}}\right)$ satisfies Property $(*)$.
Proof. - Let $\mathbf{a} \in \mathbb{A}^{\text {nef }}$. Let us first prove that

$$
\begin{equation*}
\left.\widehat{\Psi}^{*}\left(\left.q_{1}^{*} \mathscr{O}_{\mathbb{G}}\left(b_{1}, \ldots, b_{n}\right) \otimes q_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(-1)\right|_{\mathscr{Y}_{J}}\right)\right|_{\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)} \quad \text { is nef. } \tag{3.11}
\end{equation*}
$$

In order to prove that a line bundle is nef, it suffices to show that for any irreducible curve, its intersection with the given line bundle is nonnegative. Let $C \subset \widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)$ be an irreducible curve. There exists a unique $J \subset\{0, \ldots, n\}$ such that $C^{\circ}:=C \cap \widehat{\mathscr{Z}}_{1, J}^{\text {rel }}$ is a non-empty Zariski open subset of $C$. It follows from (3.9) that $\widehat{\Psi}\left(C^{\circ}\right) \subset \mathscr{Y}_{J}$, and since $\mathscr{Y}_{J}$ is closed in $\mathscr{Y}$, it follows that $\widehat{\Psi}(C) \subset \mathscr{Y}_{J}$. By Lemma 3.10, we have $\widehat{\Psi}(C) \not \subset \rho_{J}^{-1}\left(\mathbb{G}_{J}^{\infty}\right)$ in view of our assumption of the $\delta_{i}$ 's. Then, from (3.10) one obtains that

$$
\widehat{\Psi}(C) \not \subset \operatorname{Bs}\left(q_{1}^{*} \mathscr{O}_{\mathbb{G}}\left(b_{1}, \ldots, b_{n}\right) \otimes q_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(-1) \mid \mathscr{Y}_{J}\right) .
$$

Thus one has

$$
\begin{aligned}
\widehat{\Psi}^{*}\left(q_{1}^{*} \mathscr{O}_{\mathbb{G}}\left(b_{1}, \ldots, b_{n}\right)\right. & \left.\otimes q_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(-1) \mid \mathscr{Y}_{J}\right) \cdot C \\
& \geqslant\left(q_{1}^{*} \mathscr{O}_{\mathbb{G}}\left(b_{1}, \ldots, b_{n}\right) \otimes q_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(-1) \mid \mathscr{\mathscr { O }}_{J}\right) \cdot \widehat{\Psi}(C) \geqslant 0
\end{aligned}
$$

Since $C$ is arbitrary, (3.11) is thus proved.
Form the definition of the map $\widehat{\Psi}$ and the definition of the exceptional divisors $F_{1}, \ldots, F_{n}$, see (3.7), we obtain that, with the notation $b:=\sum_{i=1}^{n} b_{i}$,

$$
\begin{aligned}
& b^{\prime}:=\sum_{i=1}^{n} b_{i}\left(\varepsilon_{i}+\delta_{i}\right) \text { and } F^{\prime}=\sum_{i=1}^{n} b_{i} F_{i}, \\
& \begin{aligned}
&\left.\widehat{\Psi}^{*}\left(q_{1}^{*} \mathscr{O}_{\mathbb{G}}\left(b_{1}, \ldots, b_{n}\right) \otimes q_{2}^{*} \mathscr{O}_{\mathbb{P}^{n}}(-1) \mid \mathscr{\mathscr { O }}_{J}\right)\right|_{\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)} \\
&=\left.\left(\mu^{*}\left(\mathscr{O}_{\mathbb{V}_{1}(D)}(b) \otimes \pi_{\mathbb{V}}^{*} p_{\mathbb{V}}^{*} L^{b^{\prime}-r}\right) \otimes \mathscr{O}_{\widehat{\mathbb{V}}_{1}(D)}\left(-F^{\prime}\right)\right)\right|_{\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)}
\end{aligned}
\end{aligned}
$$

Taking the $\frac{1}{b}$-th power of this last line bundle, and writing $\theta=\frac{1}{b}\left(r-b^{\prime}\right)$, we obtain that the $\mathbb{Q}$-line bundle

$$
\left.\mu^{*}\left(\mathscr{O}_{\mathbb{V}_{1}(D)}(1) \otimes \pi_{\mathbb{V}}^{*} p_{\mathbb{V}}^{*} L^{-\theta}\right) \otimes \mathscr{O}_{\widehat{\mathbb{V}}_{1}(D)}\left(-\frac{1}{b} F^{\prime}\right)\right|_{\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)}
$$

is nef. Our hypothesis on $r$ precisely implies that $\theta>0$. On the other hand, since $\left.p_{\mathbb{V}}\right|_{Z_{\mathbf{a}}}: Z_{\mathbf{a}} \rightarrow Y$ is a biholomorphism, there exists $\alpha \in \mathbb{N}^{*}$ and another $\mu$-exceptional effective $\mathbb{Q}$-divisor $F^{\prime \prime}$ such that the $\mathbb{Q}$-line bundle $\left.\mu^{*}\left(\mathscr{O}_{\widehat{\mathbb{V}}_{1}(D)}(1) \otimes \pi_{\mathbb{V}}^{*} p_{\mathbb{V}}^{*} L^{\alpha}\right) \otimes \mathscr{O}_{\widehat{\mathbb{V}}_{1}(D)}\left(-F^{\prime \prime}\right)\right|_{\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)}$ is ample. Therefore the line bundle

$$
\left.\mu^{*}\left(\mathscr{O}_{\mathbb{V}_{1}(D)}\left(1+\frac{\theta}{\alpha}\right)\right) \otimes \mathscr{O}_{\widehat{\mathbb{V}}_{1}(D)}\left(-\frac{1}{b} F^{\prime}-\frac{\theta}{\alpha} F^{\prime \prime}\right)\right|_{\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)}
$$

is ample as sum of an ample and a nef line bundle. Let us denote by $F_{\mathbf{a}}=\left.\left(\frac{\alpha}{b(\theta+\alpha)} F^{\prime}+\frac{\theta}{\theta+\alpha} F^{\prime \prime}\right)\right|_{\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)}, L_{\mathbf{a}}:=\left.p_{\mathrm{V}}^{*} L\right|_{Z_{\mathbf{a}}}, \pi_{\mathbf{a}}: Z_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right) \rightarrow Z_{\mathbf{a}}$ the natural projection map, and $\mu_{\mathbf{a}}: \widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right) \rightarrow Z_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)$ the restriction of $\mu$. By $2.9(2), \mu_{\mathbf{a}}$ is the minimal resolution of $Z_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)$ and one has

$$
\begin{aligned}
\left.\mu^{*}\left(\mathscr{O}_{\mathbb{V}_{1}(D)}(1)\right) \otimes \mathscr{O}_{\widehat{\mathbb{V}}_{1}(D)}\left(-\frac{\alpha}{b(\theta+\alpha)} F^{\prime}-\frac{\theta}{\theta+\alpha} F^{\prime \prime}\right)\right|_{\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)} \\
\quad=\mu_{\mathbf{a}}^{*}\left(\mathscr{O}_{Z_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)}(1)\right) \otimes \mathscr{O}_{\widehat{Z}_{\mathbf{a}, 1}\left(D_{\mathbf{a}}\right)}\left(-F_{\mathbf{a}}\right)
\end{aligned}
$$

such that $F_{\mathbf{a}}$ is $\mu_{\mathbf{a}}$-exceptional. Whence the result.
We can now prove Theorem 3.1.
Proof of Theorem 3.1. - Take $\mathbf{a} \in \mathbb{A}^{\text {nef }}$. Since $\left(Z_{\mathbf{a}}, D_{\mathbf{a}}\right)$ is biholomorphic to the pair $\left(Y, H_{\mathbf{a}}\right)$ and that $\left(Z_{\mathbf{a}}, D_{\mathbf{a}}\right)$ satisfies property $(*)$, it follows that $\left(Y, H_{\mathbf{a}}\right)$ satisfies property $(*)$. Since Property $(*)$ is Zariski open, it follows that for general $H_{1} \in\left|L^{m_{1}}\right|, \ldots, H_{n} \in\left|L^{m_{n}}\right|$, writing $H=\sum_{i=1}^{n} H_{i}$ the pair $(Y, H)$ satisfies $(*)$, and therefore, by Corollary $2,(Y, H)$ has almost ample logarithmic cotangent bundle.

Let us now see that this implies that $Y \backslash H$ is hyperbolically embedded. First observe that the complement $Y \backslash H$ is Brody hyperbolic, which means that $Y \backslash H$ doesn't contain any entire curve. This follows from a well known result in the theory of entire curves (see for instance [14, 23, $26,30]$ ), which states that for any non-constant holomorphic morphism $f: \mathbb{C} \rightarrow Y \backslash H$, one has $f(\mathbb{C}) \subset \pi_{Y}\left(\mathbf{B}_{+}\left(\mathscr{O}_{Y_{1}(H)}(1)\right)\right)$. Since in our case
$\pi_{Y}\left(\mathbf{B}_{+}\left(\mathscr{O}_{Y_{1}(H)}(1)\right)=D\right.$, such entire curves cannot exist. Moreover, for any $I=\left\{i_{1}, \ldots, i_{r}\right\} \subset\{1, \ldots, n\}$ we can apply our result to the pair $\left(D_{I},\left.D\left(I^{\complement}\right)\right|_{D_{I}}\right)$ where we recall that $D_{I}=D_{i_{1}} \cap \cdots \cap D_{i_{r}}$ and $D\left(I^{\complement}\right)=$ $\sum_{i \in I^{\mathrm{C}}} D_{i}$. Therefore the previous argument implies that for any such $I$, the variety $D_{I} \backslash D\left(I^{\mathrm{C}}\right)$ is Brody hyperbolic. A result of Green [22] now insures that this implies that $Y \backslash H$ is hyperbolically embedded.

## 4. Optimality on the number of components

In this section we mention two remarks concerning the number of components $c$ of the divisor $D$ in the case $Y=\mathbb{P}^{n}$. First we show that if the ambient variety is $\mathbb{P}^{n}$ then our main result is optimal on the number of components. And then we recall that the logarithmic irregularity of the pair $\left(\mathbb{P}^{n}, D\right)$ is $c-1$.

The following vanishing result, is a generalization to the logarithmic setting of a vanishing result for symmetric differential forms which was first established by Sakai [35] (see also [8, 36]). We provide here a logarithmic adaptation of the arguments of [35] and [3]. The one component case $c=1$ is a special case of a result proven in [19] and the case $n=2$ was already established in [21].

Proposition 4.1. - Let $D:=\sum_{i=1}^{c} D_{i}$ be a simple normal crossing divisor in $\mathbb{P}^{n}$. If $c<n$ then for any $m \geqslant 1$

$$
\begin{equation*}
H^{0}\left(\mathbb{P}^{n}, S^{m} \Omega_{\mathbb{P}^{n}}(\log D) \otimes \mathscr{O}_{\mathbb{P}^{n}}(-1)\right)=0 \tag{4.1}
\end{equation*}
$$

In particular, $\Omega_{\mathbb{P}^{n}}(\log D)$ can not be almost ample.
Proof. - For every $i \in\{1, \ldots, c\}$, set $d_{i}=\operatorname{deg} D_{i}$ and let us denote by $s_{i} \in H^{0}\left(\mathbb{P}^{n}, \mathscr{O}_{\mathbb{P}^{n}}\left(d_{i}\right)\right)$ the homogeneous polynomials defining the hypersurfaces $D_{i}$. One can view $\mathbb{P}^{n} \subset \mathbb{P}^{n+c}$ as the subspace in $\mathbb{P}^{n+c}$ defined by $z_{n+1}=\cdots=z_{n+c}=0$. Set $D^{\prime}=\sum_{i=1}^{c} D_{i}^{\prime}$ with $D_{i}^{\prime}:=\left\{[z] \in \mathbb{P}^{n+c} \mid z_{n+i}=0\right\}$ for any $i \in\{1, \ldots, c\}$. Let $H_{1}, \ldots, H_{c}$ be $c$ hypersurfaces in $\mathbb{P}^{n+c}$ defined by $\left\{z_{n+i}^{d_{i}}-s_{i}\left(z_{1}, \ldots, z_{n}\right)=0\right\}_{i \in\{1, \ldots, c\}}$. Since $D$ is simple normal crossing, the sum of these hypersurfaces is a simple normal crossing divisor and therefore there intersection $X=H_{1} \cap \cdots \cap H_{c}$ is a smooth complete intersection. Let us define $E:=\left.D^{\prime}\right|_{X}$. Then $(X, E)$ is a sub-log pair of $\left(\mathbb{P}^{n+c}, D^{\prime}\right)$, and the natural projection $p: \mathbb{P}^{n+c} \rightarrow \mathbb{P}^{n}$ induces a cover $\pi: X \rightarrow \mathbb{P}^{n}$ ramified along $E$. One has a natural inclusion induced by $\left.{ }^{t} \mathrm{~d} \pi\right|_{X}$,

$$
H^{0}\left(\mathbb{P}^{n}, S^{m} \Omega_{\mathbb{P}^{n}}(\log D) \otimes \mathscr{O}_{\mathbb{P}^{n}}(-1)\right) \hookrightarrow H^{0}\left(X, S^{m} \Omega_{X}(\log E) \otimes \mathscr{O}_{X}(-1)\right)
$$

It then suffices to prove the vanishing of the right hand side. Set $N:=n+c$. Observe that one also has a logarithmic Euler exact sequence in this situation:

$$
0 \longrightarrow \Omega_{\mathbb{P}^{N}}\left(\log D^{\prime}\right) \longrightarrow \tilde{\Omega}_{\mathbb{P}^{N}}\left(\log D^{\prime}\right) \longrightarrow \mathscr{O}_{\mathbb{P}^{N}} \longrightarrow 0
$$

where we denote

$$
\tilde{\Omega}_{\mathbb{P}^{N}}\left(\log D^{\prime}\right):=\mathscr{O}_{\mathbb{P}^{N}}(-1)^{\oplus n+1} \oplus \mathscr{O}_{\mathbb{P}^{N}}^{\oplus c}
$$

This logarithmic Euler exact sequence is induced by the usual Euler exact sequence by observing that one has a morphism of $\log$ pairs $p:\left(\mathbb{C}^{N+1} \backslash\{0\}, \tilde{D}^{\prime}\right) \rightarrow\left(\mathbb{P}^{N}, D^{\prime}\right)$, where $p: \mathbb{C}^{N+1} \backslash\{0\} \rightarrow \mathbb{P}^{N}$ denotes the canonical projection, $\tilde{D}_{i}^{\prime}:=p^{*} D_{i}^{\prime}$ for any $i \in\{1, \ldots, c\}$, and $\tilde{D}^{\prime}=\sum_{i=1}^{c} \tilde{D}_{i}^{\prime}$. It then suffices to observe that the inclusion $\Omega_{\mathbb{C}^{N+1} \backslash\{0\}} \hookrightarrow \Omega_{\mathbb{C}^{N+1} \backslash\{0\}}\left(\log \tilde{D}^{\prime}\right)$ descends on $\mathbb{P}^{N}$ to the morphism $\mathscr{O}_{\mathbb{P}^{N}}^{\oplus+1} \rightarrow \mathscr{O}_{\mathbb{P}^{N}}^{\oplus n+1} \oplus \mathscr{O}_{\mathbb{P}^{N}}^{\oplus c}(1)$ given by $\left(\xi_{0}, \ldots, \xi_{N}\right) \mapsto\left(\xi_{0}, \ldots, \xi_{n}, z_{n+1} \xi_{n+1}, \ldots, z_{N} \xi_{N}\right)$ and to twist this map by $\mathscr{O}_{\mathbb{P}^{N}}(-1)$ in order to make it fit in the following diagram


Let us denote by $N^{*}=\bigoplus_{i=1}^{c} \mathscr{O}_{X}\left(-d_{i}\right)$ the conormal bundle of $X$ in $\mathbb{P}^{N}$. Since $(X, E)$ is a sub-log manifold of $\left(\mathbb{P}^{N}, D^{\prime}\right)$, one has the following exact sequence:

$$
\left.0 \longrightarrow N^{*} \longrightarrow \Omega_{\mathbb{P}^{N}}\left(\log D^{\prime}\right)\right|_{X} \longrightarrow \Omega_{X}(\log E) \longrightarrow 0
$$

which induces a locally free sheaf $\tilde{\Omega}_{X}(\log E)$ sitting in the following commutative diagram


We obtain an inclusion

$$
H^{0}\left(X, S^{m} \Omega_{X}(\log E) \otimes \mathscr{O}_{X}(-1)\right) \subset H^{0}\left(X, S^{m} \tilde{\Omega}_{X}(\log E) \otimes \mathscr{O}_{X}(-1)\right)
$$

and we are therefore reduced to prove that $H^{0}\left(X, S^{m} \tilde{\Omega}_{X}(\log E) \otimes \mathscr{O}_{X}(-1)\right)$ vanishes.

Taking symmetric powers of the middle vertical exact sequence in the above diagram, and twisting it by $\mathscr{O}_{\mathbb{P}^{N}}(-1)$ we obtain a resolution

$$
0 \longrightarrow \mathscr{E}_{m} \longrightarrow \ldots \longrightarrow \mathscr{E}_{1} \longrightarrow \mathscr{E}_{0} \longrightarrow S^{m} \tilde{\Omega}_{X}(\log E) \otimes \mathscr{O}_{X}(-1) \longrightarrow 0
$$

where

$$
\mathscr{E}_{i}:=\Lambda^{i} N^{*} \otimes S^{m-i} \tilde{\Omega}_{\mathbb{P}^{N}}\left(\log D^{\prime}\right) \otimes \mathscr{O}_{\mathbb{P}^{N}}(-1)
$$

Therefore the cohomology of $S^{m} \tilde{\Omega}_{X}(\log E) \otimes \mathscr{O}_{X}(-1)$ can be computed be the hypercohomology spectral sequence $\left(E_{r}^{p, q}\right)$ of the complex $\mathscr{E}_{\bullet}$ :

$$
E_{1}^{p, q}=H^{q}\left(X, \mathscr{E}_{-p}\right) \Rightarrow H^{p+q}\left(X, S^{m} \tilde{\Omega}_{X}(\log E) \otimes \mathscr{O}_{X}(-1)\right)
$$

Observe that since $N^{*}$ is of rank $c$, one has $\mathscr{E}_{p}=0$ for all $p>c$. Moreover, for any $p \geqslant 0$, the vector bundle $\mathscr{E}_{p}$ is a sum of duals of ample line bundles. Therefore, by Kodaira's vanishing theorem, we obtain $H^{q}\left(X, \mathscr{E}_{p}\right)=0$ for any $q<n$. But since $c<n$, this implies that $E_{1}^{p, q}=0$ if $p+q=0$, and therefore we obtain the desired vanishing.

By contrast, one has the following result. This property is well known (see for instance [28]), but we provide here a short proof for the reader's convenience.

Proposition 4.2. - Let $D=\sum_{i=1}^{c} D_{i}$ be a simple normal crossing divisor in $\mathbb{P}^{n}$. Then

$$
h^{0}\left(\mathbb{P}^{n}, \Omega_{\mathbb{P}^{n}}(\log D)\right)=c-1
$$

Proof. - From the residue exact sequence and the vanishing $H^{0}\left(\mathbb{P}^{n}, \Omega_{\mathbb{P}^{n}}\right)=0$ we get an exact sequence

$$
0 \longrightarrow H^{0}\left(\mathbb{P}^{n}, \Omega_{\mathbb{P}^{n}}(\log D)\right) \longrightarrow \bigoplus_{i=1}^{c} H^{0}\left(D_{i}, \mathscr{O}_{D_{i}}\right) \cong \mathbb{C}^{c} \stackrel{\delta}{\longrightarrow} H^{1}\left(\mathbb{P}^{n}, \Omega_{\mathbb{P}^{n}}\right)
$$

Denoting $e_{i} \in H^{0}\left(D_{i}, \mathscr{O}_{D_{i}}\right)$ the constant section equal to 1 , we can compute $\delta\left(e_{i}\right)$ by a diagram chase in Cech cohomology and obtain that

$$
\delta\left(e_{i}\right)=c_{1}\left(\mathscr{O}_{\mathbb{P}^{n}}\left(D_{i}\right)\right)=\operatorname{deg} D_{i} \cdot c_{1}\left(\mathscr{O}_{\mathbb{P}^{n}}(1)\right) .
$$

In particular $\operatorname{rank}(\delta)=1$ and therefore $h^{0}\left(\mathbb{P}^{n}, \Omega_{\mathbb{P}^{n}}(\log D)\right)=c-1$.

## 5. A resolution algorithm

In this section we give a proof of Proposition 2.9. To do so we will provide an explicit resolution algorithm for some particular configurations of subvarieties in any ambient complex manifold.

### 5.1. Simple ideal sheaves

Let us start by a resolution procedure for some special configurations of linear subspaces in an affine space. This is purely algebraic and could be performed over any field. Fix an integer $m \geqslant 2$ and let $\mathbb{A}^{m}$ be the dimension $m$ affine space over $\mathbb{C}$. We say that an ideal $J \subset \mathbb{C}\left[x_{1}, \ldots, x_{m}\right]$ is simple if it is of the form

$$
\begin{equation*}
J=\left\langle x_{1}, \ldots, x_{p}, x_{p+1} x_{r+1}, x_{p+2} x_{r+2}, \ldots, x_{r} x_{2 r-p}\right\rangle . \tag{5.1}
\end{equation*}
$$

Since $J=\sqrt{J}$, one has $J=I(\mathbb{V}(J))$, where $\mathbb{V}(J)$ is the (not necessarily irreducible) variety defined by $J$. In fact, one has

$$
J=\bigcap_{K \subset\{1, \ldots, r-p\}}\left\langle x_{1}, \ldots, x_{p}, x_{p+k_{1}}, \ldots x_{p+k_{s}}, x_{r+\ell_{1}}, \ldots, x_{r+\ell_{r-p-s}}\right\rangle
$$

Where $K=\left(k_{1}, \ldots, k_{s}\right)$ and $\{1, \ldots, r-p\} \backslash K=\left\{\ell_{1}, \ldots, \ell_{r-p-s}\right\}$. We say that a subvariety of $\mathbb{A}^{m}$ is simple if its defining ideal is of the form $\left\langle x_{i_{1}}, \ldots, x_{i_{n}}\right\rangle$ for some $\left\{i_{1}, \ldots, i_{n}\right\} \subset\{1, \ldots, m\}$. Therefore the above relation shows that $\mathbb{V}(J)=\bigcup_{i=1}^{N} V_{i}$ is the union of simple varieties of same dimensions.

Lemma 5.1. - Take a simple ideal $J \subset \mathbb{C}\left[x_{1}, \ldots, x_{m}\right]$ as (5.1) and write $\mathbb{V}(J)=\bigcup_{i=1}^{N} V_{i}$ as above. Let $i \in\{1, \ldots, m\}$. Let $\mu: \widetilde{X} \rightarrow \mathbb{A}^{m}$ be the blow-up of $V_{i}$. Let us write $E_{i}:=\mu^{-1}\left(V_{i}\right)$ the exceptional divisor and $\tilde{V}_{j}$ the strict transform of $V_{j}$ for every $j \neq i$. Then $\mu^{*} J=\mathscr{O}_{\widetilde{X}}\left(-E_{i}\right) \cdot J_{i}$, where $J_{i}$ denotes the ideal sheaf of the variety $\bigcup_{j \neq i} \tilde{V}_{j}$. Moreover, one can cover $\tilde{X}$ by open sets which are all isomorphic to $\mathbb{A}^{m}$ such that on every such open set, the ideal $J_{i}$ is either a simple ideal or the trivial ideal $\mathscr{O}\left(\mathbb{A}^{m}\right)$.

Proof. - Without loss of generality, we can take $V_{1}=\left\{\left(x_{1}, \ldots, x_{m}\right) \mid\right.$ $\left.x_{1}=x_{2}=\cdots=x_{r}=0\right\}$, and it suffices to prove the lemma for the blowup $\mu: \widetilde{X} \rightarrow \mathbb{A}^{m}$ of $V_{1}$. In the $x_{1}$-direction, one can take an affine open set $X_{1}:=\operatorname{spec} \mathbb{C}\left[x_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{r}, x_{r+1}, \ldots, x_{m}\right]$ of $\widetilde{X}$, such that the blow-up $\mu$ is given by

$$
\mu\left(x_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{r}, x_{r+1}, \ldots, x_{m}\right)=\left(x_{1}, x_{1} \tilde{x}_{2}, \ldots, x_{1} \tilde{x}_{r}, x_{r+1}, \ldots, x_{m}\right)
$$

and thus

$$
\left.\mu^{*} J\right|_{X_{1}}=x_{1} \cdot\left\langle 1, \tilde{x}_{2}, \ldots, \tilde{x}_{p}, \tilde{x}_{p+1} x_{r+1}, \tilde{x}_{p+2} x_{r+2}, \ldots, \tilde{x}_{r} x_{2 r-p}\right\rangle=\left\langle x_{1}\right\rangle
$$

where $\left\{x_{1}=0\right\}$ defines the exceptional divisor $E_{1}$ on $X_{1}$. We then observe that

$$
\left.J_{1}\right|_{X_{1}}=\mathbb{C}\left[x_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{r}, x_{r+1}, \ldots, x_{m}\right],
$$

which is the trivial ideal. This implies that $\tilde{V}_{i} \cap X_{1}=\varnothing$ for each $i=2, \ldots, N$, which also holds on the affine open set $X_{j}$ in the $x_{j}$-direction with $j=2, \ldots, p$ by (5.1). In the $x_{r}$ direction, one can take an affine open set $X_{r}:=\operatorname{spec} \mathbb{C}\left[\tilde{x}_{1}, \ldots, \tilde{x}_{r-1}, x_{r}, \ldots, x_{m}\right]$ of $\widetilde{X}$, such that the blow-up $\mu$ is given by

$$
\mu\left(\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{r-1}, x_{r}, \ldots, x_{m}\right)=\left(\tilde{x}_{1} x_{r}, \tilde{x}_{2} x_{r}, \ldots, \tilde{x}_{r-1} x_{r}, x_{r}, \ldots, x_{m}\right)
$$

We thus see that

$$
\left.\mu^{*} J\right|_{X_{r}}=x_{r} \cdot\left\langle\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{p}, \tilde{x}_{p+1} x_{r+1}, \ldots, \tilde{x}_{r-1} x_{2 r-p-1}, \tilde{x}_{2 r-p}\right\rangle
$$

where $\left\{x_{r}=0\right\}$ defines the exceptional divisor $E_{1}$, and we see that

$$
\left.J_{1}\right|_{X_{r}}=\left\langle\tilde{x}_{1}, \tilde{x}_{2}, \ldots, \tilde{x}_{p}, \tilde{x}_{p+1} x_{r+1}, \ldots, \tilde{x}_{r-1} x_{2 r-p-1}, \tilde{x}_{2 r-p}\right\rangle .
$$

Here $\mathbb{V}\left(\left.J_{1}\right|_{X_{r}}\right)=\left.\bigcup_{1<j \leqslant N} \tilde{V}_{j}\right|_{X_{r}}$ Thus $\left.J_{1}\right|_{X_{r}}$ is still a simple ideal sheaf, and $\left.\tilde{V}_{j}\right|_{X_{r}}$ is either empty or a simple variety for any $j \neq 1$. This also holds on the affine open sets $X_{\ell}$ in the $x_{\ell}$ directions with $\ell=p+1, \ldots, r-1$. Since $\bigcup_{i=1}^{r} X_{i}=\tilde{X}$, this proves the lemma.

The following lemma will be useful later.
Lemma 5.2. - Let $\left\{V_{i}\right\}_{i=0,1,2,3} \subset \mathbb{A}^{m}$ be different simple varieties of the same dimension. Assume that $V_{1} \cap V_{2} \subset V_{3}$. Let $\widetilde{X} \rightarrow \mathbb{A}^{m}$ be the blowing-up of $V_{0}$, with $\tilde{V}_{1}, \tilde{V}_{2}, \tilde{V}_{3}$ the strict transforms of $V_{1}, V_{2}, V_{3}$ and $E$ the exceptional divisor. Then $\tilde{V}_{1} \cap \tilde{V}_{2} \subset \tilde{V}_{3}$. Moreover, if $V_{1} \cap V_{2} \subset V_{0}$, then $\tilde{V}_{1} \cap \tilde{V}_{2}=\varnothing$.

Proof. - Since $\mu: \tilde{X} \backslash E \rightarrow \mathbb{A}^{m} \backslash V_{0}$ is an isomorphism, it follows from $V_{1} \cap V_{2} \subset V_{3}$ that

$$
\left(\tilde{V}_{1} \cap \tilde{V}_{2} \backslash E\right) \subset \tilde{V}_{3}
$$

Note that $E$ can naturally be seen as the projectivization of the normal bundle $N_{V_{0} / \mathbb{A}^{m}}$ of $V_{0}$ in $\mathbb{A}^{m}$. Then for any $\tilde{x} \in E$, one can write $\tilde{x}=(x,[v])$ with $x \in V_{0}$ and $v \in N_{V_{0} / \mathbb{A}^{m}, x}$. If $\tilde{x} \in \tilde{V}_{1} \cap \tilde{V}_{2} \cap E$, one has $x \in V_{1} \cap V_{2} \cap V_{0}$, and $v \in T_{V_{1}, x} \cap T_{V_{2}, x}$. Since $V_{1}$ and $V_{2}$ are simple varieties, by the definition, one has $T_{V_{1}, x} \cap T_{V_{2}, x}=T_{V_{1} \cap V_{2}, x} \subset T_{V_{3}, x}$. We then conclude that $\tilde{x} \in \tilde{V}_{3} \cap E$, and $\tilde{V}_{1} \cap \tilde{V}_{2} \subset \tilde{V}_{3}$. This proves the first claim. When $V_{1} \cap V_{2} \subset V_{0}$, for any $x \in V_{1} \cap V_{2}$, one has $T_{V_{1} \cap V_{2}, x} \subset T_{V_{0}, x}$, and thus $\tilde{V}_{1} \cap \tilde{V}_{2} \cap E=\varnothing$. Since
$\tilde{V}_{1} \cap \tilde{V}_{2} \backslash E \simeq V_{1} \cap V_{2} \backslash V_{0}=\varnothing$, one has $\tilde{V}_{1} \cap \tilde{V}_{2}=\varnothing$. This proves the second claim, hence the lemma.

### 5.2. Resolution of compatible systems

Definition 5.3. - Let $X$ be a smooth (not necessarily compact) complex manifold of dimension $m$. A finite collection of subvarieties of $X$ is said to be a compatible system if this collection admits an indexation of the form $\left\{Y_{i j}\right\}_{i=a, \ldots, c}^{j=1, \ldots, n_{i}}$ such that, denoting by $\mathscr{J}$ the ideal sheaf of $\bigcup_{i=a, \ldots, c}^{j=1, \ldots, n_{i}} Y_{i j}$, the following conditions are satisfied.
(1) For any $j \neq \ell$, either there exists $i^{\prime}<i$ and $j^{\prime}$ such that $Y_{i j} \cap Y_{i \ell} \subset Y_{i^{\prime} j^{\prime}}$ or $Y_{i j} \cap Y_{i \ell}=\varnothing$; in particular, $Y_{a j} \cap Y_{a \ell}=\varnothing$.
(2) The manifold $X$ can be covered by analytic open sets $\left\{U_{\alpha}\right\}$, such that each $U_{\alpha}$ is biholomorphic to some open set $W_{\alpha} \subset \mathbb{C}^{m}$ containing the $0 \in \mathbb{C}^{m}$ and satisfying the following. Let $J_{i, \alpha}:=$ $\left\{j \mid Y_{i j} \cap U_{\alpha} \neq \varnothing\right\}$, then via the isomorphism $U_{\alpha} \cong W_{\alpha} \subset \mathbb{C}^{m}$, $\left\{Y_{i j} \cap U_{\alpha}\right\}_{i=a, \ldots, c}^{j \in J_{i, \alpha}}$ extends to $\left\{Y_{i j}^{\alpha}\right\}_{i=a, \ldots, c}^{j \in J_{i, \alpha}}$ in $\mathbb{C}^{m}$, such that $Y_{i j}^{\alpha}$ is a simple variety and the ideal sheaf $\mathscr{J}_{\alpha}$ defined by $\bigcup_{i=a, \ldots, c}^{j \in J_{i, \alpha}} Y_{i j}^{\alpha}$ is a simple ideal of the form (5.1).
We say that $i$ is the index of $Y_{i j}$, that $a$ is the lowest index, that $c-a+1$ is the length of this compatible system, and that $\mathscr{J}$ the ideal sheaf associated to this system.

Based on the Definition 5.3, we have the following observation.
Lemma 5.4. - With the notation of Definition 5.3. If $Y_{i j} \cap Y_{i^{\prime} j^{\prime}} \subset Y_{k \ell}$, then for each $\alpha$, one has $Y_{i j}^{\alpha} \cap Y_{i^{\prime} j^{\prime}}^{\alpha} \subset Y_{k \ell}^{\alpha}$. In particular, $\# J_{a, \alpha} \leqslant 1$.

Proof. - By assumption, for any $\alpha$, one has

$$
\left(Y_{i j} \cap U_{\alpha}\right) \cap\left(Y_{i^{\prime} j^{\prime}} \cap U_{\alpha}\right) \subset Y_{k \ell} \cap U_{\alpha}
$$

By 5.3 (2), this is equivalent to

$$
\left(Y_{i j}^{\alpha} \cap W_{\alpha}\right) \cap\left(Y_{i^{\prime} j^{\prime}}^{\alpha} \cap W_{\alpha}\right) \subset Y_{k \ell}^{\alpha} \cap W_{\alpha}
$$

Since $W_{\alpha}$ contains the origin, and $\mathscr{J}_{\alpha}$ is a simple ideal, from the very definition (5.1) we observes that

$$
Y_{i j}^{\alpha} \cap Y_{i^{\prime} j^{\prime}}^{\alpha} \subset Y_{k \ell}^{\alpha} .
$$

For any $j \in J_{i, \alpha}, Y_{i j}^{\alpha}$ contains the origin, and by $5.3(1)$ one has $\# J_{i, \alpha} \leqslant 1$.

Now we define a natural $\log$ resolution of the ideal sheaf $\mathscr{J}$. We first define $\mu_{1}: \widetilde{X}_{1} \rightarrow X$ to be the blow-up of $\bigcup_{j=1}^{n_{a}} Y_{a j}$, with $E_{1}$ the exceptional divisor and $\tilde{Y}_{i j}$ the strict transform of $Y_{i j}$ for $i>a$. By $5.3(1), \bigcup_{j=1}^{n_{a}} Y_{a j}$ is a disjoint union of smooth submanifold of the same dimension, and thus $\tilde{X}_{1}$ is also a smooth manifold. Write $\tilde{Y}_{i j}$ for the strict transform of $Y_{i j}$ under the blow-up $\mu_{1}$ for any $i>a$, and $j=1, \ldots, n_{i}$. Denote by $\mathscr{J}_{1}$ the ideal sheaf of the variety $\bigcup_{i=a+1, \ldots, c}^{j=1, \ldots, n_{i}} \tilde{Y}_{i j}$ in $\tilde{X}_{1}$.

Lemma 5.5. - If the index of $\tilde{Y}_{i j}$ is defined to be $i$ for any $i \in\{a+1, \ldots, c\}$ and any $j \in\left\{1, \ldots, n_{i}\right\}$, then family $\left\{\tilde{Y}_{i j}\right\}_{i=a+1, \ldots, c}^{j=1, \ldots, n_{i}}$ is a compatible system in $\tilde{X}_{1}$. Moreover

$$
\begin{equation*}
\mu_{1}^{*} \mathscr{J}=\mathscr{O}_{\widetilde{X}_{1}}\left(-E_{1}\right) \cdot \mathscr{J}_{1} . \tag{5.2}
\end{equation*}
$$

Proof. - On each $U_{\alpha}$, if $J_{i, \alpha} \neq \varnothing$, define $\mu_{1, \alpha}: Z_{\alpha}^{1} \rightarrow \mathbb{C}^{m}$ to be the blow-up of $\bigcup_{j \in J_{a, \alpha}} Y_{a j}^{\alpha}$, let $E_{1, \alpha}$ be exceptional divisor and for any $i>a$ and $j \in J_{i, \alpha}$ let $\tilde{Y}_{i j}^{\alpha}$ be the strict transform of $Y_{i j}^{\alpha}$. If $J_{i, \alpha}=\varnothing$, set $\mu_{1, \alpha}$ to be the identity map. Then via the isomorphism $U_{\alpha} \cong W_{\alpha}$, one has $\left.\left.\mathscr{J}_{\alpha}\right|_{W_{\alpha}} \cong \mathscr{J}\right|_{U_{\alpha}}$,

$$
\begin{equation*}
\left.\left.\tilde{Y}_{i j}^{\alpha}\right|_{\mu_{1, \alpha}^{-1}\left(W_{\alpha}\right)} \cong \tilde{Y}_{i j}\right|_{\mu_{1}^{-1}\left(U_{\alpha}\right)} \tag{5.3}
\end{equation*}
$$

and by $5.3(2)$ one has the following isomorphism

$$
\begin{array}{cc}
\mu_{1, \alpha}^{-1}\left(W_{\alpha}\right) \xrightarrow{\mu_{1, \alpha}} & W_{\alpha}  \tag{5.4}\\
\cong & \\
\downarrow & \\
\mu_{1}^{-1}\left(U_{\alpha}\right) \xrightarrow{\mu_{1}} & \downarrow \\
& U_{\alpha} .
\end{array}
$$

It follows from Lemma 5.1 that

$$
\mu_{1, \alpha}^{*} \mathscr{J}_{\alpha}=\mathscr{O}_{Z_{\alpha}^{1}}\left(-E_{1, \alpha}\right) \cdot \mathscr{J}_{1, \alpha}
$$

where $\mathscr{J}_{1, \alpha}$ denotes the ideal sheaf of the variety $\bigcup_{i=a+1, \ldots, c}^{j \in J_{i, \alpha}} \tilde{Y}_{i j}^{\alpha}$. By (5.4), one has

$$
\begin{equation*}
\left.\mu_{1}^{*} \mathscr{J}\right|_{U_{\alpha}}=\left.\mathscr{O}_{\mu_{1}^{-1}\left(U_{\alpha}\right)}\left(-E_{1}\right) \cdot \mathscr{J}_{1}\right|_{\mu_{1}^{-1}\left(U_{\alpha}\right)} \tag{5.5}
\end{equation*}
$$

and (5.2) follows from that $U_{\alpha}$ is an open covering for $X$.
For any $i>a$ any $j \neq l$, by $5.3(1)$ either $Y_{i j} \cap Y_{i \ell}=\varnothing$, in which one also has

$$
\begin{equation*}
\tilde{Y}_{i j} \cap \tilde{Y}_{i \ell}=\varnothing \tag{5.6}
\end{equation*}
$$

or there exists $i^{\prime}<i$ and $j^{\prime}$ such that $Y_{i j} \cap Y_{i \ell} \subset Y_{i^{\prime} j^{\prime}}$. In the second case, we claim that $\tilde{Y}_{i j} \cap \tilde{Y}_{i \ell} \subset \tilde{Y}_{i^{\prime} j^{\prime}}$ when $i^{\prime}>a$, and (5.6) holds when $i^{\prime}=a$.
since $U_{\alpha}$ is a covering of $X$ and since the $Y_{i j}$ 's are irreducible, it suffices to check this on each $\mu_{1}^{-1}\left(U_{\alpha}\right)$. By Lemma 5.4, $Y_{i j}^{\alpha} \cap Y_{i \ell}^{\alpha} \subset Y_{i^{\prime} j^{\prime}}^{\alpha}$, and from $5.3(2)$ they are all simple varieties in $\mathbb{C}^{m}$. Applying Lemma 5.2, one has

$$
\tilde{Y}_{i j}^{\alpha} \cap \tilde{Y}_{i \ell}^{\alpha} \subset \begin{cases}\tilde{Y}_{i^{\prime} j^{\prime}}^{\alpha} & \text { if } i^{\prime}>a \text { and } j^{\prime} \in J_{i^{\prime} \alpha} \\ \varnothing & \text { if } i^{\prime}=a \text { or } j \notin J_{i^{\prime} \alpha} .\end{cases}
$$

The claim then follows immediately from (5.3). The set $\left\{\tilde{Y}_{i j}\right\}_{i=a+1, \ldots, c}^{j=1, \ldots, n_{i}}$, satisfies 5.3(1).

For any $Z_{1, \alpha}$, by the proof of Lemma 5.1 it can be covered by finitely many open sets which are all isomorphic to affine spaces spec $\mathbb{C}\left[x_{1}, \ldots, x_{m}\right]$, such that the restriction of $\mathscr{J}_{1, \alpha}$ to each affine space is still a simple ideal. Since $W_{\alpha}$ contains the origin, the restriction of $\mu_{1, \alpha}^{-1}\left(W_{\alpha}\right)$ to each affine space still contains the origin. From (5.3), this gives an open covering which verifies $5.3(2)$. We define $i$ to be the index of $\tilde{Y}_{i j}$ for any $i=a+1, \ldots, c$ and any $j=1, \ldots, n_{i} .\left\{\tilde{Y}_{i j}\right\}_{i=a+1, \ldots, c}^{j=1, \ldots, n_{i}}$ is then a compatible system in $\tilde{X}_{1}$.

Observe that after the blow-up $\mu_{1}: \tilde{X}_{1} \rightarrow X$, and with our choice of indices, the length of the compatible system is decreased by one. We then blow up $\bigcup_{j=1}^{n_{a+1}} \tilde{Y}_{a+1, j}$ to obtain $\mu_{2}: \widetilde{X}_{2} \rightarrow \widetilde{X}_{1}$, and continuing in this way, we obtain a sequence of blow-ups with smooth centers

$$
\begin{equation*}
\widetilde{X}_{c-a+1} \xrightarrow{\mu_{c-a+1}} \widetilde{X}_{c-a} \xrightarrow{\mu_{c-a}} \ldots \xrightarrow{\mu_{3}} \widetilde{X}_{2} \xrightarrow{\mu_{2}} \widetilde{X}_{1} \xrightarrow{\mu_{1}} X, \tag{5.7}
\end{equation*}
$$

such that their composition $\mu: \widehat{X}:=\widetilde{X}_{c-a+1} \rightarrow X$ gives rise to a $\log$ resolution of $\mathscr{J}$. Indeed, this algorithm is blowing-up the varieties of lowest index in each newly obtained compatible system. Since after each blow-up, the inverse image of the ideal sheaf is, up to some exceptional divisors, the ideal sheaf associates to a compatible system whose length is decreased by 1 , we see that after $(c-a+1)$-blow-ups, one resolves the ideal sheaf $\mathscr{J}$. We say that $\mu: \widetilde{X}_{c-a+1} \rightarrow X$ the canonical $\log$ resolution of the ideal sheaf $\mathscr{J}$ associated to the compatible system $\left\{Y_{i j}\right\}_{i=a, \ldots, c}^{j=1, \ldots, n_{i}}$ in $X$. We will now prove that this $\log$ resolution also resolves certain subsheaves of $\mathscr{J}$ simultaneously.

Definition 5.6. - Same notation as Definition 5.3. We say that $\left\{Y_{i j}\right\}_{i=a, \ldots, b}^{j=1, \ldots, r_{i}}$ with $b \leqslant c$ and $r_{i} \leqslant n_{i}$ is a subsystem of $\left\{Y_{i j}\right\}_{i=a, \ldots, c}^{j=1, \ldots, n_{i}}$, if it is also a compatible system in $X$, and satisfies that for any $i=a, \ldots, b$, $j=r_{i}+1, \ldots, n_{i}, k=i, i+1, \ldots, b$, and $\ell=1, \ldots, r_{k}$, either $Y_{i j} \cap Y_{k \ell}=\varnothing$, or there exists $p<i$ and $1 \leqslant q \leqslant r_{p}$ such that

$$
\begin{equation*}
Y_{i j} \cap Y_{k \ell} \subset Y_{p q} \tag{5.8}
\end{equation*}
$$

In particular, one has

$$
\begin{equation*}
\left(\bigcup_{j=r_{a}+1, \ldots, n_{a}} Y_{a j}\right) \cap\left(\bigcup_{\substack{i=a, \ldots, b \\ j=1, \ldots, r_{i}}} Y_{i j}\right)=\varnothing \tag{5.9}
\end{equation*}
$$

Lemma 5.7. - Let $\left\{Y_{i j}\right\}_{i=a, \ldots, c}^{j=1, \ldots, n_{i}}$ be a compatible system on a quasiprojective variety $X$, and let $\left\{Y_{i j}\right\}_{i=a, \ldots, b}^{j=1, \ldots, r_{i}}$ be a subsystem. Let $\mathscr{J}^{\prime}$ be the ideal sheaf of $\bigcup_{i=a, \ldots, b}^{j=1, \ldots, r_{i}} Y_{i j}$, then $\mu: \hat{X} \rightarrow X$ is also a log resolution for $\mathscr{J}^{\prime}$.

Proof. - Since $\left\{Y_{a j}\right\}_{j=1, \ldots, n_{a}}$ are pairwise disjoint, it follows from (5.9) and Lemma 5.5 that for the blow-up $\mu_{1}: \widetilde{X}_{1} \rightarrow X$ of $\bigcup_{j=1}^{n_{a}} Y_{a j}$, one has

$$
\mu_{1}^{*} \mathscr{J}^{\prime}=\mathscr{O}_{\widetilde{X}}\left(-E_{1}^{\prime}\right) \cdot \mathscr{J}_{1}^{\prime}
$$

where $E_{1}^{\prime}$ is the inverse image of $\bigcup_{j=1}^{r_{a}} Y_{a j}$ and $\mathscr{J}_{1}^{\prime}$ is the sheaf of the variety $\bigcup_{i=a+1, \ldots, b}^{j=1, \ldots, r_{i}} \tilde{Y}_{i j}$. By Lemma 5.5 again we note that $\left\{\tilde{Y}_{i j}\right\}_{i=a+1, \ldots, b}^{j=1, \ldots, r_{i}}$ is also a compatible system in $\tilde{X}_{1}$. We will prove it is also a subsystem of $\left\{\tilde{Y}_{i j}\right\}_{i=a+1, \ldots, c}^{j=1, \ldots, n_{i}}$.

For any $i=a+1, \ldots, b, j=r_{i}+1, \ldots, n_{i}, k=i, i+1, \ldots, b$, and $\ell=1, \ldots, r_{k}$, by Definition 5.6 either $Y_{i j} \cap Y_{k \ell}=\varnothing$, or there exists $p<i$ and $1 \leqslant q \leqslant r_{p}$ such that $Y_{i j} \cap Y_{k \ell} \subset Y_{p q}$. As in the proof of Lemma 5.5, we can prove that

$$
\tilde{Y}_{i j} \cap \tilde{Y}_{k \ell} \subset \begin{cases}\tilde{Y}_{p q} & \text { if } p>a \\ \varnothing & \text { if } p=a \text { or } i=a+1\end{cases}
$$

This verifies the conditions in Definition 5.6. Thus $\left\{\tilde{Y}_{i j}\right\}_{i=a+1, \ldots, b}^{j=1, \ldots, r_{i}}$ is a subsystem of the compatible system $\left\{\tilde{Y}_{i j}\right\}_{i=a+1, \ldots, c}^{j=1, \ldots, n_{i}}$. We conclude by induction on the length of the system of compatible subvarieties that for the composition of the blow-ups

$$
\tilde{X}_{b-a+1} \xrightarrow{\mu_{b-a+1}} \tilde{X}_{b-a} \xrightarrow{\mu_{b-a}} \ldots \xrightarrow{\mu_{2}} \widetilde{X}_{1} \xrightarrow{\mu_{1}} X
$$

it resolves the ideal sheaf $\mathscr{J}^{\prime}$. This proves the lemma.

### 5.3. Functorial properties

This resolution algorithm is functorial under restrictions.
Lemma 5.8. - Let $Z$ be a regular subvariety of $X$. Assume that $\left\{Y_{i j} \cap Z\right\}_{i=a, \ldots, c}^{j=1, \ldots, n_{i}}$ is also a compatible system in $Z$ if we define the index of $Y_{i j} \cap Z$ to be $i$ for each $Y_{i j}$. We emphasize here that we consider
the scheme theoretic intersection $Z \cap Y_{i j}$. Denote by $\widetilde{Z}$ the strict transform of $Z$ under $\mu$. Then the restriction of the canonical $\log$ resolution $\mu$ associated to $\left\{Y_{i j}\right\}_{i=a, \ldots, c}^{j=1, \ldots, n_{i}}$ to $\widetilde{Z}$ is also the canonical $\log$ resolution associated to the compatible system $\left\{Y_{i j} \cap Z\right\}_{i=a, \ldots, c}^{j=1, \ldots, n_{i}}$ in $Z$. In particular, $\left.\mu\right|_{\widetilde{Z}}$ is the $\log$ resolution of the ideal sheaf of the subvariety $\bigcup_{i=a, \ldots, b}^{j=1, \ldots, n_{i}}\left(Y_{i j} \cap Z\right)$.

Proof. - By induction on the length of the compatible system. Assume that the lemma holds when the length is less than $c-a$. Since $\mu_{1}: \widetilde{X}_{1} \rightarrow X$ is the blow-up of the variety $\bigcup_{j=1, \ldots, n_{a}} Y_{a j}$, we deduce that $\left.\mu_{1}\right|_{\widetilde{Z}_{1}}: \widetilde{Z}_{1} \rightarrow Z$ is the blow-up of the variety $\bigcup_{j=1, \ldots, n_{a}}\left(Y_{a j} \cap Z\right)$, where $\widetilde{Z}_{1}$ denotes the strict transform of $Z$ under $\mu_{1}$. By our definition of the indices of the subvarieties $Z \cap Y_{i j},\left.\mu_{1}\right|_{\widetilde{Z}_{1}}$ is the first blow-up of the canonical log resolution associated to the compatible system $\left\{Y_{i j} \cap Z\right\}_{i=a, \ldots, c}^{j=1, \ldots, n_{i}}$ in $Z$, such that the strict transform of $Y_{i j} \cap Z$ is $\tilde{Y}_{i j} \cap \widetilde{Z}_{1}$. Then $\left\{\tilde{Y}_{i j} \cap \widetilde{Z}_{1}\right\}_{i=a+1, \ldots, c}^{j=1, \ldots, n_{i}}$ is a compatible system in $\widetilde{Z}_{1}$, with the index $\tilde{Y}_{i j} \cap \widetilde{Z}_{1}$ equal to $i$. By the induction on the length, the canonical $\log$ resolution associated to the compatible system $\left\{\tilde{Y}_{i j}\right\}_{i=a+1, \ldots, c}^{j=1, \ldots, n_{i}}$ in $\widetilde{X}_{1}$, which is the composition of the blow-ups, $\tilde{X}_{b-a+1} \xrightarrow{\mu_{b-a+1}} \tilde{X}_{b-a} \xrightarrow{\mu_{b-a}} \ldots \xrightarrow{\mu_{2}} \tilde{X}_{1}$, gives rise to the canonical log resolution associated to the compatible system $\left\{\tilde{Y}_{i j} \cap \widetilde{Z}_{1}\right\}_{i=a+1, \ldots, c}^{j=1, \ldots, n_{i}}$ in $\widetilde{Z}_{1}$. The lemma is thus proved.

This resolution algorithm is also compatible with families.
Definition 5.9. - Let $f: \mathscr{X} \rightarrow S$ be a surjective smooth morphism between regular quasi-projective varieties, and let $\mathscr{Y}$ be (non necessarily irreducible) subvariety of $\mathscr{X}$ of pure dimension $r$ such that its image under $f$ is surjective. We say that the family $f:(\mathscr{X}, \mathscr{Y}) \rightarrow S$ is locally analytically trivial if for any $y \in \mathscr{Y}$, setting $s:=f(y)$ and $X_{s}$ the fiber of $f$, the following two conditions hold:
(1) There exists $\mathscr{U} \subset \mathscr{X}, U_{s} \subset S$ open neighborhoods of $y, s$, such that $f(\mathscr{U})=U_{s}$.
(2) Write $U:=\mathscr{U} \cap X_{s}$, which is an analytic open set of $X_{s}$. There exists a biholomorphism $\theta: \mathscr{U} \rightarrow U \times U_{s}$ such that the following diagram is commutative:

such that $(\mathcal{U}, \mathscr{Y} \cap U) \cong\left(U \times U_{s}, \operatorname{pr}_{1}^{*}\left(Y_{U}\right)\right)$ via $\theta$, where $Y_{U}:=\mathscr{Y} \cap U$.

Lemma 5.10. - Let $f:(\mathscr{X}, \mathscr{Y}) \rightarrow S$ be a locally analytically trivial family. Suppose that $\mathscr{Y}=\bigcup_{i=a, \ldots, c}^{j=1 \ldots, n_{i}} \mathscr{Y}_{i j}$ such that for any $s \in S$, setting $Y_{s, i j}=\left.\mathscr{Y}_{i j}\right|_{X_{s}}$, the induced configuration $\left\{Y_{s, i j}\right\}_{i=a, \ldots, c}^{j=1 \ldots, n_{i}}$ is a compatible system on $X_{s}$. Then we can perform the algorithm of canonical resolution defined in (5.7) for $\left\{\mathscr{Y}_{i j}\right\}_{i=a, \ldots, c}^{j=1 \ldots, n_{i}}$, in order to obtain a birational map $\mu_{\mathscr{X}}: \widetilde{\mathscr{X}} \rightarrow \mathscr{X}$, such that, for any $s \in S$, the restriction

$$
\left.\mu_{\mathscr{X}}\right|_{X_{s}}: \mu_{\mathscr{X}}^{-1}\left(X_{s}\right) \longrightarrow X_{s}
$$

is the canonical resolutions of the compatible system $\left\{Y_{s, i j}\right\}_{i=a, \ldots, c}^{j=1 \ldots, n_{i}}$, denoted by $\mu_{s}: \tilde{X}_{s} \rightarrow X_{s}$. If one denotes the irreducible exceptional divisors of $\mu_{\mathscr{X}}$ by $\mathscr{E}_{1} \ldots, \mathscr{E}_{r}$ then, the set of irreducible exceptional divisor of $\mu_{s}$ is $\left\{\left.\mathscr{E}_{1}\right|_{\mu_{\mathscr{X}}^{-1}\left(X_{s}\right)} \ldots,\left.\mathscr{E}_{r}\right|_{\mu_{\mathscr{X}}^{-1}\left(X_{s}\right)}\right\}$.

Proof. - We will also prove by induction on the length of the compatible system. Assume that the lemma holds when the length is less than $c-a$. We make same notation in $5.9(2)$. By the assumption of the lemma, one observes that $\left\{\mathscr{Y}_{a j}\right\}_{j=1, \ldots, n_{a}}$ is disjoint from each other since this holds on each fiber. Define $\mu_{\mathscr{X}, 1}: \mathscr{X}_{1} \rightarrow \mathscr{X}$ to be the blow-up of $\left\{\mathscr{Y}_{a j}\right\}_{j=1, \ldots, n_{a}}$, with $\left\{\tilde{\mathscr{Y}}_{i j}\right\}_{i=a+1, \ldots, c}^{j=1 \ldots, n_{i}}$, the strict transforms of $\left\{\mathscr{Y}_{i j}\right\}_{i=a+1, \ldots, c}^{j=1 \ldots, n_{i}}$. By $5.9(2)$, its restriction to each fiber $X_{s}$ is precisely the first blow-up of the canonical $\log$ resolution of the compatible system $\left\{Y_{s, i j}\right\}_{i=a, \ldots, c}^{j=1 \ldots, n_{i}}$. From Lemma 5.5, the sets $\left\{\tilde{\mathscr{Y}}_{i j}\right\}_{i=a+1, \ldots, c}^{j=1 \ldots, n_{i}}$ verify the conditions of the lemma with the length decreased by 1 . Hence we prove the lemma.

### 5.4. Application to the projectivized logarithmic cotangent bundle

In this section, we prove Proposition 2.9. From Proposition 2.4 we can assume that $c \leqslant n$.

Lemma 5.11. - Let $(X, D)$ be a $\log$ pair. The family $\left\{\tilde{D}_{J}\right\}_{\varnothing \subset J \subset\{1, \ldots, c\}}$ is a compatible system in $X_{1}(D)$ when the index of $\tilde{D}_{J}$ is defined to be $\# J$. Its lowest index is 1 and its length is $c$. Moreover, for any $\varnothing \neq I \subsetneq$ $\{1, \ldots, c\},\left\{\tilde{D}_{J}\right\}_{\varnothing \neq J \subset I}$ is a subsystem of length $\# I$. In particular, the canonical $\log$ resolution provides a birational map $\hat{\mu}: \widetilde{X}_{1}(D)^{c} \rightarrow X_{1}(D)$ which is a simultaneous $\log$ resolution for the ideal sheaves $\left\{\mathscr{J}_{I}\right\}_{\varnothing \neq I \subset\{1, \ldots, c\}}$.

Proof. - For any $\varnothing \neq I, J \subset\{1, \ldots, c\}$ with $1 \leqslant \# I=\# J<c$, and $I \neq J$, note that $\#(I \cap J)<\# I=\# J<\#(I \bigcup J)$ and by (2.4) one has

$$
\tilde{D}_{I} \cap \tilde{D}_{J} \begin{cases}=\varnothing & \text { if } I \cap J=\varnothing  \tag{5.11}\\ \subset \tilde{D}_{I \cap J} & \text { if } I \cap J \neq \varnothing\end{cases}
$$

where in the second case, $1 \leqslant \#(I \cap J)$. In particular, when $\# I=\# J=1$, we always have $\tilde{D}_{I} \cap \tilde{D}_{J}=\varnothing$.

Now, for any $\varnothing \neq J \subset\{1, \ldots, c\}$, we define the index of $\tilde{D}_{J}$ to be $\# J$. For any $i=1, \ldots, c$, set $S_{i}:=\{I \subset\{1, \ldots, c\} / \# I=i\}$, equipped with the lexicographical ordering, which is a total order. Then we can write $\left\{\tilde{D}_{J}\right\}_{\varnothing \neq J \subset\{1, \ldots, c\}}=\left\{Y_{i j}\right\}_{i=1, \ldots, c}^{j=1, \ldots, n_{i}}$ with $n_{i}=\binom{c}{i}$ in a canonical way, such that, for any $I, J \in S_{i}$ with $I<J$, there exists $1 \leqslant a<b \leqslant n_{i}$ such that $D_{I}=Y_{i a}$ and $D_{J}=Y_{i b}$. With this setting, from (5.11) one can see that, for any $i>1$ and any $1 \leqslant j<l \leqslant n_{i}$, either $Y_{i j} \cap Y_{i \ell}=\varnothing$, or there exists $1 \leqslant i^{\prime}<i$ and $1 \leqslant j^{\prime} \leqslant n_{i^{\prime}}$ such that $Y_{i j} \cap Y_{i \ell} \subset Y_{i^{\prime} j^{\prime}}$. Thus the set $\left\{Y_{i j}\right\}_{i=1, \ldots, c}^{j=1, \ldots, n_{i}}$ satisfies $5.3(1)$. Since we can cover $X_{1}(D)$ by open sets with $\mathscr{J}_{I}$ in the form of (2.7), which satisfies $5.3(2)$, we conclude that $\left\{\tilde{D}_{J}\right\}_{\varnothing \neq J \subset\{1, \ldots, c\}}$ is a compatible system in $X_{1}(D)$. We thus prove the first statement.

To prove the second statement, without loss of generality, we can assume that $I=\{1, \ldots, b\}$ for some $1 \leqslant b<c$. From (2.4) we first observe that $\left\{\tilde{D}_{J}\right\}_{\varnothing \neq J \subset I}$ satisfies $5.3(1)$, and thus is a compatible system on $X_{1}(D)$. Within the above representation $\left\{\tilde{D}_{J}\right\}_{\varnothing \neq J \subset\{1, \ldots, c\}}=\left\{Y_{i j}\right\}_{i=1, \ldots, c}^{j=1, \ldots, n_{i}}$, one has $\left\{\tilde{D}_{J}\right\}_{\varnothing \neq J \subset I}=\left\{Y_{i j}\right\}_{i=1, \ldots, b}^{j=1, \ldots, r_{i}}$, where $r_{i}=\binom{b}{i}$. For any $i=1, \ldots, b$, $j=r_{i}+1, \ldots, n_{i}, k=i, i+1, \ldots, b$, and $\ell=1, \ldots, r_{k}$, let us denote by $\tilde{D}_{J}=Y_{i j}, \tilde{D}_{K}=Y_{k \ell}$. If follows from the definition that $J \not \subset I, \# J=i$, and $K \subset I, \# K=k \geqslant i$, and from (2.4) that either $\tilde{D}_{J} \cap \tilde{D}_{K}=\varnothing$, in which case $J \cap K=\varnothing$, or $\tilde{D}_{J} \cap \tilde{D}_{K}=\tilde{D}_{J \cap K}$, in which case $1 \leqslant \#(J \cap K)<\# J$. Thus by Definition $5.6\left\{\tilde{D}_{J}\right\}_{\varnothing \neq J \subset I}$ is a subsystem of $\left\{\tilde{D}_{J}\right\}_{\varnothing \neq J \subset\{1, \ldots, c\}}$. This proves the second statement.

Since the length of the compatible system $\left\{\tilde{D}_{J}\right\}_{\varnothing} \subsetneq_{\mp} J \subset\{1, \ldots, c\}$ is $c$, after a successive blow-ups of the varieties of the lowest index in each newlyobtained compatible system

$$
\widetilde{X}_{1}(D)^{(c)} \xrightarrow{\mu_{c}} \widetilde{X}_{1}(D)^{(c-1)} \xrightarrow{\mu_{c-1}} \ldots \xrightarrow{\mu_{2}} \widetilde{X}_{1}(D)^{(1)} \xrightarrow{\mu_{1}} X_{1}(D),
$$

their composition $\hat{\mu}: \widetilde{X}_{1}(D)^{(c)} \rightarrow X_{1}(D)$ is the canonical log resolution of the ideal sheaf $\mathscr{J}_{D}$ associated to the compatible system $\left\{\tilde{D}_{J}\right\}_{\varnothing \subset J \subset\{1, \ldots, c\}}$ in $X_{1}(D)$. The simultaneous $\log$ resolution for $\mathscr{J}_{I}$ follows from Lemma 5.7 directly. This concludes the proof of the lemma.

As we saw in (3.8), we only need to find a simultaneous resolution for the indeterminacies of the rational maps $X_{1}(D) \rightarrow X_{1}\left(D_{i}\right)$ for every $i=1, \ldots, c$, which by $2.3(1)$ is equivalent to finding a simultaneous $\log$ resolution for the ideal sheaves $\left\{\mathscr{J}_{i}\right\}_{i=1, \ldots, c}$ defined in Definition 2.2. Observe that for each $i=1, \ldots, c$, the length of the subsystem $\left\{\tilde{D}_{J}\right\}_{\varnothing \neq J \subset\{i\}} 0$ is equal to $c-1$ by Lemma 5.11. Thus by (5.7) the composition of $(c-1)$ steps of the blow-ups, $\mu_{c-1} \circ \mu_{c-2} \circ \cdots \circ \mu_{1}: \widetilde{X}_{1}(D)^{(c-1)} \rightarrow X_{1}(D)$, is a log resolution for each $\mathscr{J}_{i}$. We will denote this simultaneous $\log$ resolution by $\mu: \widehat{X}_{1}(D) \rightarrow X_{1}(D)$, and call it the minimal resolution.

From this definition, it follows that Lemma 5.11 already implies 2.9 (1). From Lemma 2.7, given a family of smooth pairs $(\mathscr{X}, \mathscr{D}) \xrightarrow{\rho} S$ as defined in Definition 2.6, denoting by $\left(X_{s}, D_{s}\right)$ the fiber of $\rho$, one obtains a locally analytically trivial family

$$
\left(\mathbb{P}\left(\Omega_{\mathscr{X} / S}(\log \mathscr{D})\right), \bigcup_{I \subset\{1, \ldots, c\}} \tilde{\mathscr{D}}_{I}^{\text {rel }}\right) \xrightarrow{\rho_{1}} S
$$

such that for any $s \in S$, the fiber of $\rho_{1}$ is $\left(X_{s, 1}\left(D_{s}\right), \bigcup_{I \subset\{1, \ldots, c\}} \tilde{D}_{s, I}\right) .2 .9(3)$ follows from Lemma 5.10.

Let us now see how to obtain the announced fonctoriality property in $2.9(2)$. Let $Z$ be any regular subvariety of $X$, such that $\left.\sum_{i=1}^{c} D_{i}\right|_{Z}$ is also a simple normal crossing divisor on $Z$. Denote by $E_{i}:=\left.D_{i}\right|_{Z}$, and $E_{I}:=\bigcap_{i \in I} E_{i}$ for any $\varnothing \neq I \subset\{1, \ldots, c\}$. Note that $Z_{1}(E)$ is a regular subvariety of $X_{1}(D)$. Moreover, for $\tilde{E}_{I} \subset Z_{1}(E)$ associated to $E_{I}$ as defined in Section 2.6, one has $\tilde{E}_{I}=Z_{1}(E) \cap \tilde{D}_{I}$. Thus $\left\{\tilde{D}_{J} \cap Z_{1}(E)\right\}_{\varnothing \neq J \subset\{1, \ldots, c\}}$ is a compatible system in $Z_{1}(E)$, with the index of $\tilde{D}_{J} \cap Z_{1}(E)$ equal to $\# J$. It then follows from Lemma 5.8 that the restriction of the canonical $\log$ resolution (resp. minimal resolution) associated to $\left\{\tilde{D}_{J}\right\}_{\varnothing \neq J \subset\{1, \ldots, c\}}$ in $X_{1}(D)$, gives rise to the canonical log resolution (resp. minimal resolution) associated to $\left\{\tilde{D}_{J} \cap Z_{1}(E)\right\}_{\varnothing \neq J \subset\{1, \ldots, c\}}$ in $Z_{1}(E)$. In particular, for any $i=1, \ldots, c$, let us denote by $\mu_{Z}: \widehat{Z}_{1}(E) \rightarrow Z_{1}(E)$ the minimal resolution
of $Z_{1}(E)$, and one has the following commutative diagram


Lastly, let us conclude by observing that this resolution procedure resolves the indeterminacies of the different maps $\gamma_{I}$ defined in (2.5) step by steps in the following sense. Say that

$$
D \supset \sum_{i \in I_{1}} D_{i} \supset \sum_{i \in I_{2}} \supset \cdots \supset \sum_{i \in I_{c-1}} D_{i}
$$

is a filtration of compatible divisors if $I_{1} \supset I_{2} \supset \cdots \supset I_{c-1}$ is a sequence of subsets of $\{1, \ldots, c\}$ with the cardinalities $\# I_{i}=c-i$. From Section 2.2, one then has a sequence of rational maps

$$
\left.X_{1}(D) \xrightarrow{ } X_{1}\left(D\left(I_{1}\right)\right) \xrightarrow{ }\right) \xrightarrow{-} X_{1}\left(D\left(I_{c-1}\right)\right) \rightarrow X_{1}:=\mathbb{P}\left(\Omega_{X}\right)
$$

Since $\# I_{j}^{\complement}=j$, by Lemmas 5.7 and 5.11, after taking $j$-blow-ups

$$
\widetilde{X}_{1}(D)^{(j)} \xrightarrow{\mu_{j}} \widetilde{X}_{1}(D)^{(j-1)} \xrightarrow{\mu_{j-1}} \cdots \xrightarrow{\mu_{2}} \widetilde{X}_{1}(D)^{(1)} \xrightarrow{\mu_{1}} X_{1}(D),
$$

the composition resolves $\mathscr{J}_{I_{j}^{\mathrm{C}}}$ defined in Definition 2.2, and by Proposition 2.3, it also resolves the indeterminacy of the rational map
$X_{1}(D) \xrightarrow{ } X_{1}\left(D\left(I_{j}\right)\right)$. Namely, we have the following commutative diagram for any filtration of compatible divisors:
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