A LOCAL RELATIVE TRACE FORMULA FOR THE
GINZBURG-RALLIS MODEL: THE GEOMETRIC SIDE.

CHEN WAN

ABSTRACT. Following the method developed by Waldspurger and
Beuzart-Plessis in their proofs of the local Gan-Gross-Prasad con-
jecture, we are able to prove the geometric side of a local relative
trace formula for the Ginzburg-Rallis model. Then by applying
such formula, we prove a multiplicity formula of the Ginzburg-
Rallis model for the supercuspidal representations. Using that
multiplicity formula, we prove the multiplicity one theorem for
the Ginzburg-Rallis model over Vogan packets in the supercuspi-

dal case.
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1. INTRODUCTION AND MAIN RESULT

1.1. The Ginzburg-Rallis model. D. Ginzburg and S. Rallis found
in their paper ([GR00]) a global integral representation for the partial
exterior cube L-function L (s, 7, A®) attached to any irreducible cuspi-
dal automorphic representation 7 of GLg(A). By using the regularized
Siegel-Weil formula of Kudla and Rallis([KR94]), they discovered that
the nonvanishing of the central value of the partial exterior cube L-
function L%(3,m, A%) is closely related to the Ginzburg-Rallis period,
which will be defined as follows. The relation they discovered is similar
to the global Gan-Gross-Prasad conjecture ([GP92], [GP94], [GGP12]),
but for a different setting.

Let k& be a number field, A be the ring of adeles of k. Take P =
P59 = MU be the standard parabolic subgroup of G = GLg whose
Levi part M is isomorphic to GLs x GLy X GL2, and whose unipotent
radical U consists of elements of the form

I, X Z
(1.1) u=u(X,Y,Z2)=10 L Y
0 0 I

We define a character £ on U by
(1.2) E(uw(X,Y, Z)) = (atr(X) + btr(Y))

where 1 is a non-trivial additive character on k\A, and a,b € A*.

It’s clear that the stabilizer of ¢ is the diagonal embedding of GLs into
M, which is denoted by H. For a given idele character x of A /k*, one
induces a one dimensional representation o of H(A) given by o(h) :=
x(det(h)), which is clearly trivial when restricted to H(k). Now the
character ¢ can be extended to the semi-direct product

(1.3) R:=HwxU

by making it trivial on H. Similarly we can extend the character o to
R Tt follows that the one dimensional representation o ® £ of R(A) is
well defined and it is trivial when restricted to the k-rational points
R(k). Then the Ginzburg-Rallis period for any cuspidal automorphic
form ¢ on GLg(A) with central character x? is defined to be

(1.4)  Prowe = / / o(hu)é¢ (w)o ™ (h)dudh.
H(k)Za(A\H(4) JUK\U(A)
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As in the Jacquet conjecture for the trilinear period of GL, ([HK04])
and in the global Gan-Gross-Prasad conjecture ([GGP12]) more gener-
ally, Ginzburg and Rallis find that the central value of the partial exte-
rior cube L-function, L® (%, 7, A3) may also be related to the quaternion
algebra version of the Ginzburg-Rallis period P ,g¢. More precisely,
let D be a quaternion algebra over k, and consider Gp := GL3(D), a
k-inner form of GLg. In the group Gp, they define

g 0 0
(15) HD:{hD: 0 g O |g€DX}
0 0 g
and
1 =z 2
(1.6) Up ={up(z,y,2) =10 1 y||z,y,2€ D}
0 0 1

In this case, the corresponding character {p of Up is defined in same
way except that the trace in the definition of £ is replaced by the
reduced trace of the quaternion algebra D. Similarly, the character
op on Hp is defined by using the reduced norm of the quaternion
algebra D. Now the subgroup Rp is defined to be the semi-direct
product Hp X Up and the corresponding one dimensional representation
op ® &p of Rp(A) is well defined. The D-version of the Ginzburg-
Rallis period for any cuspidal automorphic form ¢ on GLs3(D)(A)
with central character x? is defined to be
(1.7)

PRDJD@ED = ¢D(hu)€51 (u)agl(h)dudh

/HD(k)ZGD (A\Hp(A) /UD(k)\UD(A)

In [GROO], they form a conjecture on the relation between the periods
above and the central value L5(%, m, A?).

Conjecture 1.1 (Ginzburg-Rallis, [GRO0]). Let m be an irreducible
cuspidal automorphic representation of GLg(A) with central character
wr. Assume that there exists an idele character x of A*/k* such that
wr = x2. Then the central value L°(5, 7, A%) does not vanish if and
only if there exists a unique quaternion algebra D over k and there
exists the Jacquet-Langlands correspondence mp of m from GLg(A) to
GL3(D)(A), such that the period Pr,, opeep(¢”) does not vanish for
some ¢P € wp, and the period PRy o i€ (¢P") wanishes identically
for all quaternion algebra D' which is not isomorphic to D over k, and
for all p*" € 7py.
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It is clear that this conjecture is an analogy of the global Gan-Gross-
Prasad conjecture for classical groups ([GGP12]) and the Jacquet con-
jecture for the triple product L-functions for GLs, which is proved by
M. Harris and S. Kudla in [HKO04]. It is also clear that Conjecture
is now a special case of the general global conjecture of Y. Sakellaridis
and A. Venkatesh for periods associated to general spherical varieties
(ISV]).

Similarly to the Gan-Gross-Prasad model, there is also a local con-
jecture for the Ginzburg-Rallis model, which is the main result of this
paper. The conjecture at local places has been expected since the work
of [GROO], and was first discussed in details by Dihua Jiang in his pa-
per [JO§]. Now let F' be a local field (p-adic field or real field), D be
the unique quaternion algebra over F. Then we may also define the
groups H,U, R, Hp,Up, and Rp as above. The local conjecture can
be stated as follows, using the local Jacquet-Langlands correspondence
established in [DKV&4].

Conjecture 1.2 (Jiang, [JO8]). For any irreducible admissible repre-
sentation ™ of GLg(F'), let mp be the local Jacquet-Langlands corre-
spondence of m to GL3(D) if it exists, and zero otherwise. Assume
that there ewists a character x of F* such that w, = x%. For a given
non-trivial additive character ¢ of F', define the one dimensional rep-
resentation o @ £ of R(F) and op ® &p of Rp(F), respectively. Then
the following identity

(1.8)  dim(Hompp (7,0 @ §)) 4+ dim(Homp, (7 (7p,0p ® €p)) = 1
holds for all irreducible generic representation m of GLg(F).

As in the local Gan-Gross-Prasad conjecture ([GGP12]), Conjecture
1.2 can be reformulated in terms of local Vogan packets and the as-
sertion in the conjecture is expressed as the local multiplicity one over
local Vogan packets. Here although GLg(F') does not have non-trivial
pure inner form, as we already make the central character assumption,
we are actually working with PGLg which have non-trivial pure inner
form. For any quaternion algebra D over F' which may be F-split,
define

(1.9)  m(np) :==m(np,op ®&Ep) = dim(Homp,,(r)(7p,0p ® &p)).

The local multiplicity one theorem for each individual irreducible ad-
missible representation wp of GL3(D) asserts that

(1.10) m(mp) =m(rp,op ®E&p) <1
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for any given op ® £p. This local multiplicity one theorem was proved
in [NOG] over a p-adic local field and in [JSZ11] over an archimedean
local field.

1.2. Main results. There are two main results of this paper. One is
the geometric side of a local relative trace formula for the Ginzburg-
Rallis model. For simplicity, in the rest of the paper, when we say the
trace formula, unless otherwise specified, we mean the local relative
trace formula for the Ginzburg-Rallis model. To be specific, let F' be
a p-adic field, f € C*(Zg(F)\G(F)) be a strongly cuspidal function
(see Section 4.1 for the definition of strongly cuspidal functions), define
the function 9f¢ on H(F)/Zy(F) by

0 /fglxug()

This is a function belonging to C°(Zy(F)\H(F)). Define

(1.11) 179 | ¢ (@)da
Zup(F)\H(F)
and for each N € N, define
(112 = [ I(£.9)r(g)dg.
U(F)H(F)\G(F)

Here ry is a truncated function on G(F'), which is left U(F)H(F)-
invariant, right K-invariant, and compactly supported modulo U (F)H (F).
For the complete definition of Ky, see Section 5.2. The distribution in
the trace formula is just limy_, In(f).

Now we define the geometric side of the trace formula. For each
strongly cuspidal function f € C®°(Zg(F)\G(F)), one can associate a
distribution 6y on G(F') via the weighted orbital integral (see Section
4). Waldspurger has proved in his paper [W10] that the distribution
0 is a quasi-character in the sense that for every semisimple element
r € Gs(F), 05 is a linear combination of the Fourier transforms of
nilpotent orbital integrals of g, near z. For each nilpotent orbit O of
gz, let cefyo(x) be the coefficient, it is called the germ of the distribution
0r. Let T be a subset of subtorus of H which will be defined in Section
5.1, for any t € T,ey(F') and T € T, define cs(t) to be ¢y, 0,(t) where
O, is the unique regular nilpotent orbit in g,. For detailed description
of Oy, see Section 5.1. Then we define the geometric side of our trace
formula to be

=S [W(H,T) ' (T) / () DH (1) A1)t

= Z6(P)\T(F)
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where D (t) is the Weyl determinant and A(t) is some normalized
function defined in Definition [5.1] It is proved in Proposition that
the integral defining I(f) is absolutely convergent. Then the trace
formula that we are going to prove in this paper is (see Theorem [5.4))

(1.13) i In(f) = 1()

Similar we can have the quaternion version of the trace formula. It is
also possible to prove the trace formula for functions with nontrivial
central character (see Theorem [5.5). We refer the readers to Section
5 for detailed discussion of the trace formula. The proof of the trace
formula will be carried out from Section 7 to Section 10.

Another main result of this paper is to prove Conjecture for the
case that [ is a p-adic local field and 7 is an irreducible supercuspidal
representation of GLg(F'). In this situation, 7p always exists and it is
also supercuspidal (Theorem B.2.b. of [DKV84]). This result can be
viewed as an application of the local relative trace formula , it
will be proved in Section 6.

Theorem 1.3. For any irreducible supercuspidal representation m of
GLg(F') over a p-adic local field F' of characteristics zero, Conjecture

[7.2 holds.

Both of our main results are a crucial step towards the proof of Con-
jecture [1.2]in general case, which will be considered in the forthcoming
paper [Wanl6]. To be more specific, in this paper we prove the geomet-
ric side of a local relative trace formula for the Ginzburg-Rallis model
(Theorem , which implies Conjecture when the representation
is supercuspidal. In the forthcoming paper, we prove the spectral side
of the trace formula, then the general case of Conjecture [1.2| will follow
from the full trace formula. The forthcoming paper will also treat the
archimedean case.

One remark is that it is easy to see that the multiplicity is indepen-
dent of the choice of a,b € F* in the definition of £, but we will NOT
fix a, b at the beginning. The reason is that we actually need to change
a, b in our proof of the trace formula. For details, see Section 10.

1.3. Organization of the paper and remarks on the proofs. Our
proof of Theorem [1.3] uses Waldspurger’s method in his proof of the
local Gan-Gross-Prasad conjecture in [W10]. In other words, we are
going to prove a multiplicity formula:

(1.14) m(m) = Mgeom (), M(TD) = Mgeom (TD).

Here mgeom () (resp. Mgeom(mp)) is defined in the same way as I(f) ex-
cept replacing the distribution 6 by the distribution character 6, (resp.
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0.,) associated to the representation 7 (resp. mp). For the complete
definition of the multiplicity formula, see Section 6. Once this formula
is proved, we can use the relation between the distribution characters
0. and 0., under the local Jacquet-Langlands correspondence to can-
cel out all terms in the expression of Mgeom () + Mgeom (Tp) except the
term cg, o,.,, Which is the germ at the identity element. Then the work
of Rodier ([Rod81]) shows that cg, 0,., = 0 if 7 is non-generic, and
Co,,0,., = 1 if 7 is generic. Because all supercuspidal representations
of GL,(F') are generic, we get the following identity

(1.15) mgeom(’ﬁ) + mgeom(ﬂ—D) =L

And this proves Theorem It is worth to mention that this case is
quiet different from the case of the local Gan-Gross-Prasad conjecture.
Namely, in their case, the additive character is essentially attached to
the simple roots, which is not the case in our situation. This difference
leads to the technical complication on the proof of some unipotent
invariance. This will be discussed in detail in Section 9. Another
difference is that in this case we do need to worried about the center
of the group, this will be discussed in Section 5.

In order to prove the multiplicity formula , we follow the ar-
guments developed by Waldspurger in [W10]. The key ingredient is to
prove the trace formula (Theorem , which is carried out from Sec-
tion 7 to Section 10. Once this is done, we can relate the multiplicity to
a certain integral of the matrix coefficients of supercuspidal represen-
tations (which are strongly cuspidal functions). This integral happens
to be the distribution limy_,« In,(f) in the trace formula (i.e. the left
hand side of ) up to a constant. On the other hand, it is proved
by Arthur in his paper [Ar87] that the distribution character of the
representation is the same constant times the distribution 6, induced
by its matrix coefficient f. It follows that the right hand side of
is the same constant times the geometric side of the trace formula (i.e.
the right hand side of ) So after applying the trace formula as in
Theorem , we prove the multiplicity formula (1.14)), which implies
Theorem For details, see Section 6.

This paper is organized as follows. In Section 2, we introduce basic
notations and conventions of this paper, we will also recall the defi-
nition and some basic facts on weighted orbital integrals. In Section
3, we define quasi-characters and discuss the localization of the quasi-
characters. In Section 4, we will talk about strongly cuspidal functions
and the distribution associated to it. This is a key ingredient in the
trace formula. For Section 3 and 4, we follow [W10] closely and provide
the details for the current case as needed.
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In Section 5, we describe all the ingredients in the geometric side
and state the trace formula in Theorem [5.4l and Theorem 5.5l We also
show that it is enough to prove it for functions with trivial central
character (Proposition . Then in Section 6, we prove our main
result Theorem [I.3] by assuming the trace formula Theorem [5.4] holds.

Starting from Section 7, we are going to prove the trace formula. In
Section 7, we deal with the localization of the trace formula. The goal
of this section is to reduce our problem to the Lie algebra level. In
Section 8, we study the slice representation of the normal space. As a
result, we transfer our integral to the form [ Ar(FO\G(F) where T'is some
maximal torus of G. The reason we do this is that we want to apply
the local trace formula developed by Arthur in [Ar91] as Waldspurger
did in [W10]. In Section 9, we prove that we are actually able to change
our truncation function to the one given by Arthur in his local formula.
After this is done, we can apply Arthur’s local trace formula to calculate
the distribution in our trace formula. More precisely, at beginning, the
distribution is a limit of the truncated integral. After applying Arthur’s
local trace formula, we can calculate that limit explicitly. This is the
most technical section of this paper, we will postpone the proof of two
technical lemmas in this section to Appendix A. In Section 10, we finish
the proof of the trace formula.

There are two appendices in this paper. In Appendix A, we prove two
technical lemmas in Section 9 which is Lemma 9.1l and Lemma .11l In
Appendix B, we will state some similar results for some reduced models
that occur naturally on the way of investigation of the Ginzburg-Rallis
model. This will be needed for our study of Conjecture for general
case ([Wanl6]). Since the proof are similar to the Ginzburg-Rallis
model case we considered in this paper, we will skip it here and we
refer the readers to my thesis [Wanl17] for details of the proof.

1.4. Acknowledgement. [ would like to thank my advisor Dihua
Jiang for suggesting me thinking about this problem, providing prac-
tical and thought-provoking viewpoints that lead to solutions of the
problem, and carefully reviewing the first draft of this paper. I would
like to thank Professor Erik P. van den Ban and an anonymous referee
for many helpful comments and corrections.

2. PRELIMINARITIES

2.1. Notation and conventions. Let I’ be a p-adic filed, we fix the
algebraic closure F. Let valp and | - |p be the valuation and absolute
value on F', oy be the ring of integers of I, and IF; be the residue field.
We fix an uniformizer wg.
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For every connected reductive algebraic group G defined over F', let
A¢ be the maximal split central torus of G and Zs be the center of G.
We denote by X (G) the group of F-rational characters of G. Define
ac =Hom(X(G),R), and let af, = X(G) ®z R be the dual of ag. We
define a homomorphism H¢ : G(F) — ag by Ha(g)(x) = log(|x(9)|r)
for every g € G(F) and y € X(G). Denote by g the Lie algebra of G.
It is clear that G acts on g by the adjoint action. Since the Ginzburg-
Rallis model has non-trivial center, all our integration need to modulo
the center. To simplify the notation, for any Lie algebra g contained in
gl, (in our case it will always be contained in glg(F') or gl3(D)), denote
by go the elements in g whose trace (as an element in gl,) is zero.

For a Levi subgroup M of G, let P(M) be the set of parabolic sub-
groups of G whose Levi part is M, L(M) be the set of Levi subgroups
of G containing M, and F(M) be the set of parabolic subgroups of
G containing M. We have a natural decomposition ay; = a§; @ ag,
denote by proj§; and projq the projections of ay; to each factors. The
subspace a§, has a set of coroots ¥y, and for each P € P(M), we
can associate a positive chamber a}, C aj; and a subset of simple co-
roots Ap C ¥,. For each P = MU, we can also define a function
Hp : G(F) — ay by Hp(g) = Hy(my) where g = myugk, is the Iwa-
sawa decomposition of g. According to Harish-Chandra, we can define
the height function || - || on G(F), take values in R>;, and a log-norm
o on G(F) by o(g) = sup(1,log(]lg||)). Similarly, we can define the
log-norm function on g(F) as follows: fix a basis {X;} of g(F) over
F, for X € g(F), let o(X) = sup(1,sup{—wvalr(a;)}), where a; is the
X,-coordinate of X.

For x € G (resp. X € g), let Zg(x)(resp. Zg(X)) be the centralizer
of z (resp. X) in G, and let G,(resp. Gx) be the neutral component
of Zg(z) (resp. Zg(X)). Accordingly, let g, (resp. gx) be the Lie
algebra of G, (resp. Gx). For a function f on G(F') (resp. g(F')), and
g € G(F), let 9f be the g-conjugation of f, i.e. 9f(x) = f(g 'xg) for
r € G(F) (resp. 9f(X) = f(¢g7'Xg) for X € g(F)).

Denote by G (F') the set of semisimple elements in G(F), and by
Greg(F) the set of regular elements in G(F'). The Lie algebra versions
are denoted by g.s(F) and g,.,(F'), respectively. Now for X € Gy (F),
the operator ad(z) — 1 is defined and invertible on g(F')/g.(F). We
define

D) =| det((ad(x) — 1)jg(r)/a.r)) | -
Similarly for X € ggs(F), define

DY(X) = det((ad(X))g(r)/ax ) |F -
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For any subset I' C G(F), define 'Y := {g7'vg | g € G(F),y € T'}.
We say an invariant subset Q of G(F') is compact modulo conjugation
if there exist a compact subset I" such that Q C I'“. A G-domain on
G(F) (resp. g(F')) is an open subset of G(F') (resp. g(F)) invariant
under the G(F')-conjugation.

For two complex valued functions f and g on a set X with ¢ taking
values in the positive real numbers, we write that

flz) < g(x)
and say that f is essentially bounded by g, if there exists a constant
¢ > 0 such that for all x € X, we have

[f(@)] < cg(x).
We say f and ¢ are equivalent, which is denoted by

f(x) ~g(x)
if f is essentially bounded by ¢ and g is essentially bounded by f.

2.2. Measures. Through this paper, we fix a non-trivial additive char-
acter ¢ : F' — C*. If G is a connected reductive group, we may fix
a non-degenerate symmetric bilinear form < -,- > on g(F") that is in-
variant under G(F')-conjugation. For any smooth compactly support-
ed complex valued function f € C*(g(F)), we can define its Fourier

transform f — f € C’oo( ) to be

(2.1) / F()p(< X,Y >)dY

where dY is the selfdual Haar measure on g(F) such that f(X) =
f(—=X). Then we get a Haar measure on G(F') such that the exponen-
tial map has Jacobian equals to 1. If H is a subgroup of GG such that
the restriction of the bilinear form to h(F') is also non-degenerate, then
we can define the measures on h(F') and H(F') by the same method.
Let Nil(g) be the set of nilpotent orbits of g. For O € Nil(g) and
X € O, the bilinear form (Y, Z) —< X, [Y, Z] > on g(F') can be descent
to a symplectic form on g(F)/gx(F'). The nilpotent O has naturally
a structure of F-analytic symplectic variety, which yields a selfdual
measure on O. This measure is invariant under the G(F')-conjugation.
If T is a subtorus of GG such that the bilinear form is non-degenerate
on t(F'), we can provide a measure on 7' by the method above, denoted
by dt. On the other hand, we can define another measure d.t on T'(F)
as follows: If T is split, we require the volume of the maximal compact
subgroup of T'(F') is 1 under d.t. In general, d.t is compatible with the
measure d.t' defined on Ar(F) and with the measure on T'(F)/Ar(F)
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of total volume 1. Then we have a constant number v(7T") such that
d.t = v(T)dt. In this paper, we will only use the measure dt, but in
many cases we have to include the factor v(T"). Finally, if M is a Levi
subgroup of G, we can define the Haar measure on a{, such that the
quotient

afy/projsy(Hy (Au(F)))
is of volume 1.

3. (G, M)-families. From now on until Section 4, G will be a con-
nected reductive group, and g(F') be its Lie algebra, with a bilinear
pairing invariant under conjugation. For a Levi subgroup M of G, we
recall the notion of (G, M)-family introduced by Arthur. A (G, M)-
family is a family (cp)pep(ary of smooth functions on iaj, taking values
in a locally convex topological vector space V' such that for all adjacent
parabolic subgroups P, P’ € P(M), the functions ¢, and cps coincide on
the hyperplane supporting the wall that separates the positive cham-
bers for P and P’. For such a (G, M)-family, one can associate an
element ¢y € V ([Ar81, Page 37]). If L € L(M), for a given (G, M)-
family, we can deduce a (G, L)-family. Denote by ¢, the element in
V' associated to such (G, L)-family. If Q@ = LoUqg € F(L), we can
deduce a (Lg, L)-family from the given (G, M)-family, the element in
V associated to which is denoted by ¢%.

If (Yp)pep(m) is a family of elements in ay;, we say it is a (G, M)-
orthogonal set (resp. and positive) if the following condition holds: if
P, P" are two adjacent elements of P(M), there exists a unique coroot
& such that & € Ap and —& € Ap/, we require that Yp — Yp € Ra
(resp. Yp — Yp € Rypa). For P € P(M), define a function cp on
ia}; by cp(A) = e 2¥P). Suppose the family (Yp)pep) is a (G, M)-
orthogonal set. Then the family (cp)pepr is a (G, M)- farnlly If the
family (Yp)pep(a) is positive, then the number ¢, associated to this
(G, M)-family is just the volume of the convex hull in af, generated
by the set {Yp | P € P(M)}. If L € L(M), the (G, L)-family deduced
from this (G, M)-family is the (G, L)-family associated to the (G, L)-
orthogonal set (Yg)gep(r) where Yy = proj.(Yp) for some P € P(M)
such that P C @ (it is easy to see this is independent of the choice of
P). Similarly, if @ € P(L), then the (L, M)-family deduced from this
(G, M)-family is the (L, M )-family associated to the (L, M)-orthogonal
set (Ypr) prepr(ar) where Ypr = Yp with P being the unique element of
P(M) such that P C @ and PN L = P’

2.4. Weighted orbital integrals. If M is a Levi subgroup of G and
K is a maximal open compact subgroup in good position with respect
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to M. For g € G(F), the family (Hp(g))pepm) is (G, M)-orthogonal
and positive. Let (vp(g))pepu) be the (G, M)-family associated to
it and vpr(g) be the number associated to this (G, M)-family. Then
va(g) is just the volume of the convex hull in af, generated by the
set {Hp(g), P € P(M)}. The function g — vp(g) is obviously left
M (F)-invariant and right K-invariant.

If f e CPGF)) and x € M(F) N Grey(F), define the weighted
orbital integral to be

22 Jule ) =D@" [l ageu(a)d.

Gz (F\G(F)
Note the definition does depend on the choice of the hyperspecial open
compact subgroup K. But we will see in later that if f is strongly
cuspidal, then this definition is independent of the choice of K.
Lemma 2.1. With the notation as above, the following holds.

(1) If f € CX(G(F)), the function x — Jy(x, f) defined on M(F)N
Greg(F) is locally constant, invariant under M (F')-conjugation
and has a compact support modulo conjugation.

(2) There exists an integer k > 0, such that for every f € CX(G(F)),
there exists ¢ > 0 such that

[T, )] < e(1+ [ log DY (2)])*
for every x € M(F) N Grey(F).
Proof. See Lemma 2.3 of [W10). O

The next result is due to Harish-Chandra (Lemma 4.2 of [Ar91]),
which will be heavily used in Section 8 and Section 9. See [B15), Section
1.2] for a more general argument.

Proposition 2.2. Let T be a torus of G(F), and T' C G(F), Q C
T(F) be compact subsets. Then there exists ¢ > 0 such that for every
T € QNG(F)pey and g € G(F) with g 'zg € T, we have

(2:3) or(g) < c(1+ | log(D%(x)) )
where op(g) = inf{o(tg) |t € T(F)}.

2.5. Shalika Germs. For every O € Nil(g) and f € C°(g(F)), define
the nilpotent orbital integral by

Jof) = [ fexjax.
o
Its Fourier transform is defined to be

Jo(f) = Jo(f)-
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For A € F*, define f* to be f2(X) = f(AX). Then it is easy to see
that for A € (F*)?, we have

(2.4) Jo(f*) = A 7O Jo ().

Define §(G) = dim(G) — dim(7T'), where 7' is any maximal torus of G
(i.e. 0(G) is twice of the dimension of maximal unipotent subgroup
if G split). There exists a unique function I'p on g,¢,(F'), called the
Shalika germ associated to O, satisfies the following conditions:

(2.5) To(AX) =| A |9t @=mO2 gy (X)

for all X € g,o(F), N € (F*)?, and for every f € C=(g(F)), there
exists an neighborhood w of 0 in g(F") such that

(2.6) Jo(X, f) = Zoecnia@lo(X)Jo(f)

for every X € w N greq(F), where Jg(X, f) is the orbital integral.

Harish-Chandra proved that there exists a unique function j on
Oreg(F) X greg(F'), which is locally constant on g,eq(F) X greq(F'), and
locally integrable on g(F') x g(F'), such that for every f € C(g(F))
and every X € g,.,(F),

2.7) Jolx.p= | L J0iCEYa.

Also, for all © € Nil(g), there exists a unique function ¥ — j(O,Y)
on greq(F), which is locally constant on g,.4(F), and locally integrable

on g(F), such that for every f € C°(g(F)),
2.8) Jo(f) = [ FM)j(0,¥)av.
a(F)

It follows that
(2.9) JOXY) = [ XED XY,

JONY) = | A9 j(0.Y)
for all X,Y € g,(F), O € Nil(g) and A € (F*)?. Moreover, by
the above discussion, if w is an G-domain of g(F') that is compact
modulo conjugation and contains 0, there exists an G-domain w’ of

g(F') that is compact modulo conjugation and contains 0 such that for
every X € w' N greg(F) and Y € w N gpeq(F),

(2.10) J(X,Y) = EOeNil(g)FO(X)j(Ov Y).
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3. QUASI-CHARACTERS

In this section we recall the definition and basic properties of quasi-
characters in the p-adic case. For details, see [W10, Section 4] and
[B15l Section 4].

3.1. Neighborhoods of Semisimple Elements.

Definition 3.1. For every v € Gs(F'), we say a subset w C g, (F) is
a good neighborhood of 0 if it satisfies the following seven conditions,
together with condition (7), for finitely many finite dimensional alge-
braic representations (p, V') of G which will be fized in advance (JW10),
Section 3.1]):

(1) w is an Gy-domain, compact modulo conjugation, invariant un-
der Zg(x)(F) conjugation and contains 0.

(2) The exponential map is defined on w, i.e. it is a homeomor-
phism between w and exp(w), and is G-equivalent, where the
action s just conjugation.

(3) For every A € F* with | A\ |< 1, we have A\w C w.

(4) We have

31)  {geGF)|g 'zexp(w)g Nzexp(w) # 0} = Za(z)(F).

(5) For every compact subset T' C G(F), there exists a compact
subset I" C G(F') such that

{ge G(F) | g 'rexp(w)gNT =0} C G (F)I.

(6) Fiz a real number cp > 0 such that ¢k <| (k+ 1)! |p for every
integer k > 1. Then for every maximal subtorus T C G, every
algebraic character x of T and every element X € t(F) Nw, we
have | x(X) |r< cp.

(7) Consider an eigenspace W C g(F) for the operator ad(x) and
let X be the eigenvalue. If X € w, then ad(X) preserve W. Let
Wx be an eigenspace of it with eigenvalue p. Then it is easy
to see W is also an eigenspace for the operator ad(xexp(X)),
with eigenvalue A exp(p). Now suppose X # 1. Then

| Aexp(p) =1 |p=| A =1]p.
(7), If we fix a finite dimensional algebraic representation (p, V') of

G, by replacing the adjoint representation by (p, V') in (7), we
can define condition (7), in a similar way.

The properties for good neighborhoods are summarized below, the
details of which will be referred to [W10|, Section 3].

Proposition 3.2. The following hold.
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(1) If wo is a neighborhood of 0 in g.(F'), there ezists a good neigh-
borhood w of 0 such that w C wy™®.

(2) Q = (vexp(w))® is an G-domain in G(F), and has compactly
support modulo conjugation.

(3) Forevery X € w, Zg(xexp(X))(F) C Za(x)(F) and Gy expx) =
(Gz)X C G,.

(4) The exponential map between w and exp(w) preserve measures,
i.e. the Jacobian of the map equals 1.

(5) For every X € w, D%(zexp(X)) = D%(z)D% (X).
Proof. See Section 3.1 of [W10]. O

3.2. Quasi-characters of G(F). If 6 is a smooth function defined
on Gyey(F'), invariant under G(F')—conjugation. We say it is a quasi-
character on G(F) if and only if, for every z € G4 (F), there is a good
neighborhood w, of 0 in g,(F), and for every O € Nil(g,), there exists
coefficient ¢y o(x) € C such that

(3.2) 0(z exp(X)) = Loeni(e.)co.0(2)j (0, X)
for every X € wy,ey- It is easy to see that cpo(x) are uniquely deter-

mined by 6. If  is a quasi-character on G(F) and 2 C G(F) is an
open G-domain, then 01 is still a quasi-character.

3.3. Quasi-characters of g(F'). Let 6 be a function on g,.,(F'), in-
variant under G(F')—conjugation. We say it is a quasi-character on
g(F) if and only if for every X € g,s(F'), their exists an open G x-
domain wy in gx(F'), containing 0, and for every O € Nil(gx), there
exists ¢po(X) € C such that

(3.3) 0(X +Y) = Socnigy)co.0(X)j(0,Y)

for every Y € wx ey If 0 is a quasi-character on g(F'), define ¢pp =
co.0(0). If X € F*, then 0*(X) = 0(AX) is still a quasi-character on
g(F). By Section 4.2 of [W10], for every O € Nil(gx), we have

(3.4) Cor o(AT1X) =| A 5O ¢ 0(X).

3.4. Localization. We fix z € G4 (F) and a good neighborhood w of
0in g,(F). If 6 is a quasi-character of G(F'), we define a function 6,
on w by

O(zexp(X)), if X € w;
0, otherwise.

(3.5) 0r0(X) = {

Then 6, is a quasi-character of g,(F'), and we have ¢y o(zexp(X)) =
Co,..,,0(X) for every X € wNg, .(F) and O € Nil(g, x) (Note we have
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Grexp(x) = (G2)x since w is a good neighborhood). In particular, by
taking X = 0 we have cyo(7) = ¢y, 0 for every O € Nil(g,).
Now if 6 is a quasi-character of G(F) that is Zg(F')-invariant, then

cp.0(2x) = cpo(x)

for all z € Zg. For w as above, we can define a quasi-character on
g, (F') that is invariant by 34(F"), which is still denoted by 6, to be

O(rexp(X')), U X=X +Z X cw,Z € 3,(F);
0, otherwise.

(3'6) em,w(X) = {

4. STRONGLY CUSPIDAL FUNCTIONS

In this section, we will recall the definition and some basic properties
of the strongly cuspidal functions. For details, see Sections 5 and 6 of
[W10], and Section 5 of [B15].

4.1. Definition and basic properties. If f € CX(Zs(F)\G(F)),
we say f is strongly cuspidal if and only if for every proper parabolic
subgroup P = MU of G, and for every € M(F'), we have

(4.1) /U(F) f(zu)du = 0.

The most basic example for strongly cuspidal functions is the matrix
coefficient of a supercuspidal representation.

The following proposition is easy to prove, following mostly from the
definition. See Section 5.1 of [W10].

Proposition 4.1. The following hold.

(1) f is strongly cuspidal if and only if for every proper parabolic
subgroup P = MU of G, and for every x € M(F'), we have

(4.2) fu™ zu)du = 0.
U(F)
(2) If Q is a G-domain in G(F) and if f is strongly cuspidal, then
flq is strongly cuspidal.
(3) If f is strongly cuspidal, so is 9f for every g € G(F).

Now we study the weighted orbital integral associated to strongly
cuspidal functions. The following lemma is proved in Section 5.2 of
[W10].

Lemma 4.2. Let M be a Levi subgroup of G and K be a hyperspecial
open compact subgroup with respect to M. If f € CX(Zg(F)\G(F)) is
strongly cuspidal and x € M(F) N Greq(F), then the following hold.
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(1) The weighted orbital integral Jy(x, f) does not depend on the
choice of K.

(2) For everyy € G(F), we have Jy(x,Yf) = Jy(z, f).

(3) If Ag, # A, then Jy(z, f) = 0.

For x € G,ey(F), let M(z) be the centralizer of Ag, in G, which is
clearly a Levi subgroup of GG. For any strongly cuspidal f belonging to
the space C°(Za(F)\G(F)), define the function 6 on Zg(F)\Gyeg(F)
by

(4.3) 0r(x) = (1)@~ %C(G,) DY (2) "2 Ty (2, f).

Here ag is the dimension of Ag, and the same for ays(,). By the lemma
above, the weighted orbital integral is independent of the choice of the
hyperspecial open compact subgroup, and so is the function 6.

Proposition 4.3. The following hold.

(1) The function 0¢ is invariant under G(F)-conjugation, has a
compact support modulo conjugation and modulo the center,
is locally integrable on Zg(F)\G(F') and locally constant on
Za(F)\Greg(F).

(2) by is a quasi-character.

Proof. The first part is Lemma 5.3 of [W10], the second part is Corol-
lary 5.9 of the loc. cit. O

Here we only write down the results for the trivial central character
case, but the argument can be easily extended to the non-trivial central
character case (i.e. f € CX(Zg(F)\G(F), X)), or the case without
central character (i.e. f € C®(G(F))).

4.2. The Lie algebra case.

Definition 4.4. We say a function f € C(go(F')) is strongly cuspidal
if for every proper parabolic subgroup P = MU, and for every X €
m(F), we have
[(X+Y)dY =0.
u(F)
This is equivalent to say that for every proper parabolic subgroup P =
MU, and for every X € m(F'), we have

/ flu™ Xu)du = 0.
If feCxr(g(F))is strongly cuspidal, we define a function 6 on

gO,reg(F) by
(4.4) 0;(X) = (1) M09y (Gx ) D(X) 2 Ty x) (X, f)
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Here M (X) is the centralizer of A, in G, a¢ is the dimension of Ag,
and the same for ay;(x). We have a similar result as Proposition .

Proposition 4.5. If f € C®(go(F)) is strongly cuspidal, 0 is inde-
pendent of the choice of K. (Recall we need to fix the open compact
subgroup K in the definition of orbital integral.) And in this case, 0
1S a quasi-character.

4.3. Localization. In this section, we discuss the localization of the
quasi-character 6, which will be used in the localization of the trace
formula in Section 7. Some results of this section will also be used in
Section 9 when we trying to change the truncated function in the trace
formula. For z € G (F), recall that g, is the subspace of elements
in g, whose trace is zero. Suppose g, = g, ® g” where g, and g” are
the Lie algebras of some connected reductive groups (See Section 7.2).
For any element X € g, o(F), it can be decomposed as X = X' + X"
for X’ € g, and X” € g”. We denote by f — f* the partial Fourier
transform for f € C2°(g,0(F)) with respect to X”. i.e.

45 X)) = / o SO YY)y

Let w be a good neighborhood of 0 in g,. We can also view w as an
neighborhood of 0 in g, by considering its image in g, under the
projection g, — gz0. If f € CX(Za(F)\G(F)), for g € G(F), define
9 fow € CZ(ge0(F)) by

(4.6) o, (x) = LI wen(X)g), i X €w
| o 0, otherwise.

Also define

(47) gfﬁ’w — (gfmjw)ﬁ‘

Note that for X € g,0(F), X € w means there exist X' € w and Z €
3q(F) such that X = X'+ Z. It follows that the value f(g~ 'z exp(X)g)
is just f(g 'xexp(X')g), which is independent of the choice of X’ and
Z.

If M is a Levi subgroup of GG containing the given x, fix a hyperspecial
open compact subgroup K with respect to M. If P = MU € P(M),
for f € C*(Zg(F)\G(F)), define the functions [P, f], o*[P, f] and

Ty oo (o ) 00 My o(F) N @y reg(F) by

(4.8) olP, fI(X) = DGI(X)1/2DMI(X)—1/2/

ufx,w (X)du7
U(F)
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(49) [P F)(X) = DO=(X)V2DMe (x) 12 / “fi(X)du,

U(F)

and

(410) i, (X, f) = DO (X)) / 978 (X )oar(9)dy.
Ge x (F)\G(F)

The following two lemmas are proved in Sections 5.4 and 5.5 of [W10],
which will be used in the localization of the trace formula. The second
lemma will also be used in Section 9 when we trying to change the
truncated function in the trace formula.

Lemma 4.6. The following hold.

(1) The three integrals above are absolutely convergent.

(2) The function @[P, f] and ©*[P, f] can be extended to elements
in C°(m,o(F)) and we have ([P, f])* = ¢*[P, f].

(3) The function X — J%, (X, f) is invariant under M,(F)-
conjugation, and has a éo}npactly support modulo conjugation.
Further, it is locally constant on myo(F) N gy req(F), with the
property that there exist ¢ > 0 and an integer k > 0 such that

| T ) [< (14 | log(DY (X)) |)*
for every X € my 0N gy req(F).

Lemma 4.7. Suppose f is strongly cuspidal.
(1) If P # G, the function o|P, f] and ©*[P, f] are zero.
(2) The function J]ﬁw@’w(-,f) does not depend on the choice of K.

It is zero if Ay, # Ay. For every y € G(F) and X € myo N
Oareq(F), we have

Tiraw(X ) = T o u(X.1F).

For f € CX(Zg(F)\G(F)) strongly cuspidal, we define a function
ef,m,w on (gx,O)reg by

(4.11) 00(X) = {ef(xeXP(X))a if X € w;

0, otherwise.

If X € (82,0)reg: let M(X) be the centralizer of Ag, , in G. We define
(4.12)
ol

f7x7w

(X) = (=)0 (G x) T DU (X) VT8 ) w (X0 F)

By the lemma above this is independent of the choice of K. From the
discussion of 0, we have a similar lemma:



ON THE GINZBURG-RALLIS MODELS 21

Lemma 4.8. The functions 0y, ., and Gﬁﬁw’w are invariant under G (F')-
conjugation, compactly supported modulo conjugation, locally integrable
on g,0(F), and locally constant on gy 0 req(F).

The next result about 6;,, and chyx’w is proved in Section 5.8 of
[W10]. It tells us ngﬁw is the partial Fourier transform of 6, , with
respect to X”.

Proposition 4.9. If f € C*(Zo(F)\G(F)) is strongly cuspidal, then

9%7&) is the partial Fourier transform of 0y, in the sense that, for

every p € CX(gs0(F)), we have

@) [ 0p0a = [ (S
9z,0(F) 9e,0(F)

5. STATEMENT OF THE TRACE FORMULA

In this section, we will write down our trace formula for both the
group case and the Lie algebra case. In Section 5.1, we define all the
ingredients in the geometric expansion. In 5.2, we define our truncated
function ky and state the trace formula in Theorem and Theorem
[5.5] We also show that it is enough to prove the trace formula for the
functions with trivial central character (see Proposition [5.6). In 5.3,
we state the Lie algebra version of the trace formula.

5.1. The ingredients of the integral formula. From this section
and on, unless otherwise specified, we consider the Ginzburg-Rallis
model. This is to consider a pair (G, H), which is either (GLg(F'), GLy(F))
or (GL3(D),GLy(D)). Let P = MU be the parabolic subgroup of the

A X Z
form [ 0 B Y | where A, B, C belong to GLs(F') (the split case) or
0 0 C

GL1(D) (the non-split case), and X,Y, Z belong to My(F) (the split
case) or D (the non-split case). We can diagonally embed H into M,
and define the character £ on U(F') by

1 X Z
(5.1) (10 1 Y |)=14v(atr(X) + btr(Y))
0 0 1

for some a,b € F'*.
Definition 5.1. We define a function A on Hy(F) by
A(l‘) :| det((l — ad(l‘)_l)w(p)/(]z(p)) |F .
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Similarly, we can define A on hgs(F) by
A(X) =| det((ad(X))u(r) fus () |F -

Let T be a subset of subtori of H defined as follows:

o If H = GLy(F), then T contain the trivial torus {1} and
the non-split torus T, for v € F*/(F*)?,v # 1 where T, =
(5 ) enr)aber wh £ 0.0}

o If H = GLy(D), then 7 contain the subtorus 7, for v €
F*/(F*)? with v # 1, where T, C D is isomorphic to the
quadratic extension F'(y/v) of F.

Let 0 be a quasi-character on Zg(F)\G(F),and T € T. If T'= {1}, we
are in the split case. In this case, we have a unique regular nilpotent
orbit O, in g(F) and take cy(1) = cg0,.,(1). If T = T, for some
v € F*/(F*)? with v # 1, we take t € T, to be a regular element (in
H(F)). It is easy to see in both cases that G¢(F) is F-isomorphic to
GL3(F,) where F, = F(/v) is the quadratic extension of F. Let O, be
the unique regular nilpotent orbit in gls(F},), and take cy(t) = g0, (t).

Proposition 5.2. The function cg is locally constant on T,e,(F) (here
regular means as an element in H(F)). And the functiont — co(t) D (t)A(t)
is locally integrable on T(F).

The first part follows from the definition. The rest of this section
is to prove the second part, the idea comes from [W10]. If 7" = {1},
there is nothing to prove since the integral is just evaluation. If T' = T,
for some v € F*/(F*)? with v # 1, since cg(t)D" (t)A(t) is locally
constant on T.,(F), and is invariant under Zy(F'), we only need to
show that the function is locally integrable around t = 1.

We need some preparations. For a finite dimensional vector space
V over I, and any integer i € Z, let C;(V') be the space of functions
¢ : V' — C such that

p(Av) = [Alp(v)
for every v € V and A € (F*)?. Then we let C5;(V) be the space of
functions which are linear combinations of functions in C; (V') for j > i.
For T'=T, and ¢ € 7Z, define the space Cs;(T") to be the functions f on
Treq(F') such that there is a neighborhood w of 0 in ¢(F") and a function
@ € C5i(to(F)) such that

flexp(X)) = ¢(X)

for all 0 # X € w, here X is the projection of X in to(F). Then by
[W10, Lemma 7.4], if f € C5o(T), f is locally integrable around ¢ = 1.
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Hence we only need to show that the function ¢ — cy(t) D (t)A(t) lies
inside the space Cso(T).

Since if w is small enough, we have D (exp(X)) = D#(X), A(exp(X)) =
A(X) for all 0 # X € w. Hence the function t — D (t)A(t) lies inside
the space C>s(T") where 8 = 6(H) + dim(Ux). Therefore in order to
prove Proposition it is enough to prove the following lemma.

Lemma 5.3. With the notations above, the function t — co(t) belongs
to the space Cs_g(T).

Proof. By Section 3.4, if we choose w small enough, we have

co(exp(X)) = co, .05 (X)

for all 0 # X € w. Here 0, is the localization of  at 1 defined in
Section 3.4, and Oy is the unique regular nilpotent orbit in gx. Since
in a small neighborhood of 0 € go(F), 0, is a linear combination of
7(0,-) where O runs over the nilpotent orbit in gy. Hence we may
assume that 6, = 5(0, ) for some O.

If O is regular, then we are in the split case (i.e. G = GLg(F')) and O
is the unique regular nilpotent orbit in gy. As a result, the distribution
]A'((’), -) is induced from the Borel subgroup and hence only supported
in the Borel subalgebra. But by our construction of T" = Ty, for any
t € T,eq(F), we can always find a small neighborhood of ¢ in G such
that any element in such neighborhood does not belongs to the Borel
subalgebra. Therefore the function cy(t) is identically zero, hence the
function t — co(t) D (t)A(t) is obviously locally integrable.

If O is not regular, by and (3.4), the function cp, o, (X)

belongs to the space Caimoy)—aim©) (t). The dimension of Oy is e-
2

qual to §(Gx) = 12. On the other hand, since O is not regular,

dim(0) < 6(G) —2 = 28. Hence the function cg, , 0, (X) belongs

to the space C's_g(ty). This finishes the proof of the lemma, and hence

the proof of Proposition [5.2] O

5.2. The Main Theorem. Let f € CX(Zs(F)\G(F)) be a strongly
cuspidal function. For each T" € T, let ¢; be the function ¢y, defined
in the last section. Define

(5:2)  I(f)=) IW(HyT)I_IV(T)/ ey () DY () A(t)dt.

TeT Za(FN\T(F)

Since for any T' € T, Zg(F)\T is compact, the absolute convergence
of the integral above follows from Proposition
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Now for g € G(F), we define the function 9f¢ on H(F)/Zy(F) by
i@ = [ (g sug)é(u)d
U(F)

This is a function belonging to C°(Zy(F)\H(F)). Define

(5.3) 19 = | 0 f5(a)d,
Zg (F)\H(F)
and for each N € N, define
(5.4) = [ I(/. g)rn(g)dy.
U(F)H(FN\G(F)

Here ky is a characteristic function on G(F') defined below, which is
left U(F)H (F)-invariant, right K-invariant, and compactly supported
modulo U(F)H(F): If G is split (i.e. G = GLg(F)), for g € G(F), let
g = umk be its Iwasawa-decomposition with u € U(F), m € M(F') and
k € K. Then m is of the form diag(m, ms, m3) with m; € GLy(F).
For any 1 < 7,7 < 3, let mi_lm]- = &éj g” ki be its Iwasawa
ij
decomposition. We define kx to be

(5.5) wg):{l» if o(ai;),0(bi;) < N,o(ci;) < (1+€)N;

0, otherwise.
Here € > 0 is a fixed positive real number. Note that we do allow some
more freedom on the unipotent part, which will be used when we are
trying to change our truncated function to the one given by Arthur in
his local trace formula. For details, see Section 9. If G is not split (i.e.
G = GL3(D)), we still have the Iwasawa decomposition g = umk with
m = diag(my, mg, m3), and m; € GLi(D). We define ky to be

1, if o(m;'m;) < N;
(56) knlg) = mi ;) <
0, otherwise.

It follows that the integral in ([5.4]) is absolutely convergent because the
integrand is compactly supported.

Theorem 5.4. For every function [ € CX(Za(F)\G(F)) that is strong-
ly cuspidal, the following holds:

(5.7) Jim In(f) = I(f)-

Theorem [5.4] is the geometric side of the local relative trace formula
for the Ginzburg-Rallis model, and will be proved from Section 7 to 10.
Here we assume that f has trivial central character. However, it is also
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possible to consider the case that f has a non-trivial central character.
If f has a central character y with y = w? for some character w (i.e.
[ € CX(Za(F)\G(F), x)), define

(5.8)
L) = Y W) ) s (1) DF (1) A (D (det(t))dt,
TeT Za(F)\T(F)
(5.9) Lt = | 9 € o (det(x)) A d,
Zu(F)\H(F)

and for each N € N, define

(5.10) Inn(f) = / 1(f, g)r(9)dg.
U(F)H(F)\G(F)

Then Theorem 5.4 takes form:

Theorem 5.5. For every function f € CX®(Za(F)\G(F),x) that is
strongly cuspidal, the following holds:

(5.11) lim Iy (f) = L(f)-

N—oo

Proposition 5.6. Theorem [5.4] implies Theorem[5.5.

Proof. Note that both side of are linear on f. Since
Zo(F\G(F)/{g € G(F) | det(g) = 1)

is finite, we can localize f such that f is supported on

Za(F)go{g € G(F) | det(g) = 1}

for some gy € G(F). Let Go(F) = {g € G(F) | det(g) = 1}, which
is SLg(F') or SL3(D). Fix a fundamental domain X C Gy(F) of
Go(F)/(Za(F)NGo(F)) = Go(F)/Zg,(F). We may choose X so that
it is open in Go(F). It is easy to see that Zg, (F) is finite. By further
localizing f we may assume that f is supported on Zg(F)goX. Define

a function f' € CX(Zg(F)\G(F)) to be

flg) = {f(g’), if g=g'z, ¢ € goX, 2z € Za(F);

(5.12) = '
0, otherwise.

It is easy to see that f’ is well defined and is strongly cuspidal, and can
be viewed as the extension by trivial central character of the function
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f lgox- Now we have

/ er () DY (DA (0)w(det(£))dt
Za(F)\T(F)

_ /T e ¢ (1) D (1) A(t)w(det (1))~ dt
_ /T e ¢4 (1) D (£) A (H)w(det(go))~\dt

— (et [ ep (D™ () A(L)dt

T(F)N(goX)

— o (et [ ep (D (DA (1)t

Za(F)\T(F)
and

= 9£8 (2 w(det(z)) tdr
I(f.g) = / ey Etaer(@)
_ / 9 £ (2)w(det(x)) " d
H(F)N(goX)
- / I () (det(go))d
H(F)N(goX)

— W (det(gn)) / 9( ) (x)da

H(F)N(90X)

— W (det(g0)) / 9(f)E ()

Zu(F)\H(F)
= w'(det(9))I(f", 9).
This implies
(5.13)  L(f) =w " (det(go)I(f"), Iny(f) = w ' (det(go))In(f).
Applying Theorem [5.4] to the function f’, we know
Tim Iy(7) = 1(7).

Combining it with ((5.13)), we prove (5.11)), and this finishes the proof
of Theorem (.5

4

5.3. The Lie Algebra Case. Let f € C(go(F')) be a strongly cus-
pidal function. Define the function f¢ on hy(F) by

YY) = / - FY + N)E(N)AN.
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For g € G(F), define

M) = [ rpEwy.
bo(F)
and for each N € N, define

(5.14) In(f) = I(f,9)kn(g)dg.

/U(F)H(F)\G(F)

As in Section 5.1, for each T" € T, we can define the function c; = cp,
on tg,¢q(F'), and define

(5.15) I(f)=)_ |W(HT)[" V(T)/ cy(Y)D" (Y)A(Y)dY.

TeT to(F)

By a similar argument as Proposition 5.2} we know that the integral
in (5.15)) is absolutely convergent. The following theorem can be viewed
as the Lie algebra version of Theorem [5.4]

Theorem 5.7. For every strongly cuspidal function f € C°(go(F)),
we have

(5.16) lim In(f) = I(f).

N—oo

This is the Lie algebra version of the local relative trace formula for
the Ginzburg-Rallis model, which will be proved in Section

6. PROOF OF THEOREM [L.3]

In this section, we prove Theorem [1.3| by assuming that Theorem
holds. In particular, by Proposition [5.6] we know Theorem [5.5] holds.

6.1. Definition of multiplicity. Let (G, H) = (GL¢(F'), GL2(F)) or
(GL3(D),GLy(D)). Given (m, E;) € Irr(G), and a character x : F'* —
C* such that w, = x?. In Section 1, we have defined the representation
o ® ¢ of R(F), and we have defined the Hom space

Hompp)(m, 0 ® §).

We use m(m) to denote the dimension of such a space.

For T' € T as in Section 5.1, let § = 0, and ¢, (t) = ¢y, (t). We define
the geometric multiplicity to be
(6.1)

Mgeom(m) = Srer | W(H,T) |7 w(T) / o e OD QD

By Proposition the integral above is absolutely convergent.
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Proposition 6.1. Suppose that 7 is supercuspidal. Then

m(m) = Mgeom ().
Proof. Consider the induced representation p' = Indfl((?)U(F)(U ® §)

and the induced representation p = indg((?)U( F)(é ® &). The first one

is the smooth induction with & be the complex conjugation of &, and
the second one is the compact induction with & be the contragredient
of ¢. Then by the Frobenius reciprocity, we have

(6.2) Homy g(7, 0) = Homg(r) (7, p') = Home(r) (p, 7).

By assumption, 7 is supercuspidal, and so is 7. Since w, = x2, 7 and

o have the same central character, and hence p and 7 also have the

same central character. By the theory of the Bernstein components,

p can be decomposed as a direct sum of a representation 7 whose

subquotient is not isomorphic to 7 and a certain number of factors

which are isomorphic to 7. The number of those factors equals m/(7).
Let f be a matrix coefficient of 7, we know

(6.3) tr(7(f) |g.) = fF(D)d(m)™!

where d(m) is the formal degree of . On the other hand, the operator
7(f) is zero because any subquotient of 7 is not isomorphic to 7. Since
m(m) < 1, p(f) is of finite rank. By (6.3]), we have

(6.4) tr(p(f)) = m(m) f(L)d(m)~".
Now we are going to prove that for N large, we have
(6.5) tr(p(f)) = Inw. (f)-

Fix an open subgroup K’ C K such that f is bi-K’-invariant and
det(K’) C ker(). Let Qx be the support of Ky, E, v be the subspace
of E, consisting of functions whose support lies in 2y, and E/f{]/\, be the
subspace consisting of K’-invariant elements. Since the image of p(f)
is of finite dimension, it will be contained in Efjlv for N large. Hence

tr(p(f)) is the trace of p(f) |E£<J/V

Fix a set I'y of representatives of the double coset H(F)U (F)\Qy /K,
which is a finite set. Let I'’y be the subset consisting of v € 'y such that
¢ is trivial on yK'y"' NU(F). Now for v € Ty, there exists a unique
element ¢[y] € E,, supported on H(F)U(F)yK', right K’'-invariant,
such that ¢[y](7) = 1. (Note that since o is of one dimension, we
may just let £, = C.) Here we use the assumption det(K’) C ker(x),
which implies that o is always trivial on yK'v~' N H(F). The set
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{¢[v] | v € Ty} is a basis of Efjlv, and the trace of p(f) on Eff;v is
(6.6) Zyery (P(F)e) ()

Again here we use the fact that o is of one dimension. We have

(p(HehD(y) = /Z (F)\G(F)ﬂv](vg)f(g)dg

- / o9 g)dg
Za(F)\G(F)

= My o~ (R)E(u) f(y ™ huy)dudh
Zu(F)\H(F)U(F)

= m, o ' (R) f¢(h)dh
Zu(F)\H(F)

= m’ijﬁ(faf}/)'

where m., = meas(H(F)U(F)\H(F)U(F)yK'). For v € I'y and v ¢
[y, since £ is non trivial on yK'y~! N U(F), we have I, (f,7) = 0.
Therefore we have

tr(p(f)) = Syerymeas(H(F)U(F)\H(F)U(F)yK')L..(f,7)

/ L. (f. 9)in(9)dg = Iy (f).
H(F)U(F)\G(F)

This proves (6.5)).

Since f is strongly cuspidal, by [Ar87], we have the following relation
for quasi-characters:

(6.7) 0 = F(1)d(x)"0,.
Together with (6.5)) and Theorem we have

(p(f) = Inw, (f) = Lo, (f) = F(1)d(m) ' mgeom ().

Then by (6.4), we know m(m) = myeom(m). This finishes the proof of
the Proposition. O

6.2. Proof of Theorem [1.3] We are going to finish the proof of
Theorem .3l We use the same notation as in Section 1. Let G =
GLg(F) and Gp = GL3(D). Similarly we have H, Hp,U and Up. Let
T, 7D, X,0,0p,& and &p be the same as Conjecture [[.2l We assume
that 7 is supercuspidal and we are going to prove

(6.8) m(r) + m(rp) = 1.
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Proof. By Proposition [6.1] we know
m(%) = C@W’(f)reg(l) —|— E»UGFX/(FX)Q,,U7£1 ’ W(H, Tv) |_1 V(Tv)

X / o () e () DH (1) A(t)dt
Zu\Tu(F)

and

m(mp) = Seerx/Fxws | W(Hp, T,) |7 v(T,)
X / ot () ey () D2 () Ap(t)dt.
Zp , \To(F)

Here we use t to denote elements in GLg(F') and ¢’ to denote elements
in GL3(D). We can match ¢ and t' via the characteristic polynomial:
we write t <> t’ if they have the same characteristic polynomial. Since 7
is supercuspidal, it is generic. So by [Rod81], we know ¢y, o,.,(1) = 1.
Also for v € F*/(F*)?,v # 1, we have

| W(Hp,T,) |=| W(H,T,) |, Zy = Zu,,

So in order to prove Theorem [I.3] we only need to show that for any
v € F*/(F*)% v +#1, the sum of

/ o () er () D () A(t)d,t
Zu(F)\To(F)
and

/ 05 (1 )eny () D2 () Ap ()t = 0

Zu (F)\Tu(F)

is zero. Because for ¢,t' € T,,(F) regular with t <> ¢, we have

D (t) = D" (t), A(t) = Ap(t'), o(t) = op(t).
It is enough to show that for any v € F*/(F*)? v # 1, and for any
t,t" € T,(F) regular with ¢t <» ¢/, we have
(6.9) Ca(t) + crp () = 0.

In fact, by Section 13.6 of [W10] or Proposition 4.5.1 of [B15], we

know

cr(t) = D) V2 | W(Gy, Tysy |71 lim D (x)Y20,(x)

IGquﬁt (F)—)t
and

Cap (') = D2 ()2 | W((Gp)e, Tysw |71 lim D (a")! 20, (a")

IlEqu,t’ (F)—t

where T)s; (resp. T,s+) is a maximal torus contained in the Borel
subgroup B; (resp. By) of G (resp. (Gp)wv). Note that if t,t' € T, is
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regular, both Gy and (Gp)y are isomorphic to G L3(F),) which is quasi-
split over F'. We are able to choose the Borel subgroup B; (resp. By ).
In particular,

| W(G, Tysp) |7'=I W((Gp)e Tysr) 17
Also for those t <+ t', we have
DE(t) = DP(t).

And for x € Tis(F) (resp. o’ € T, ¢ (F)) sufficiently close to t (resp.
t') with x <> 2, they are also regular and we have

D¢ (z) = D% (z)).

Therefore in order to prove , it is enough to show that for any
regular x € G(F) and 2’ € Gp(F) with z <> 2/, we have

(6.10) Or(x) + 0, (z") = 0.

This just follows from the relations of the distribution characters under
the local Jacquet-Langlands correspondence as given in [DKV84]. This
proves Theorem O

In summary, we have proved Theorem [1.3| based on Theo-
rem [5.4] In the following few sections, we are going to prove
Theorem [5.41

7. LOCALIZATION

In this section, we fix a strongly cuspidal function f € C®(Za(F)\G(F)).
Our goal is to localize both sides of the trace formula in (i.e In(f)
and I(f)), which enables us to reduce the proof of the trace formula to
the Lie algebra level.

7.1. A Trivial Case. If z € G (F) that is not conjugate to an ele-
ment in H(F'), then we can easily find a good neighborhood w of 0 in
9. (F) small enough such that x exp(X) is not conjugate to an element
in H(F) for any X € w. Let Q = Zg(F) - (zexp(w))®. It follows
that QN H(F) = (. Suppose that f is supported on . For every
t € Hy(F'), the complement of Q in G(F') is an open neighborhood of
t invariant under conjugation, and is away from the support of f. It
follows that 6 also vanishes on an open neighborhood of ¢, and hence
that 7(f) = 0. On the other hand, the semisimple part of elements in
U(F)H(F) belongs to H(F). Thus 9f¢ = 0 for every g € G(F), and
so In(f) = 0. Therefore Theorem [5.4] holds for f.
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7.2. Localization of Iy(f). For x € Hy(F), let U, = U NGy, fix a
good neighborhood w of 0 in g,(F), and let Q = (zexp(w))¥ - Zg(F).
We can decompose g, and b, into g, 0 =g, ® g” and h,o = b, B b”,
where g/ = b/, is the common center of g, and b, o, g” and h” are the
semisimple parts. To be specific, the decomposition is given as follows:
(Recall for any Lie algebra p, we define pg to be the subalgebra consists
of elements in p with zero trace.)
e If x is contained in the center, then G, = G, H, = H. Define

[

g;: - hx 079” - gm,OJ h// - b:ﬂ,OJ
e If x is split but not contained in the center, then G, = GL3(F') x
GL3(F>,H$ = GLl(F) X GLl(F) Define
gfp = h;; = {diag(a7 —a,a, —a,a, —CL) | a € F}7
g” = 5[3(F) @5[3(F),
h// — 0
e If x is not split, then it is conjugate to a regular element in
the torus T, for some v € F*/(F*)?, v # 1. Recall T, is the
non-split torus of H(F) that is F-isomorphic to F, = F(,/v).
In this case, G, = GL3(F,), H, = GL{(F,). Define
g, = b ={diag(a,a,a) | a € F,,tr(a) = 0},
g// = 5[3<F’L))7
b// — O
Then for every torus T € T(G,) (here T'(G,) stands for the set of max-
imal tori in G,), we can write tg = t'  t/ with t' = g/, = b.. The idea
of the decomposition above is that g/, = b’ is the extra center in g,,
and (g”,h” @ u,) stands for the reduced model after localization. In

fact, if x is in the center, it is just the Ginzburg-Rallis model; when x
is not in the center, it is the Whittaker model.

From now on, we choose the function f such that Supp(f) C Q.
Definition 7.1. Define a function 9f, ., on g,o(F) by

flg twexp(X)g), if X € w;
0, otherwise.

(7.1)  fow(X) = {

Here we still view w as a subset of g0 via the projection g, — 0.

We define

(7.2) 75 (X) = / X N)EN)aN,
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(7.3) Lowlf.g) = /h JRERCSTS
(74)  Lan(f) = / Lw(f, 9)rn(g)dg.
Us(F) Ho (F)O\G(F)

Remark 7.2. The function g — I, ., (f,g) is left Uy (F)H,(F)-invariant.
By Condition (5) of good neighborhood (as in Definition|3.1]), there ex-

ists a subset I' C G(F'), compact modulo center, such that?f, ,(X) =0

for g & G.(F)T'. Together with the fact that the function g — ky(g7)

on G.(F) has compact support modulo U,(F)H,(F) for all v € G(F),

we know that the integrand in 18 compactly supported, and there-

fore, the integral is absolutely convergent.

Proposition 7.3. Iy(f) = C(z) 1, n(f) where C(x) = D (2)A(z).
Proof. By the Weyl Integration Formula, we have

(7.5)
1(f,9) = Sverqn | WH,T) |! / Ti(t,9 £ D (1) 2d
Zu(F)\T(F)
where
Jult, F) = D" (1) / Flg~"tg)dg
H(F)\H(F)

is the orbital integral. For given T' € T(H) and t € T(F) N H,ey(F),
we need the following lemma, the proof the lemma will be given after
the proof this proposition.

Lemma 7.4. Fort € T(F), the following hold.
(1) If t does not belong to the following set

U er(i,) Ywew (1) w(z exp(t (F) N w)w™ - Zg(F),

then Ju(t,9f%) = 0. Here W(Ty,T) is the set of isomorphisms
between T and Ty induced by conjugation by elements in H(F'),

(2) If x is not contained in the center, each components in (1) are
disjoint. If x is contained in the center, two components in
(1) either are disjoint or coincide. They coincide if and only if
T =T, in T(H). Therefore, for each component (T}, w), the
number of components which coincide with it (include itself) is
equal to W (H,,Ty).

By the lemma above, we can rewrite the expression (7.5) of I(f,g)
as

I(f,9) = Srerm) Srermn Zwmew .| W (H, T)| 7 W (H,, T)| !
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< utunwesp(0))u D (wn w exp(X)uy )X,
t1,0(F)Nw

Note that both integrands above are invariant under H (F')-conjugate,
W(Ty,T) # 0ifand only if T = T3 in T(H), and in that case W (T, Ty) =
W(H,T). We have

(7.6)

I(f,9) = Yreruyy | W(H,, T) |~! / Ju(zexp(X),9 ) DY (x eXp(X))l/de-

t1,0(F)Nw

On the other hand, by Parts (3) and (5) of Proposition [3.2 for all
Ty € T(H,) and for all X € wNtyg,eq(F), we have

Ju(zexp(X),?f¢) = D¥(zexp(X))"/?

(7.7) X / / v9 f€ (2 exp(h™' X h))dhdy,
Hy(F)\H(F) J T (F)\Hy (F)
and

(7.8) D (zexp(X)) = D"(z) - D"=(X).
So combining ([7.6), (7.7), (7.8)), together with the definition of In(f)

(as in (5.4)), we have

In(f) = / Srer, | W(Hg, Th) =t
U(F)H(F)\G(F)
(79 x / o A0, ) DY exp(X) X g)dg
t1,0 MNw
— DH() / B(g)rin (g)dg
U(F)H.(F)\G(F)
where

<I>(g) = ET1ET(H1») ‘ W(HmaTl) |_1

X / / 9f¢(zexp(h~*Xh))dhD"(X)dX.
tlyo(F)l"‘lw T1(F)\Hz(F)

Applying the Weyl Integration Formula to ®(g), we have

7.10 (0] = 9 X)dX
(7.10) (9) AE7O(F)¢< )
where

(7.11)

(X) = If¢(zexp(X), U X=X'+2Z X €w,Z € 3,(F);
g B 0, otherwise.
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On the other hand, for X € w N b, ,.o(F),g9 € G(F),

9 f¢(zexp(X)) = / e (XuE

(7.12) = / / 9 f(xexp(X)uv)é(uv)dudv.
Uz (F)\U(F) v Uz (F)

For u € U,(F), the map v — (zexp(X)u) v (zexp(X)u)v is a
bijection of U, (F)\U(F'). By the Condition (7), of good neighborhood
(as in Definition , the Jacobian of this map is

| det((1 = ad(2) ™) lo)w.w) [r= A).
Also it is easy to see that
E((zexp(X)u) v (zexp(X)u)v) = 1.
By making the transform v — (2 exp(X)u) v~ (z exp(X)u)v in (7.12),

we have

IfS(rexp(X)) = A(a:)/U(F)\U(F)/ (F)gf(v_lxexp(X)uv)ﬁ(u)dudv

(7.13) ~ Al) / / 0 (3 exxp (X )€ (u) dud.

Uz (F\U(F) Y Ug (F)
By Condition (6) of good neighborhood (as in Definition , for all
X € w, the map u,(F) — U, (F) given by

N — exp(—X)exp(X + N)
is a bijection and preserves the measure. Also we have
§(exp(—X) exp(X + N)) = {(N).
So we can rewrite (7.13)) as
9 (zexp(X)) = A(a:)/ / Yf(xexp(X + N))E(N)ANdv.
Uz (FN\U(F) Juz(F)

For X € wye,, X + N can be conjugated to X by an element in G, (F),

s0 X+N € w, and Y f(zexp(X+N)) =" f, ,(X+N) by the definition
of 9f,. (asin (7.1))). This implies that

(714)  f(rexp(X)) = Alx) / B HELTD

Now, combining ([7.14) and (7.11]), we have

B =8@) [ g
Uz (F)\U(F)




36 CHEN WAN

Then combining the above equation with (7.10)) and changing the order
of integration, we have

(7.15) d(g) = A(x)/U N I o(f,vg)dv.

Finally combining the above equation with (7.9) and using the fact
that C'(z) = A(z)D"(x), we have

In(f) = C(a) / Lo(f. )iy (9)dg = C(2) Lowon (£).
Uz (F)Hz (F)\G(F)

This finishes the proof of the Proposition. O
Now we prove Lemma [7.4]

Proof. If Jy(t,9f¢) # 0, there exists u € U(F) such that tu is conjugate
to an element in Supp(f). If we only consider the semisimple part,
since we assume that Supp(f) C Q = Zg(F) - (zexp(w))Y, there exist
y € G(F),X € wand z € Zg(F), such that yty~! = zexp(X)z. By
changing t to tz, we may assume that z = 1. Then by conjugating X
by an element ¢’ € G, (F') and changing y to y'y, we may assume that
X € {,(F) for some T} € T(G,).

If x is in the center, we have that G, = G. Since t € H, by changing
y we may assume that X € h N g, = h,. By further conjugating by
an element in H,(F), we can just assume that X € ¢ (F) for some
T, € T(H,). If x is split but not contained in the center, then G, =
GL3(F') x GL3(F). Assume that the eigenvalues of x are A\, \, A\, i, p, p1
for some A\, u € F,\ # pu. Note that for t € H, its eigenvalues are
of the same form, but may lie in a quadratic extension of F. Now if
w is small enough with respect to u — A, the eigenvalues of the given
X € w must have the same form. It follows that X € h(F), and
X € h(F)Ng.(F) = b.(F). After a further conjugation by an element
in H,(F), we can still assume that X € t,(F') for some Ty € T(H,). By
applying the same argument, when x is non-split, we can still assume
that X € ;(F) for some Ty € T(H,).

By the above discussion, we can always assume that X € t;(F') for
some T} € T(H,). Since the Weyl group of G' with respect to T equals
the Weyl group of H with respect to T', any G(F')—conjugation between
T and T; can be realized by an element in H(F'). Here we define the
Weyl group of T in G to be the quotient of the normalizer of T in G
with the centralizer of T" in G. Moreover, if such a conjugation exists,
T =T, in T(H) and the conjugation is given by the Weyl element
w € W(T,Ty). This finishes the proof of Part (1).
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Part (2) is very easy to verify. If z is not in the center, let A\ and
i be the eigenvalues of x. Then A # pu, where A and p may lie in a
quadratic extension of F'. Once we choose w small enough with respect
to A — p, it is easy to see that each components in (1) are disjoint. If =
is in the center, by the proof of part (1), the components correspond-
ing to T" does not intersect with other components. Since the Weyl
group W(Ty,T) ~ W(H,T) is of order 2, there are two components
corresponding to 7', and these two components coincide because w is
G = G -invariant in this case. This finishes the proof of (2). O

7.3. Localization of I(f). We slightly modify the notation of Section
5.1: If © € Zy(F), then H, = H. In this case, we let T, = T.
(Recall that T is a subset of subtorus of H defined in Section 5.1.)
If v ¢ Zy(F), H, is either GL;(F) x GL{(F) or GLy(F,) for some
v € F*/(F*)% v # 1. In both cases, let T, be the subset of T consisting
of those nontrivial subtorus 1" € T such that T € H,, i.e. if H, =
GLi(F) x GLy(F), T, is empty; and if H, = GL(F,), T, = {T,}. Now
for T € T, we define the function ¢y, on t(F) as follows: It is zero for
elements not contained in t(F) N (w + 34(F)). For X = X' +Y € (F)
with X' € w,Y € 34(F), define

(7.16) Craw(X) = cf(zexp(X)).

In fact, the function 6y, defined in (4.11) is a quasi-character in g,,
and the function ¢y, ,, we defined above is the germ associated to this
quasi-character. Now we define the function A” on b, (F') to be

(7.17) A"(X) = | det(ad(X) lu,(#) /(x| F-
By Condition (7), of Definition , we know that for every X € w,
(7.18) A(zexp(X)) = A(z)A"(X).
Let
(7.19)
Lo (f) = Srer, [W(H,, T)|~'v(T) /( )Cf,a:,w(X)DH’” (X)A"(X)dX.
to(F

By Proposition the integral above is absolutely convergent.
Proposition 7.5. With the notations above, we have
(7.20) I(f) = C(a) Lou(f)-

Proof. By applying the same argument as Lemma we have the
following properties for the function cs(t):

(1) T € T,and t € T(F), then cf(t) =0 if
t & Ure7, Unew ) w(z exp(t (F) U w))w‘l - Za(F).
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(2) If = is not contained in the center, each components in (1) are

disjoint. If = is contained in the center, two components in
(1) either are disjoint or coincide. They coincide if and only if
T =T, in T(H). Therefore, for each component (77,w), the
number of components which coincide with it (include itself) is
equal to W(H,,Ty).

So we can rewrite the expression (5.2) of I(f) as

(7.21)

I(f) = 2T1€7}ET€7-EUHGW(T17T) | W(H7 T) |71| W(HODJT) ‘71 V(T)

<[ ertunwexpl)yur ) D (unrexp(X))u YAz exp(X))dX.

Since every integrand in (7.21)) is invariant under H (F')-conjugation,
together with Proposition [3.2(5) and ((7.18]), we have
D (2 exp(X))A(z exp(X)) = DY (2) D= (X)A(z) A" (X).
Then ([7.21]) becomes
I(f) = D"(x)A@)Srernv(Th) | W(H,, T) [
X / Ctaw(X)D"(X)A"(X)dX
tl,()(F)

= C(z)Lw(f)-
This finishes the proof of the Proposition. O

8. INTEGRAL TRANSFER

8.1. The Problem. In this section, let (G', H',U’) be one of the fol-
lowing;:
(1) G = GLg(F), H = GLo(F'), U’ is the unipotent radical of the
parabolic subgroup whose Levi is GLa(F') x GLo(F') x GLo(F).
(2) G = GL3(D), H = GL{(D), U’ is the unipotent radical of the
parabolic subgroup whose Levi is GLy (D) x GL1(D) x GL1(D).
(3) G’ = GL3(F) x GLy(F), H' = GLy(F) x GL(F), U’ is the
unipotent radical of the Borel subgroup.
(4) G' = GL3(F,),H = GL(F,), for some v € F*/(F*)? with
v # 1, U’ is the unipotent radical of the Borel subgroup.
This basically means that (G', H',U’) is of the form (G, H,,U,) for
some x € Hy(F). Our goal is to simplify the integral I, ., n(f) defined
in last section. To be specific, in the definition of I, y(f), we first
integrate over the Lie algebra of H,U,, then integrate over U, H,\G,.
In this section, we are going to transfer this integral into the form
fto( ) 1) ar(FnG(r) Where T runs over maximal torus in G, and t'(F)
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is a subset of t(F") which will be defined later. The reason for doing
this is that we want to apply Arthur’s local trace formula which is of
the form fAT(F)\G(F). Our method is to study the orbit of the slice
representation, we will only write down the proof for the first two
situations. The proof for the last two situations follows from the same,
but easier arguments, and hence we will skip the proof here. So we
will still use (G, H,U) instead of (G', H',U’) in this section. We fix
a truncated function k € C°(U(F)H(F)\G(F)), and a function f €
C>(go(F)). Recall in Section 5.3, we have defined

FEY) = / 0NN

and
1(f.9) = / (Y)Y
ho(F)
Let
(8.1) 1.(f) = / 1(f.9)(g)dg.
U(F)H(F)\G(F)

We are going to study I,(f).

0O 0 0
8.2. Premier Transform. For = = |als 0 0], we have that
0 bl 0

E(N) = ¢Y(< Z,N >) for N € u(F). Here we use I to denote the
identity element in h(F'), i.e. in split case, I is the identity two by two
matrix; and in nonsplit case, I5 is 1 in the quaternion algebra. Define

A 0 O
A={l0 B 0| |A+B+C=0}
0o 0 C
and
E:A0+u.

Lemma 8.1. For any f € CX(go(F)) and Y € ho(F'), we have
(fY) = / fE+Y + X)dX.
s

Proof. Since g = u @ by © Ao © u, we may assume that f = f3 ® fy, ®
fao ® fu. Then we have

F= fa® foo® fro® fur
) = f:(0)® fio(Y) @ fan(0) @ ful
(fY) = fa(0) @ fo, (V) @ fa(0) @ ful

[1]

)
).

[1]
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On the other hand,

~

/Zf(E+Y+X)dX = fu(E)f;O(Y)/Ef;O ® fa(X)dX
= f2(0) ® f5,(Y) @ f2,(0) ® fulE).

This finishes the proof of the Lemma. 0
0 0 =

8.3. Description of affine space =+ Y. Let A={[0 0 x|} be
000

a subset of u(F).

Lemma 8.2. =+ ¥ is stable under the U(F')-conjugation. The map
(8.2) UF) < (E+AN) =2+ (u,2) = u ' Xu

s an isomorphism of algebraic varieties.

Proof. We have the following two equations

L, X Z 0O 0 0 L, -X XY -Z
0 ]2 Y CI,IQ 0 0 0 [2 -Y
0 0 I 0 b0, 0 0 O P

aX bZ—X? aX?Y —aXZ-bYZ
=l al, bY —aX aXY —aZ —bY?

0 bl —-bY
and
L, X Z 0 0 B I, - X XY-Z7 0 0 B+XC
0 I, Y 00 C 0 I -Y =10 0 C
0 0 I 0 0 0 0 0 I 0 0 0

Then the map is clearly injective. On the other hand, for any
element in = + X, applying the first equation above, we can choose
X and Y to match the elements in the diagonal. Then applying the
second equation, we can choose Z to match the element in the first
row second column. Finally applying second equation again, we can
choose B and C' to match the element in the first row third column
and second row third column. Therefore the map is surjective.
Now we have proved the map is a bijection of points. In order
to show it is an isomorphism of algebraic varieties, we only need to find

AT T,
the inverse map. Let | al, B’ T3 | be an element in = + X. Set
0 bl '

1 1 T 4 X2
. X=-A,Y=-—-C,z=""2
(8.3) 4, bC’ P
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C=Ts—aXY +aZ+bY% B=T,—aX?Y +aXZ+bYZ - XC,

then by the two equations above, we have

I, X Z 0O 0 B I, - X XY-—-Z ATy Ty
0 [2 Y GIQ 0 C 0 [2 -Y = CZ[Q B’ T3
0 0 I 0 bl O 0 0 I 0 b, '
Therefore the map (8.3) is the inverse map of (8.2), also it is clearly
algebraic. This finishes the proof of the Lemma. U

Definition 8.3. We say an element W € =432 is in “generic position”
if it satisfies the following two conditions:

(1) W is semisimple regular.

0 0 X
(2) W is conjugated to an element | aly, 0 Y | € ¥+ A such
0 bl O

that X, Y are semisimple reqular and XY —Y X s not nilpotent.
In particular, this implies Hxy N Hy = Zy.
Let Z + X0 be the subset of Z + X consisting of elements in "generic
position”. It is a Zariski open subset of Z+ 3. Let 24+ A% = (Z+X°%)N
(E+A).

8.4. Orbit in = + A°.

Lemma 8.4. The group Zg(F)\H(F)U(F) acts by conjugation on =+
Y9, and this action is free. Two elements in = + X0 are conjugated to

each other in G(F') if and only if they are conjugated to each other by
an element in H(F)U(F).

Proof. For the first part, by Lemma we only need to show that the
action of Zg(F)\H(F) on = + A° is free. This just follows from the
7 generic position” assumption.

For the second part, given x,y € = + X° which are conjugated to
each other by an element in G(F'). By conjugating both elements by
some elements in U(F), may assume x,y € =+ A% Let

0 0 Xj 0 0 Y
Tr = CL]Q 0 X2 , Y= (IIQ 0 3/2
0 b O 0 b, O

We only need to find h € H(F) such that h"'X;h = Y] for i = 1,2.
The characteristic polynomial of x is
- 0 X1
det(z — Alg) =det(| als —Xo Xy |),
0 bl —AIp
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which can be calculated as follows:
0 —)\2/CLIQ Xl—l—/\/CLXQ

det(m - /\]6) = det( CL[Q —)\IQ X2 )
0 bl -y
—N?/aly X;+ N aX
_ 2. 2 X1 2
- det(( bl AL
_ 2, 0 Xl—l-)\/an—Z—Z[Q
= a det((bl2 AL ).

Hence we have
)\3
det(x — M) = a®b* det(X, + \/aX, — EIQ).

Therefore, up to some constants only depending on a and b, the coef-
ficients of the characteristic polynomial of x correspond to some data
of X1, X, given as follows:

(8.4) coefficient of \* = btr(Xy),

(8.5) coefficient of \* = abtr(X}),

(8.6) coefficient of \? = b* det(X5),

(8.7) coefficient of A\ = ab*(\ — coefficient of det(X; + A X3)),

and
(8.8) coefficient of A\ = a®b* det(X).

Here the equation holds up to +1 which will not affect our later calcu-
lation. Note that in the nonsplit case, the determinant means
the composition of the determinant of the matrix and the nor-
m of the quaternion algebra; and the trace means the composi-
tion of the trace of the matrix and the trace of the quaternion
algebra.

We can have the same results for y. Now if x and y are conjugated
to each other by element in G(F'), their characteristic polynomials are
equal, and hence we have

(8.9) tr(Xs) = tr(Y3),
(5.10) (X)) = tr(¥2),
(8.11) det(Xs) = det(Ys),
(8.12)

A — coefficient of det(X; + AX3) = A — coefficient of det(Y; + \Y3),
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and
(8.13) det(X;) = det(Y1).

By the " generic positive” assumption, X; and Y; are semisimple regular.
Then the above equations tell us X; and Y; are conjugated to each other
by elements in H(F') (i=1,2).

We first deal with the split case, i.e. G = GLg(F) and H =
GLo(F). By further conjugating by elements in H(F'), may assume
that X; = Y] be one of the following forms:

s 0 s tv
Xl:Yl:(() t);X1=Y1=(t s)

where v € F*/(F*)?,v # 1. By the "generic positive” assumption, if
we are in the first case, s # t; and if we are in the second case, t # 0.

Let
X, = (!1011 xm) Y, = (yn ym) '
To1 T22 Y21 Y22
s 0
Case 1: If X; =Y, = (0 t) where s # t, then by (8.12), we

have sxog + txr1; = Syso + ty;;. Combining this with , we know

T11 = Y11, Taa = Y2o. Now applying " we have x12721 = Y1221.
By the ”generic position” assumption, z12T21y12y21 # 0, and hence

0

% = % So we can conjugate X5 by an element of the form

*
0
to get Ys. Therefore we can conjugate X7, X5 to Y7, Y5 simultaneously
via an element in H (F).

Case 2: If X; =Y, = (j t;)) where ¢ # 0, by (8.12)), we have

str(Xs) — t(vaey +x12) = str(Ya) — t(vys1 + y12). Combining with ,
we have vra; + X190 = VY91 + Y12. Let

T+ Toe = Y11 + Yo2 = A,

T11T22 — T12T21 = Y11Y22 — Y12Y21 = B,
and
VTo1 + Tig = VY21 + Y12 = C.

By the first and third equations, we can replace x5, 9o by x91, x17 in
the second equation. We can do the same thing for the y’s. It follows
that

(814) A?L’H — ZE%I — Cl'Ql + UZL’%I = Ayll — yfl — Cygl + U?J§1 = B.
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Now for all £ € F', we have

G

1 2z + kvxey — kxis — 0xeg k2219 + kvzey — kvay — v2xa;
k2 — o \ kzyy + K*wg — 210 — kago kxio + kw99 — vy — kvwgy )

If we write the above action in terms of x11, x91, we have

v = (20K 4 Qury — O)k + vz — vA)/(K* —v) = k.,
Ty = (201k® 4+ (2211 — Ak +vag — O)/(k* —v) = k.xg.
If we want o, = k.79, we need
(8.15) ((wa1 — yo1)k* + (2z11 — A)k + vay — C + vya) = 0.
The discriminant of is equal to

Aof (8.15) = 4$f1 —4Axqy + A% — 4v($§1 — ygl) +4C (x91 — Yo1)
= A2 —4B + 4Uy§1 — 4Cy21

~ Aof B,

where the second equality comes from (8.14). So the discriminant of
(8.15) is a square in F. Hence we can find some k£ € F such that

Yo1 = k.z91. By conjugating by element of the form (llf Z , We may

assume Tg; = Yop. This also implies x15 = y12. Then by (8.11]) and

7 we have 211 = Y11, Tag = Y22 OF T11 = Ya2, Toz2 = Y11
If x11 # w99, the discriminant of (8.14]) is nonzero, so (8.15]) also has

nonzero discriminant. Therefore, it have two solutions ki, k. Both
ki and ko will make x5 = 912,221 = yo1. By the "generic positive”
assumption, ki, ko conjugate x to different elements. So one of them
will conjugate x to y. Therefore we have proved that we can conjugate
X1, X5 to Y1, Y, simultaneously via an element in H(F).

We now deal with the non-split case. We can just use the same
argument as in Case 2. The calculation is very similar, and the detail
will be omitted here. This finishes the proof of the Lemma. U

Remark 8.5. As point out by the referee, there is another way to prove
Case 2 by extension of scalars. Let E/F be a finite Galois extension
such that Xy is split over E. Then by the argument in Case 1, we can
¢ 2) in H(E) conjugating X1, X5 to Y1,Ys.
Without loss of generality, may assume that a # 0. Also up to an ele-
ment in Zy(FE), we may assume that a = 1. For any T € Gal(E/F),

find an element h =
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T(h) will also conjugate X1, X5 to Y1,Ys. By the generic position as-
sumption, T(h) = hz for some z € Zy(E). But since 1 = a = 7(a),
z must be the identity element which implies that h = 7(h). Therefore
h € H(F), and this proves Case 2. The same argument can be also
applied to the non-split case.

Remark 8.6. To summarize, we have an injective analytic morphism

(8.16) (E+S0)/HF)WUF) — [ «F)/W(G,T).

TeT(G)

For each T € T(G), let °(F)/W(G,T) be the image of the map above.
Then it is easy to see the following.
(1) t%F) C to(F). Recall to(F) is the subset of t(F) consisting of
the elements with zero trace.
(2) t°(F) is invariant under scalar in the sense that fort € t°(F), X €
F*, and X\t € °(F).
(3) t°%(F) is an open subset of to(F) under the topology on to(F) as
an F'-vector space.
(4) If T is split which is only possible when G = GLg(F). Then
tO(F) = toeg(F). This will be proved in Lemmal[9.7).
Now we have a bijection

(8.17) (2+%0)/H(F)U(F) — ]_[ '(F)/W(G,T).

TeT(G

Now we study the change of measures under the map (| . We fix
selfdual measures on = + ¥y and H(F)U(F), this induces a measure
on the quotient which gives a measure dit on t°(F)/W(G,T) via the
bijection for any 7" € T(G). On the other hand, we also have a
selfdual measure dt on t°(F)/W (G, T). The following lemma tells the
relations between dit and dt.

Lemma 8.7. For any T € T(G), dit = D (t)Y/2dt for all t € {°(F).

Proof. Let dat be the measure on t°(F) /W (G, T) coming from the quo-
tient =+ A°/H(F). By Lemma 8.2

(8.18) dot = a*bdyt.
0 0 X

For TH € T(H), define = -+ TH = {A(XI,XQ) = CL]Q 0 X2 €
0 b O

=+ A% X; € ty(F)}. Then the bijection
E+A/H(F)— [ €F)/W(G,T)

TET(G)
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factor through
E+AHF) = [ E+Tu/Tu(F) = ][] €F)/W(EGT).

Ty eT(H) TET(G)
By the Weyl Integration Formula, the Jacobian of the first map is

DH(X )7t at A(X;, X3). Combining with (8.18)), we only need to show
the Jacobian of the map

H u‘i‘TH/TH —> H fo /WGT)

T eT(H) TET(G)

is a’b® D" (X1)DC(A(X1, X2))~Y/? at A(X1, X3). We consider the com-
posite map

(8.19) =+ Ty/Tu(F) — ]_[ t'(F)/W(G,T) — F°

TeT(G

where the second map is taking the coefficient of the characteristic
polynomial. (since the trace is always 0, we only take the coefficients
of deg 0 to 4.) As the Jacobian of the second map is D%(t)'/? at
t € t°(F), we only need to show the Jacobian of the composite map

" is a4bSDH(X1) at A(Xl,XQ).

We only write down the proof for the case T} is split, the proof for
the rest case is similar. If T is split, may assume that Ty = { (; 2) }.

By the generic position assumption, we know

BTy /Ty (F) = {A(X1, X5)| X, = (’g 2) Xy = (”“ 1) ,m#n, x#0}.

x nq

The measure on = + Ty /Ty(F) is just dmdndmidnidx. Note that we
always use the selfdual measure on F'. In the proof of Lemma [8.4] we

have write down the map (8.19) explicitly (i.e (8.4]) to (8.8])):
(8.20)

(m,n,my,n1,x) = (b(mi+ny), ab(m+n), b*(min,—x), ab*(mni+min), a*b*mn).
By a simple computation, the Jacobian of is

a’t®|(m — n)?|p = a'B® D (X)).
This finishes the proof of the lemma. U

8.5. Local Sections. For T' € T'(G), we can fix a locally analytic map
(8.21) tO0F) -2+ Y - Yy
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such that the following diagram commutes

=+ 30 — ©(F)/W(G,T)

N /!
t(F)
Then we can also find a map Y — 7y such that Y5, = 5 Yy

Lemma 8.8. Ifwy is a compact subset of to(F), we can choose the map
Y — Yy such that the image of t°(F) Nwr is contained in a compact
subset of = + A.

Proof. We only write down the proof for split case, the non-split case
are similar. Given ¢ € t°(F), we want to find an element of the form
0 0 X
al, 0 Y | that is a conjugation of t. As in the proof of Lem-
0 b, O
ma [8.4] the characteristic polynomial of ¢ gives us the determinant
and trace of both X and Y, and also an extra equation (i.e. the -
coefficient). Once t lies in a compact subset, all these five values are
bounded. Hence we can definitely choose X and Y such that their co-
ordinates are bounded. Therefore, both elements belong to a compact
subset. O

Combining the above Lemma and Proposition[2.2] we can choose the
map Y — 7y with the property that there exists ¢ > 0 such that

(8.22) o(yy) < ce(1+ | log DE(Y) |)
for every Y € t°(F) Nwr.

8.6. Calculation of I,(f). By Lemma3.1]
I£.9) = 0590 = [ 772+ X)ax.
2
This implies

I.(f) = 9f(Z+ X)dXk(g)dg.
) /H T / F(E + X)dXn(g)dg

By Lemmal8.4] Remark[8.6|and Lemma[8.7] the interior integral equals

Srere) | W(G,T) |~ /

/ 9 (195 Y yyy) DS (Y)2dY dy
Zy(F)\H(F)U(F) JO(F)
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= Yrer | W(G,T) | /

/ w9 £(Y)D(Y)2dY dy.
Zu(F\H(F)U(F) J O (F)

So we can rewrite I,,(f) as

1.(f) = Srer | W(G,T) [ / / F(g7'Y )k g)dg DO (v 2aY.
O(F) J Zo (F)\G(F)
For T € T(GQ),Y € t°(F), define ky on Ar(F)\G(F) to be
(8.23) iy (g) = V(A7) / k(v ag)da.

Za(F)\Ar(F)
Then we have

L(f) =Zrer@v(Ar) ™ IW(G (NI

(8.24) <[ i Y e deDey) ay.
tO(F) J A (F)\G(F

9. CALCULATION OF THE LIMIT limpy_,o0 Ly N (f)

In the last section, we made the transfer of the integral I, ., n(f)
to the form that is similar to Arthur’s local trace formula. The only
difference is that our truncated function is different from the one given
by Arthur. In this section, we first show that we are able to change
the truncated function. Then by applying Arthur’s local trace formula,
we are going to compute the limit limy_,o I n(f). This is the most
technical section of this paper. In 9.1 and 9.2, we study our truncated
function ky and introduce Arthur’s truncated function. From 9.3 to
9.5, we prove that we are able to change the truncated function when
x is in the center or not split. In 9.6, we deal with the case when x
is split but not belongs to the center. In 9.7, we compute the limit
Imp_oo Lown(f) by applying Arthur’s local trace formula. We will
also postpone the proof of two technical lemmas (i.e. Lemma and
Lemma to Appendix A.

9.1. Convergence of a premier expression. For z € Hy (F'), using
the same notation as in Section 7.2, we have

Lofo)= [ ( | XX
b/ F b//

Then we can write I, , n(f) as

Lon(f) = / / / 9f S(X'+X")dX"kn(g)dgd X
b, (F) J Ho (F)U (F)\G(F) J1 ()
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Rewrite the two interior integrals above as

/ / / 99t (X + X")dX"kn(g"9)dg" dg.
G (FNG(F) J Ho (P UL (PG (F) o1 (F)

After applying the formula (8.24]), together with the fact that we have
defined t' = b/, in Section 7.2, we have

Lwn(f) =Srenar(Ar N Za \Ar) ™ | W(Gy, T) |7

X DG= (X”) 1/2
(9.1) /V(F)X(t”)O(F)
YT
ZG, AT (F)\G(F)
where

(92) RN, X" (g) = V(AT N ZGx\AT)/ /{N(v)_(,l,ag)da.
ZG,NAT(F)\AT(F)

Note that the formula is only for the case when z is in the center.

However, as we explained at the beginning of Section 8, when z is not

contained in the center, the computation is easier, and we can get a

similar formula as with replacing t° by (t')° and replacing G by

G,

Lemma 9.1. For T € T(G,), let wpn be a compact subset of ¢/ (F).
There exist a rational function Qr(X") on t'(F), k € N and ¢ > 0
such that

ki (g) < ONFa(g)* (1 + |log(|Qr(X")[#))*(1 + [log D (X")[)"
for every X" € (¢")°(F) Nwyn,g € G(F),N > 1.

Proof. This is a technical lemma, we will postpone the proof to Ap-
pendix A.1. O

Now let Qr be a finite set of polynomials on t’/(F) that contains
D% (X", the denominator and numerator of Q7(X") and some other
polynomials that will be defined later in Section 9.5. For [ > 0, let
to(F)[< ] be the set of X = X' + X" € ty(F) such that there exists
Q € Qr with |Q(X")|r <, and let to(F')[> [] be its complement. We
define Iy <; to be the integral of the expression of I, y(f) restricted
on (Y(F) x (t)°(F))Nte(F)[< ] (as in (9.1)). Similarly we can define
In ~;. We then have

(93) [z,w,N<f) = [N,gl + [N,>l-
Lemma 9.2. The following statements hold.
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(1) There exist k € N and ¢ > 0 such that | I, n(f) |< cN* for
all N > 1.

(2) There exist b >1 and ¢ > 0 such that | Iy <y-v |[< cN~1 for all
N >1.

Proof. By condition (5) of a good neighborhood (as in Definition ,
there exists a compact subset I' C G(F) such that (9f5,) = 01if g ¢
G, (F)T.

By replacing Zg, A7 (F)\G(F) by Zg, Ar(F)\G, -y for some v € T,
we can majorize 7 fﬁw by a linear combination of function f'® f” where
f e CX(g,(F)), and f” € C*(g"(F)). So the integral in is
majored by

(9.4)

DGx (X//>1/2 / f/(X/)f”(g_lX”g)ﬁN,X" (’yg)dng”dX/.

Y(F) X (¢)0(F) ZGy A (F)\Ga(F)

Now we fix a compact subset wr» C t/(F') such that for every g €
G.(F), the function X” — f"(g7*X"g) on t'(F) is supported on wrn.
By Proposition up to an element in Zg, (F)A7(F'), we may choose
g such that o(g) < 1+ |log(D% (X"))|. Using the lemma above, we
have

knxn(79) < Nkﬁb(X")

where
G(X") = (1+[log(|Qr(X")|r)[)" (1 + [ log(D (X"))[)**.
So the expression (9.4)) is majored by

Nk/ DGI (X//)l/Q / f’(X’)f”(gle”g)qﬁ(X”)dng”dX.
Y (F)x (t")0(F) ZG, Ar(F)\Gz(F)
This is majored by
(95) Nk/ JG1<X/ +X”,f/ ® f//)¢(X”)dX//dX/
to(F)

where Jg, is the orbital integral. Due to the work of Harish-Chandra,
the orbital integral is always bounded, and hence (9.5)) is majored by

(9.6) N* / H(X"dX"dX'
where w is a compact subset of to(F'). By Lemma 2.4 of [W10], ¢(X)

is locally integrable, and hence the integral in is convergent. This
finishes the proof of the first part.
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For the second part, by the same argument, we have majorization

|1 |y en v N* H(X)dX.

wNito (F)[<N -]

Then, by the Schwartz inequality, the right hand side is majored by

v x| H(X)2dX)1?
wnito (F)[<N 1] wNito (F)[<N Y]
< NF-Sgco,mes{X cw || Q(X) [r< NP} < NH(NTYT

for some r > 0 that only depends on the dimension of t;. Now we just
need to let b large such that N*(N~%)" < N=!. This finishes the proof
of the Lemma. O

Definition 9.3. Define that I; , y(f) = Insn-b-

By the Lemma above, we have

(97) lim (Lv,w,N(f) - [;,w,N(f» =0.

N—o0

9.2. Combinatorial Definition. Fix 7' € T(G,), let My be the cen-
tralizer of Ay in G. This is a Levi subgroup of G, it is easy to check that
Ap = AMﬁ. We assume that z is non split or z is in the center
from Section 9.2 to 9.5. We will deal with the case where z is
split and not in the center separately in Section 9.6. In particu-
lar, under this hypothesis, we know Zg, NAr = Zg for any T € T(G,,),
and hence we have v(Ar N Zg, \Ar) = v(Z5\Ar) = v(Ar). Note that
we always choose the Haar measure on G so that v(Zg) = 1.

Let YV = (Yp)peruu,) be a family of elements in ay;, that are
(G, My)-orthogonal and positive. Then for Q = LUg € F(My), let
¢ — a]%(c,y) be the characteristic function on ay;, that support-
s on the sum of ay and the convex envelop generated by the family
(Yp,) P,eP(My),P,cQ- Let Tq be the characteristic function on ayy, that
supports on aﬁ@ + aa The following proposition follows from 3.9 of
[Ar91].

Proposition 9.4. The function
¢ = 0%,(¢, V)¢ — Yo)

is the characteristic function on ay,, whose support is on the sum of
ag and the convex envelope generated by (Ypﬁ)Puep(Mu)7PuCQ. Moreover,
Jor every ¢ € ayy,, the following identity holds.

(9.8) Soeron o, (V)¢ —Yo) = 1.
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9.3. Change the truncated function. We use the same notation
as Section 9.2. Fix a minimal Levi subgroup M,,;, of G contained in
My, a hyperspecial subgroup K, of G related to M, and P, =
M inUnin € P(Mypin). Let Apin be the set of simple roots of Ay .
in U,,. Given Y, € ajgmm, for any P’ € P(Mn), there exists
a unique element w € W(G, M,,;,) such that wP,,,w™' = P’. Set
Yp = wYp,,.. The family (Yp/)prep(ainsn) 18 (G, Mpin )-orthogonal and
positive. For g € G(F'), define Y(g) = (Y (9)q)ger(m,) to be

Y(g)q = Yo — Hg(g)-

Then it is easy to show the following statements.

(1) There exists ¢; > 0 such that for any g € G(F) with o(g) <
cinf{a(Yp,. );a € Anin}, the family Y(g) is (G, My)-orthogonal and
positive. And Y (g)q € a, for all Q € F(Mj).

We fix such a ¢;. Note that for m € My(F), Y(mg) is a translation

of Y(g) by Hyg,(m). Hence Y(g) is (G, My)-orthogonal and positive for
g€ My(F){¢g € G(F)|o(d) <ainf{a(Yr,, );a € Apin}t}
For such a g, let
©9)  alg)=v(ar) | o5, (Hy,(0), Y (g))da.
Za(FN\AT(F)

(2) There exist ca > 0 and a compact subset wr of to(F') satisfying
the following condition: If g € G(F'), and

X € to(F)[> N7 (¢(F) x () (F))
with (9f,.)%(X) # 0, then X € wy and o7(g) < ¢z log(N).
In fact, since (9f,.)"(X) = (fow)(g7'Xg), g7'Xg is contained in

compact subset of g, o(F'). This implies that X is in a compact subset
of ty(F"). By Proposition [2.2, we have

or(g) < 14 | log D9 (X) |= 1+ | log D" (X") |< log(N)

where the last inequality holds because X € to(F)[> N~°] and is con-
tained in a compact subset.

Now, fix wr and ¢y as in (2). We may assume that wy = wyr X wyn
where wrv is a compact subset of '(F') and wr~ is a compact subset of
t’(F). Suppose that

colog(N) < ey inf{a(Yiin) | @ € Apin}-

Here ¢; comes from (1). Then 0(g) is defined for all g € G(F') satisfying
condition (2).
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Proposition 9.5. There exist ¢ > 0 and No > 1 such that if N > Ny
and clog(N) < inf{a(Yin) | @ € Apin}, we have
(9.10)

915 (X )rnx(9)dg = / 9ft L (X)3(g)dg
ZG, (F)Ar(F)\G(F) ZG, (F)Ar(F)\G(F)

for every X € to(F)[> NN (¢(F) x (")°(F)).

Proof. For any Zp,, .. by Zp,,,, We can con-

struct the family Z(g) in the same way as Y(g). Assume
(9.11) calog(N) < ey inf{a(Zmin) | @ € Apin}-
For g € G(F) with o(g) < calog(N), Z(g) is still (G, My)-orthogonal
and positive. So for a € Ar(F), by Proposition , we have
ZQEF(Mu)U]C{?/[u(HMﬁ(a)aZ(g))TQ(HMﬁ(a’) - Z(g9)q) = 1.

Then we know

€ aJlSmm, replacing Yp

min

(9.12) 0(g) = v(Ar)Xqerm)9(Q, 9)
and

(9.13) kv x(9) = V(A1) Egeron) kv x (Q, g)
where

(9.14)

(@, 9) = / of, (Has, (0), V(9))0%, (Har,(a), Z(9))7q(Har, (a)—Z(g9)q)da
Zc\Ar(F)

and

(9.15)

(. 9) = v (1x300)0, (Fag (@), Z(0)ra s (a)— 2 (g)q)da.
Zc\Ar(F)

(3) The functions g — 9(Q, g) and g — Ky x»(Q, g) are left Ap(F)-
invariant.

Since for t € Ap(F), Hp/(tg) = Hu,(t) + Hpi(g) for all P € P(M).
We can just change variable a — at in the definition of (@, g) and
kn x7(Q,g), this gives us the left Arp(F)-invariant of both functions,
and (3) follows.

Now for X € ¢'(F) x (t")°(F), we have

(9.16) / 92 J(X)knx(9)dg = v(Ar)Sgeron)(Q, X)
ZG, AT (F)\G(F)
and
o1 | 115 L (X)3(g)dg = V(Ar)SgeriyJ(Q, X)
ZG, AT (F)\G(F)
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where

(918) I(Q, X) = / gl}tgj:’w()()IQA]\[’X//(C?7 g)dg
Za, Ar(F)\G(F)

and

019 JQX) = [ 1£5,(X)3(Q, 9)dg.
Za, Ar(F)\G(F)

Then it is enough to show for all Q € F(M;), 1(Q,X) = J(Q, X).
Firstly we consider the case when () = G. Suppose

inf{a(Yp,. )| o€ Anint,

(9.20) sup{a(Zp,, )| a € Apin} < {log(N)%mm

Then we are going to prove
(4) There exists Ny > 1 such that for all N > Ny, g € G(F) with
or(g) < calog(N), and for all X” € wpn N (£)°(F)[> N7Y], we have

(9.21) knxn (G, g) =1(G,g).

Here t'[> N~%] means that we only consider the polynomials D% (X"
together with the numerator and the denominator of Qr(X”) which
are elements in Or.

In order to prove (4), it is enough to show that for all a € Ap(F)
with U]?Jﬁ(HMu ((I), Z(Q)) = 1, we have O-]%ﬁ(HMu(a)’ y(g)) = KN(’Y;(lag)'
Since both sides of are left Ap(F)-invariant, we may assume
o(g) < calog(N).

By the first inequality of (9.20), a]%(H M, (a), Z(g)) = 1 will implies

0, (Hary(a), Y(9)) = 1.

Then by the second inequality of , together with the fact that
o(g) < log(N), we know | Z(g)p |< log(N)? for every P' € P(M;),
here | - | is the norm on ay;,/ag. Then combining with the fact that
JJ\G/In(HMﬁ(a),Z(g)) = 1, we know up to an element in center, o(a) <
log(N)2. Since the integrals defining I(Q, X) and J(Q, X) are inte-
grating modulo the center, we may just assume that o(a) < log(N)2.

By and the fact that X” € wpv N (t")°(F)[> N7, we know
o(vx) < 1+ | log D% (X) |< log(N), and hence o(v5 ag) < log(N)2.
By the definition of ky, together with the relations between the norm
of an element and the norm of its Iwasawa decomposition, we can find
c3 > 0 such that for any ¢’ € G(F) with o(¢’) < ¢3N, we have ky(g') =
1. Now for N large enough, we definitely have o(vy'ag) < c3N. In
this case, we have sy (75 ag) = 1 = U]%(HMﬁ(a),y(g)). This proves

(4).
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Combining (2) and (4), together with (9.18)) and (9.19)), we have
(9.22) 1(G,X) = J(G, X)
for every N > Ny, X € to(F)[> N~ n (¥(F) x (¢")°(F)).

Now for ) = LUg € F(M;) with @@ # G We can decompose the

integrals in (9.18) and (9.19)) by
(9.23)

1Q, X) = / / / W (X o (Q, k) dadg (1)l
Kmin J Za, Ar(F)\L(F) J Ug (F) ’

and
(9.24)

mex =/ | [ 0uQ atk)daso ()i
Kumin v Zg, Ar(F)\L(F) JUg(F)

The following two properties will be proved in Section 9.4 and 9.5.
(5) If g € G(F') and u € Ug(F) with

o(g9),0(ug) < crinf{a(Zp,, ) | @ € Apin},

then #(Q, ug) = 0(Q, g).
(6) Given ¢4 > 0, we can find ¢5 > 0 such that if

cslog(N) <inf{a(Zp,,. ) | @ € Apin},

we have ky x/(Q,ug) = kn x»(Q,g) for all g € G(F) and @ € Uy (F
with o(g),0(a),0(ug) < cslog(N), and for all X" € wrn N (¢)°(F))[>
N1

Based on (5) and (6), we are going to show:

(7) There exists ¢5 > 0 such that if

(9.25) cslog(N) <inf{a(Zp,,,) | @ € Apint,

we have 1(Q,X) = J(Q,X) = 0 for all X € to(F)[> N7 n (¥ (F) x
(¢)0(F).

In fact, by (2), we may assume that X € wp. We first consider
I(Q, X). By (2), we can restrict the integral fZGIAT(F)\L(F) in
to those [ for which their exist @ € Ug(F) and K € K, such that
or(ulk) < calog(N). Then up to an element in Arp(F), [ can be rep-
resented by an element in L(F') such that o(l) < cglog(NN) for some
constant cg. We can find ¢; > 0 such that for all [,uz and k£ with
o(l) < cglog(N) and o(ulk) < colog(N), we have o(u) < c7log(N).
Now let ¢4 = ¢5 + ¢7, and choose ¢ as in (6). Then by applying (6) we
know that for fixed k € K, l € L(F) with o(l) < ¢glog(N), we have

(9.26) wEfES(X)Enxn(Q,ulk) =" fE (X)) kN xn(Q, k)
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for all u € Ug(F).
On the other hand, if o(ulk) > colog(N), both side of (9.26)) are equal
to 0 by (2). Therefore (9.26|) holds for all u, [ and k.

From ({9.26)), we know that in the expression of I(Q, X) (as in (9.23),

the inner integral is just
[
Ug(F)

This is zero for Q # G by Lemma 1.7, Hence I(Q,X) = 0. By
applying the same argument except replacing (6) by (5), we can also
show J(Q,X) = 0. This proves (7), and finishes the proof of the
Proposition.

The last thing that remains to do is to verify that we can find Zp

min

satisfies condition ((9.11)), (9.20]) and (9.25). This just follows from the

conditions we imposed on N and Yp, . . U

9.4. Proof of 9.3(5). By (9.14), we know
(@, G) = / o5, (Har, (0), Y(9))0, (Har, (a), 2(9))7q (Har, ()~ Z(g)g)da.
Za(F)\Ar(F)

The function ¢ — af@ﬁ(g, Z(g)) and ¢ = 179(¢—Z(g)g) only depend on

Hpi(g) for P € F(My) with P' C Q. For such P', Hp (ug) = Hp/(g)

for @ € Ug(F'). Therefore for all u € Ug(F),

o, (Ha, (@), 2(9))7q(Har, ()= Z(9)q) = o5, (Hu, (), Z(ug))rq(Har, (a)—Z(1g)q).
Now for all a € Ar(F') with the property that

o, (Ha,(a), Z(9))7q(Har, (@) — Z(9)q) # 0,
we need to show
(9.27) oy, (Ha,(a), Y(9)) = o5y, (Ha, (a), Y(ag)).
For any P’ € P(M;) with P’ C Q, it determines a chamber ak;" in aﬁ@.
Let ( = Hpy(a), and fix a P’ such that projf@(é’) € CL(al") where
C'L means closure.

Lemma 9.6. ¢ € CL(a},).

Proof. By the definition of the functions cr]%jj and 7g, together with the
fact that JJC?/Iﬁ(I-I;\/[ﬁ (a), Y(9))7q(Hug(a) — 2(g)q) # 0, we know that ¢
is the summation of an element (' € ag and an element ¢” belonging to

the convex envelop generated by Z(g)p~ for P" € P(M;) with P” C Q.
For any root a of Ay, in g, positive with respect to P, if « is in Ug,
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then it is positive for all P” C Q above. By 10.3(1), Z(g)p» € a}p,, and
a(¢”) > 0. Also we know a(¢’) > 0 because « is in Ug and ¢’ € af.
Combining these two inequalities, we have a(¢) > 0.

If a is in Ups N L, then a(¢) = a(projy;, (¢)) > 0 by the choice of P'.
So the lemma follows. U

By Lemma 3.1 of [Ar91], for ¢ € C'L(a},), UI\G@(C, Y(g)) =1 is equiv-
alent to certain inequality on ( —)(g)ps. This only depends on Hp/(g).
Since P C Q and Hp/(g) = Hp/(ug), (9.27)) follows, and hence 9.3(5)
is proved.

9.5. Proof of 9.3(6). As same as in Section 9.6, we fix a map X" —
~vx~ such that

(1) There exists a compact subset Q of Z + 3 such that X{ =
Yin X" yxn € Q for all X" € wrn N (¢)°(F).
(2) There exists ¢; > 0 such that o(yx») < ¢ log(N) for all X" €
wre N (¢)°(F)[> N7
For Q = LUqg € F(My), let 33, be the roots of Ay, in ug.

Lemma 9.7. For ¢ > 0, there exists ¢ > 0 satisfying the follow-
ing condition: For given a € Ap(F), g € G(F), u € Ug(F) and
X" € wpnN({")(F)[> N7, assume that o(g), o (i), o(ug) < clog(N),
and o(Hyg,(a)) > d'log(N) for all € ¥5. Then K (Yxvatg) =
K (Vxnag).

Proof. We first prove:

(3) It’s enough to treat the case when T' € T(G,) is split.

In fact, if F'/F is a finite extension, we can still define x% on G(F”)
in the same way. It is easy to see that k% = KNval g (wp) 00 G(F), and
hence we can pass to a finite extension of F'. Therefore we may assume
that 7" and G, are split. This proves (3).

(4) Let X" — yx», X" = (yx) ' Xvx~ be another local sections
satisfying Conditions (1) and (2). Then the lemma holds for vy, X%
if and only if it holds for yx~, X5".

For X” € t'(F), by Lemma [84] there exist u(X") € U,(F) and
t(X") € H,(F) such that

&// — u(X”)_1t(X")_1X§t(X”)u(X”).

By the choice of X%, we have t(X"”) 1 X{t(X") € Z+A. It follows that
w(X") and (X)) X{t(X") can be expressed in terms of polynomials
of Xx". Hence they are bounded. By Lemma , we know

o(t(X")) < 1+ [ log | Qr(X") |r| .



58 CHEN WAN

So for X" € (")°(F)[> N~°] Nwzwv, we have o(t(X")) < log(N).

Note that the conjugations of X” by yx» and by vyx/t(X")u(X")
are same. Since X” is regular, there exists y(X”) € T(F) such that
vxr = Y(X" ) yxrt(X")u(X"). The majorization of ~yxu, vxm, t(X"),
and u(X") implies that o(y(X")) < log(N) for X € to(F)[> N~]Nwr.
Let ¢ > 0,a,g,u, X" as in the statement of lemma. Since ky is left
H(F)U(F)-invariant, we have

kin((yxr) " tatig) = kn(vnatl'g), kn((yxr) " tag) = kv (vxnag)

where ¢’ = y(X”) g and @’ = y(X")tuy(X").

Now suppose that the Lemma holds for vyx~», X{. By the above
discussion, there exists ¢’ > 0 such that o(¢'), (@), o(u'g") < " log(N)
for g and @ as in the lemma. Let ¢’ be the ¢ associated to ¢ = ¢ for
vx» and X¢. This ¢ is what we need for yx» and X5"”. The reverse
direction is similar. This proves (4). o

We go back to the proof of the lemma. We only deal with the case
when z is in the center, the other cases followed by the same method
and the calculation is much easier. In this case, X = X”. We replace
X" by X for the rest of the proof. Since 7' is split, My = T. May
choose P, = MyNy € P(M;) and only consider those a € Ap(F) with
Hyy,(a) € C’L(a}Sﬂ). Then we must have P, C (. By conjugating
by a Weyl element w, we may assume that Py C P is the lower Borel
subgroup. Note that when we conjugate it by w, we just need to change
X = wXw yx = wyx, a = waw™ !, @ — wuw™! and g — wg. This
is allowable by (4). We note that although in (3) we reduce to the case
where T split, it still matters whether we are starting from the split
case or the nonsplit case since the definition of xy really depends on
it. If we are in the nonsplit case, we can make P C @ since P is the
minimal parabolic subgroup in this case; but this is not possible in the
split case since P will no longer be the minimal parabolic subgroup.

For X = diag(z1, xa, 3, T4, T5, T6) € toreg(F), if | 29 — 21 |p> max{]
T3 — T4 ‘Fa ‘ Ts — Te ’F}a define

X; 0 0
Xé = Cl[g XQ 0
0 bl Xj
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_(x1 O . T3+ m 1
where we define X; = (0 1’2)’ X, = (—m2 4 Bm oz — m)’ and
2
X, = <x5 +n —n‘+ Cn> with

1 Tg—m

A+B+C A+B-C A+B+C A+C-B
= . 5 n = . I
2 2A 2 2A
where A = 29 — 21, B = x4 — 23, and C' = x¢ — x5. Then the map
X — Xj satisfies condition (1). (Note that we assume | A |> max{]
B |,| C |}.) We can find an element px € P of the form px = uxmx
such that px X&py' = X where

m

mq 0 0 B
mx = 0 me O € M,ux € U.
0 0 ms

It follows that mydiag(Xi, Xz, X3)my' = X. So we can choose

— -1 _ 1 1 -1 1 1
m = Iy, my _(—m B-m)'"™ “\-n c-n)"

Similarly, we can define myx and X§, for the case when | 235 — 24 |p>
max{| 1 — z2 |p,| 5 — w6 |} or | x5 — 26 |F> max{| 1 — 25 |p,|
T3 — X4 ‘F}

Now by adding polynomials x; — x5, 3 — x4 and x5 — xg into the set
Or, for any X € wrMt?(F)[> N7?), we have o(m) < log(N). Applying
Proposition again, we know that py, X{ satisfy Conditions (1) and
(2). In fact, here we know that or(px) < log(N) and o(mx) < log(N)
for X € wr Nt°(F)[> N7Y, this forces o(tux) < log(N). Now by (4),
it is enough to prove this Lemma for px, X{.

We will only deal with the case when | 23—z |p> max{| z3—x4 |F, |
x5 — Tg |F}, the rest cases follow from a similar calculation. Applying
the Bruhat decomposition, we have

1 1 1 1 0
my = 0 B—m mTB 1 = bxWx 2.

Similarly we can decompose mg and m; in this way. Let

bx = diag(bx1,bx2,bx3), wx = diag(wx 1, Wx 2, Wx3).

By adding some more polynomials on Q7, we may still assume that
o(wx) < log(N). (Note - and " are rational functions of the
z;’s.) It follows that o(byx) < log(/N). Now we can write

P = bxwx(ux) "t = bxvy
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for some vy = wx(ax)™' € Uy(F), and still have o(bx),o(vx) <
log(N). Since P; C @, we can write vx = nxuyx where ny € Uy(F) N
L(F) and uy € Ug(F). Then we have

vxally = mnxuxaig = nxatg- (¢ U ‘a luxatg)
= a((a'nxa)ta(a nxa)) - (e nytag) - (¢ 'uta fuxaiyg)
= at'g'k.

For all a € Ap(F) with inf{a(Hy,(a)) | @ € X5} > cqlog(N) for
some ¢, > 0 large, a~*uxa —1 is very close to zero. Hence we can make

1

k=g 'a'aluyaug € K

for all o(g),o(u) < clog(N). Since ky is right K-invariant, we have

kn(pyratg) = ky(bxvxatg) = ky(bxai'g),

(9.28) B ,
kn(py ag) = ky(bxvxag) = kn(bxag’).
)

Also since Hyy,(a) € CL(ajSﬁ , a”'nya is contraction of nx, and hence
we still have o(u'), 0(¢’') < log(N).

If we are in the non-split case, then we have already make P C Q,
and hence Ug C U. So the @’ of the first equation in can be
moved to the very left via the a-conjugation and the by-conjugation.
Then we can eliminate it by using left U-invariance property of k.
This proves the Lemma.

If we are in the split case, we may assume that u' € Ug(F)NM (F)
since the rest part can be switched to the front via the a-conjugation
and the bx-conjugation, and then be eliminated by the left U-invariance
property of ky. Let ¢ = u'm’k’ be the Iwasawa decomposition with
v e UF),m € M(F) and k¥ € K. Then o(m’) < ¢ylog(N) for
co = lc where [ is a fixed constant only depends on G. (Here we use
the fact that the Iwasawa decomposition preserves the norm up to a
bounded constant which only depends on the group and the parabolic
subgroup.) We can eliminate « and k' by the left U-invariance and
right K-invariance property of kn. Now applying the Iwasawa decom-
position again, we can write m’ = b'k’ with b’ upper triangle. By the
same reason, we have o(b') < ¢; log(N) for some ¢; = l'co = ll'c. Again
by the right K-invariance we can eliminate £’. b’ can be absorbed by
a and u'. After this process, we will still have the majorization for '
(ie. o(u') < log(N)), and we will still have o(Hyy,(a)) > ¢ log(N) for
all @ € X3, here ¢’ = ¢ — ¢;. So we may assume m’ = 1. In this case,
we have

kn(bxag) = kn(bxa), kn(at'g)) = ky(bxat').
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Now let byxa = diag(ly,ls,l3) and byxau’ = diag(l},1},1}) where [;
and [; are all upper triangle 2-by-2 matrices. Since @’ is an unipotent
element and o(u') < log(N), I} = l;n; for some unipotent element n;
with o(n;) < log(N). Then we know for any 1 < 4,5 < 3, [;'l; =
(8 i , and (1)1 = n;! 8 QZ n;. Since in the definition of Ky
for the split case (as in ), we do allow the unipotent part to be
bounded by (1 4 €¢)N while the diagonal part is bounded by N. Now
those n;’s will only add something majorized by N + C'log(N) on the
unipotent part and not change the semisimple part. So if we take N
large so that eN > C'log(N), we have

kn(bxat'g) = kn(bxag').
This finishes the proof of the split case, and finishes the proof of the

Lemma. O

We prove 9.3(6).
For ¢4 > 0, by 10.3(1), we impose the mirror condition
cqlog(N) < crinf{a(Zp,,.) | @ € Apin}
to Zp

.. to make sure all terms are well defined.
By the same argument as in Section 9.4, we know the function ( —
01%((, Z(9))m70(¢ — Z(g)g) is invariant under g — ug. Therefore

(9.29) knx(Q,ug) — kv x(Q, g)

— /Z e o, (Ha,(a), Z(9))7q(Har, (a)—Z(9)) (kn (vxhatig) —kn (vxhvag) ) du.

Let ¢ = ¢4 as in the Lemma (9.7 Then we get some ¢ > 0. For
a € Ap(F) with cr]%(HMu(a),Z(g))TQ(HMu(a) — Z(9)g) # 0, by the
definition of 0]%, 70, and the majorization of g, we have

(9.30)
inf{a(Hy,(a)) | a € X5} — inf{a(Zp

min

)| o € Apin} > —log(N).
Now choose c5 > 0 such that c5 > i—;‘ We also require that the condition

inf{a(Zp,, ) | @ € Apin} > c5log(N)

together with implies that
inf{a(Hpy,(a)) | a € B5} > 'log(N).

We claim that this is the ¢; we need for 9.3(6). In fact, by the discus-
sion above together with Lemma we know for g and @ in 10.3(6),

wn(vxhatig) = kn(vxhag) whenever ofy (Ha(a), Z(g))o(Ha,(a) —
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Z(g)g) # 0. This means that the right hand side of (9.29)) equals zero.
Hence ky x»(Q, ug) —kn x(Q, g) = 0. This finishes the proof of 9.3(6).

9.6. The split case. Now if z is split and not in the center, we are
going to show the inner integral of the expression of I, ., n(f) (as in
(9.1)) is zero for N large. In this case, G, = GL3(F) x GL3(F) is
a Levi subgroup of G(F'), where the first GL3(F) is the first, third,
and fifth rows and columns of GLg(F), and the second GL3(F) is the
second, fourth, and sixth rows and columns of GLg(F'). Let S = G, Us
be the parabolic subgroup of G with Ug consists of elements in first,
third, and fifth rows, and the second, fourth, and sixth columns. Also
we know Zg, C Ay for any T € T(G,). By Lemma[0.2] we only need
to show for X € ¥ (F) x (t")° Nty(F)[> N7?, the inner integral of the
L, . ~n(f) equals 0, i.e.

(9.31) / gfﬁw(X/ + X”),%MX//(g)dg =0.
Ar(F\G(F)

The idea to prove is that we still want to prove that the trun-
cated function xy x~(g) is invariant under some unipotent subgroups,
and then prove the vanishing result by applying Lemma 4.7, The d-
ifference between this case and the case in Section 9.3 is that
we not just prove [(Q),X) = 0 for proper @, also we show
I(G,,X) = 0 because G, itself gives us some unipotent sub-
group Ug of G.

Now for T' € T(G,), let My be the centralizer of Ap in G,. It
is a Levi subgroup of G,, and it is easy to check A7 = Ap,. In
this section, we temporality denote P(M) to be the set of parabolic
subgroups of G, with Levi subgroup M (i.e. use P(M) instead of
PY(M)), and the same for F(M) and L(M). Let ¥ = (Yp,) p,ep(as,) be
a family of elements in ay, that are (G, My)-orthogonal and positive.
For ) = LUg € F(My), we can still define the functions { — 0%((, V)

and 7¢(C) on ayy, as in Section 10.2. Applying the work of Arthur again
(JAr91]), we have a similar result as Proposition [9.4]

Proposition 9.8. The function
¢ = 05,(¢, V)¢ — Yo)

is the characteristic function on ay,, whose support is on the sum of
ag and the convex envelop generated by the family (Yp,)p,ep(m,),pcq-
Moreover, for every ¢ € ayy,, the following equation holds.

Soeron o, (V)¢ —Yo) = 1.
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Now fix a minimal Levi subgroup M,,;, of G, contained in Mj,
a hyperspecial subgroup K,,;, of G, related to M,,;, and P,;, =
MinUmin € P(Mypin). Let Apin be the set of simple roots of Ay .
n Upin -

Given Y,,;, € aJISmm, for any P’ € P(M,i,), there exists a unique
w € W(Gy, M) such that wP,,w™' = P. Set Ypr = wYp,, .
The family (Yp/) prep () 15 (Gzy Momin)-orthogonal and positive. For

g € G(F), define Y(g) = (Y (9)q)qer(my) to be
Y(9)q =Yo — Hg(9:),

where ¢ = wug,k is the Iwasawa decomposition with respect to the
parabolic subgroup S = UgG,.. In particular, this function is left Ug-
invariant.

As same as 9.3(1) and 9.3(2), we have

(1) There exists ¢; > 0 such that for any ¢ € G(F) with o(g) <
ciinf{a(Yp,., ); @ € Apin}, the family Y(g) is (G, My)-orthogonal and

m

positive. And Y (g)q € af, for all Q € F(My).
(2) There exist ¢ > 0 and a compact subset wy of to(F) satisfying
the following condition: If g € G(F'), and
X € t(F)[> NN (¢(F) x (t")°(F))
with (9f,.,)(X) # 0, then X € wr and o7(g) < calog(N).
Now, fix wr and ¢y as in (2). We may assume that wy = wyr X wyn

where wrv is a compact subset of '(F') and wr» is a compact subset of
t’(F). Assume that

(9.32) c2log(N) < epinf{a(Yimim) | @ € Apin}-

Here ¢; comes from (1). For @Q € F(M;) and g € G(F) with or(g) <
ca log(N), let
(9.33)

kv x(Q,9) = RN(%}}/CL!J)U% (Hw,(a), Y(9))7q(Hu, (@)=Y (9)q)da.

ZG, \Ar (F)

Then same as 9.3(3), we have
(3) The function g — Ky x~(Q, g) is left Ap(F)-invariant.

It follows that for X € t'(F) x (¢)°(F), we have

(9.34) / 91 (X ke (9)dg = V(Ar)Socrany [(Q, X)
Ap(F)\G(F)
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where
03 1Qx) = [ (X (Q. 9)dg
Ap(FN\G(F)
So it is enough to show that for all Q € F(My), I(Q, X) = 0. Suppose
(9.36) sup{a(Ypin) | @ € Apin} < (log(N))%

Firstly, we consider the case when () = G,. We can write the

integral (9.35)) as
(9.37)

/ / / “Ef2 (XN x (Go, ulk)dudg(1)dldk.
K JZg, Ar(F)\Gy(F) JUs(F)

By the same argument as (7) of Proposition (9.5, we only need to prove
the function ky x» (G, g) is left Ug-invariant. We use the same method
as in Section 9.5.

Lemma 9.9. For ¢ > 0, there exists N1 > 0 satisfying the following

condition: For given a € Arp(F),g € G(F),u € Us(F) and X" €

wrr N (EN(F)[> N7, assume that o(u),o(g),o0(ug) < clog(N) and
vt (Hay (), Y(9)a.) 76, (Huy(a) = Y(9)a,) = 1.

Then for N > Ny, we have

(9.38) kv (Yxraug) = kn(yyrag).

Proof. The condition imposed on a and the inequality tell us up
to an element in Zg,, o(a) < (log(N))?. Since both side of the equation
are left Zg, -invariant, we may assume that o(a) < (log(NV))2
Then the condition imposed on X”, u and ¢ implies

a(yxnaug),o(vxnag) < (log(N))>.
Therefore for N large, both sides of (9.38)) equal 1, and hence they are
equal. This finishes the proof of the Lemma. O

Now by the previous Lemma, we can have a Corollary which is an
analogy of (6) of Proposition [0.5l The proof is the same, except here
we need to add the fact that the function

o (o, (), Y(9)) 76, (Hag(a) = Y(9)e.)

is invariant under the transform g — ug for all u € Ug(F).

Corollary 9.10. Ifc > 0, there exists Ny > 0 such that if N > Ny, we
have kn xn(Gyyug) = knx(Gzyg) for all g € G(F) and v € Ug(F')
with o(u),o(ug),o(g) < clog(N), and for all X" € wprn N (") (F)[>
N7 .
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Finally, by applying the same argument as in (7) of Proposition [9.5]
we know that for N large, the inner integral of (9.37)) is zero, and
therefore
(9.39) 1(G,, X) = 0.

For Q) # G, we prove the following lemma.

Lemma 9.11. For N large, we have I(Q,X) =0 for all Q # G, and
X" € wpn N (EN(F)[> N7

Proof. The proof is very similar to the case in Section 9.3. We will
postpone the proof to Appendix A.2. O

Now the only thing left is to find Yp ., satisfies our assumptions
and , which are
sup{a(Yonin) | @ € Apin} < (log(N))?
and
cpinf{a(Yim) | @ € Apin} > colog(N).
This is always possible for N large.
To summarize, we have proved the following statement:
e For N large, and for X” € wypv N (¢)°(F)[> N7, I(Q, X) =0
for all Q € F(M).
Combining it with , we know

(9.40) | Xmadg =0
Ap(FI\G(F)

for N large. Then combining it with (9.1 and (2), we know

(9.41) Lon(f)=0

for N large. This finishes the proof for the split case.
9.7. Principal proposition.

Proposition 9.12. There exists Ny > 0 such that for N > Ny, X €
to(F)[> N7, and x € H.,(F) non-split or belongs to the center, we
have

/ (0 o) (X 0 (9)ddg = V(AT (26, )0 ().
Ar(F)Zg, (F)\G(F)

Proof. By Proposition [9.5, we can replace the function sy x» by the
function (g, Yp,,,, ) in the integral above. Then by the computation of
0(g,Yp,, ) in [Ar91], together with the same argument as in Proposi-
tion 10.9 of [W10], as Yp_. goes to infinity, the integral equals

min

(9.42) (—1)™ " Saerun 1 (Q)
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where cf, are some constant numbers with ¢ = 1, and

o) 1Q-= [ 9 (00, (9)dg.
Za, (F) AT (F)\G(F)
If @ = LUy # G, we can decompose the integral in (9.43) as

. Q . . X
fZGz(F)AT(F)\L(F),mem and fUQ(F). Since vy, (9) is Ug(F')-invariant,

the inner integral becomes

[

Uq(F)

By Lemma [4.7] this is zero because f is strongly cuspidal. Therefore
(9.44) I(Q) = 0.

For ) = G, we can replace the integral on Zg, (F)Ar(F)\G(F) by
T(F)\G(F) and multiply it by meas(T(F)/Zqc, Ar(F)). Then we get

(9.45)  1(G) = meas(T(F)/Za, Ar(F) DY (X)" 2 T3, L (X, f)

where Jlﬁww,w(X’ f) is defined in (4.10)).
Now combining (9.42)), (9.44)) and (9.45)), together with the definition

of H%W (as in (4.12))) and the fact that
v(TYmeas(T(F)/Za, Ar(F)) = v(Ar)v(Zea,),
we have
L e Oz )y = (A )6 (X).
This finishes the proof of the Proposition. O

Finally, for © € Hgs(F') non-split or belongs to the center, let
Jow(f) =Brer@,) | W(Ga T) |7 v(Za,)

9.46
(9.46) X / D (X120, (X)dX.
¥ (F)x ()0 (F) o

If x € Hy(F) is split and not contained in the center, let
Jaw(f) = 0.
Proposition 9.13. The integral in 1s absolutely convergent, and
i L) = Jow(6. ).
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Proof. The proof for the first part is the same as Lemma 10.10(1) in
[W10]. For the second part, if € H(F') is non-split or belongs to
the center, by Lemma , it is enough to consider limy o I , 5 (0, ).
Then just use Proposition together with . For the case when
x is split and not contained in the center, applying Lemma [9.2] again,
it is enough to consider limy o I , (0, f). Then by Section 9.6, we
know the limit is zero. U

10. PROOF OF THEOREM [£.4] AND THEOREM [B.7]

10.1. Calculation of limy_,,, Iy(f): the Lie algebra case. If f €
C>(go(F)) is a strongly cuspidal function, we define

(10.1)  J(f) = Srere [WGT) [ [ D) ()ax.

Lemma 10.1. The integral in (10.1)) is absolutely convergent and
lim In(f) = J(f).
N—o00

Proof. The first part is similar to the first part of Proposition [9.13]
For the second part, let w C go(F) be a good neighborhood of 0.
Suppose that Supp(f) C w. Then we can relate f to a function &
on Zg(F)\G(F), supported on Zg(F')exp(w). By Proposition we
know In(f) = In(®). Then by Proposition [9.13] applying to the func-
tion ® and x = 1, we have limy_o IN(f) = J1,(P). By Proposi-
tion , Hcﬁp’l’w is the partial Fourier transform of 04, , = 0;. But for
x = 1, partial Fourier transform is just the full Fourier transform. Thus
Gﬁimw — f;. Also we know that v(Zg,) = v(Zg) = 1, and therefore

dim In(f) = J1u(@) = J(f)-

This proves the Lemma for those f whose support is contained in w.

In general, replacing (a,b) in the definition of ¢ (as in (5.1))) by
(Aa, Ab) for some A\ € F*, we get a new character &', and let f' = f*.
Then for Y € h(F), we have

() = A [T ).
This implies

(10.2) Ty (f1) =| A [ 7m0 1 ().
On the other hand, we know
N —dim(G A —
bp(X) = [ A" 6,001,

DEAX)Y2 = | X392 DE(x)2,
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and t'(F) will not change under this transform. By changing of variable
in (10.1)), (Note that this is allowable since t°(F') is invariant under
scalar in the sense that for ¢t € t°(F), A € F*, we have A\t € t°(F), see

Remark we have

(103) Jg’(f/) :| A |;dim(G/ZG)-‘rdim(T/Zg)—i-(S(G)/Q Jg(f)

Because

—dim(G/Zg)+dim(T/Z¢)+6(G) /2 = — dim(U) —dim(H/Zy) = —15,

together with (10.2) and (10.3)), we know limn_ o le N(f) = Je(f) if
and only if imy_,o Ier y(f') = Je(f’). Then for any f, we can choose
A such that Supp(f') C w. Applying the first part of the proof to f’, we
get Umy o0 Lo N(f') = Jer(f'), which implies imy_,o0 Ie N (f) = Je(f)-
This finishes the proof of the Lemma. O

10.2. A Premier Result. During this section, consider the following
hypothesis.

Hypothesis: For every strongly cuspidal f € C®(go(F')) whose
support dose not contain any nilpotent element, we have

lim In(f) =1(f).
N—oo
In this section, we will prove the following proposition.
Proposition 10.2. If the above hypothesis holds, we have
lim In(f) =1(f)
N—o0
for every strongly cuspidal f € C(go(F)).

In order to prove the above proposition, consider the following mor-
phism:

(10.4) f—= E(f) = lim In(f) = 1(f) = J(f) = I(])

defined on the space of strongly cuspidal functions f € C(go(F)).
This morphism is obviously linear.

Lemma 10.3. The map E is a scalar multiple of the morphism f —
co; .0 where O is the regular nilpotent orbit of 9(F). In particular,
E=01iG=GL3(D).
Proof. We first prove:

(1) E(f) =0if ¢y, 0 = 0 for every O € Nil(g(F)).

Suppose that ¢y, 0 = 0 for every O € Nil(g(F')). We can find a
G-domain w in go(F'), which has compact support modulo conjugation
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and contains 0, such that ;(X) = 0 for every X € w. Let f' = f1,
and f” = f — f’. Then these two functions are also strongly cuspidal.
The support of f” does not contain nilpotent elements, and therefore,
by the hypothesis we know E(f”) = 0.

On the other hand, since 0¢(X) = 0 for every X € w, we must have

that 6y = 0, and hence éf/ = 0. By the definition of I(f) and J(f),
we know J(f') =0 = I(f"). Hence E(f) = E(f") + E(f") = 0. This
proves (1).

Now for A € (F*)? let f' = f*. We know 6y = (65)*. For O €
Nil(g(F)), by (B), we have

(10.5) co,0 = A [p M ¢, 0.

We then show:
(2) B() = M B = A P ()

By (10.3]), we know
(10.6) T =I X T(f).
Now for I(f), let T" € T as in Section 7.2. The expression for I(f)
related to T is
(10.7) / c;(Y)D"(Y)A(Y)dY.
to(F)

If 7= {1}, (10.7) = ¢(0) and the nilpotent orbit is the unique

regular nilpotent orbit of g(F'). By (3.4]), we have
—5(G)/2 _
e (0) =| X" ep(0) =| A [ e (0).

If T =T, for some v € F*/(F*)?,v # 1 as in Section 7.2, the
nilpotent orbit associated to ¢y is the unique regular nilpotent orbit
O, of GL3(F,), it is of dimension 12. By ({3.4) again, we have

cp(X) = A3 er(AX).
Moreover, DHF(A\71X) =| X\ |z since dim(h) — dim(h,) = 2, and
AATIX) =] X 7% A(X) since dim(u) — dim(u,) = 6. Therefore by
changing variable X — A7'X we have

(10.8)
/t(F) e (Y)YDP(Y)A(Y)AY =| A |% /t(F) e (YYD (Y)A(Y)dY

where b = —6 — 2 — 6 — dim(ty) = —15. Combining (10.7)) and (10.8]),
we have

(10.9) I(f) = A" I(f)-
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Then (2) just follows from (10.6)) and ({10.9).

Now (1) tells that £ is a linear combination of ¢y, o for O € Nil(g(F)).
We know dim(O) < 30 and the equality holds if and only if G =
GLg(F) and O is regular. Hence the Lemma follows from (2) and
(10.5). 0

In particular, by the lemma above, we have proved Proposition [10.2
for G = GL3(D). Now we are going to prove the G = GLg(F') case.

By the discussion above, in this case, E(f) = ¢pegco,,0,., for some
complex number ¢,4. It is enough to show ¢,y = 0. Our method is to
find some special f such that E(f) = 0 and ¢y, 0,., = 1, which implies
that ¢, = 0. The way to find this f is due to Waldspurger, see [W10].

By 6.3(3) and 11.5 of [W10], for T € T'(G), here T(G) is the set of e-
quivalent classes of maximal subtorus of G(F'), and X € to(F)Ngyeq(F),
we can construct a neighborhood wy of X in ty(F') and a strongly cus-
pidal function f[X] € C°(go(F')) satisty the following conditions:

(1) For T" € T(G) with T" # T, the restriction of éf[X} to t,(F) is
zero.

(2) For every locally integrable function ¢ on to(F') which is invari-
ant under the conjugation of Weyl group, we have

[ (F)@(X’)DG(X')l/Qéf[X](X’)dX’ =| W(G,T) | meas(wx)™" / o(X"dX'

wx

(3) For every O € Nil(g), we have
Cgf[X]7o = Fo(X)

where I'o(X) is the Shalika germ defined in Section 3.3.

Now let T, be the unique split torus of T'(G). This is possible since
we are in the split case now. Fix X, € t50(F) N greg(F). Then we can
find wy, and f[X,] as above. Let f = f[X,4]. By condition (3) above
and Lemma 11.4(i) of [W10], we know that ¢y, o,., = 1, and

(10.10) E(f) = Crey.

Now by condition (1) above, we know each components of the summa-
tion in I(f) is 0 for T € T with 7" # {1}. Then by condition (3) we
know

(1011) [(f) = Cgﬁ(greg = 1.
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On the other hand, by condition (1) and (

J(f) = Srer) | W(G,T) |~ l/‘ DY(X)V20,(X)dX

(10.12) —| W(G. Ty) | DE(X)20,(X)dX
!
ta,0(F)
= meas(wx,) 'meas(wx,) = 1.
Here we use the fact (t7)°(F) = tg0.e,(F), which has been proved in
the proof of Lemma [9.7] -

Now combining ([10.10] and ( m we have
C'r‘eg:E(f):](f)_‘](f>:1_1:0
This finishes the proof of Proposition [10.2}

10.3. Proof of Theorem [5.41 and Theorem [5.7. Consider the fol-

lowing four assertions:

(th)g: For every strongly cuspidal function f € C®(Zg(F)\G(F)),
we have imy_,o, In(f) = I(f).

(th')g: For every strongly cuspidal function f € C®°(Zg(F)\G(F))
whose support does not contain any unipotent element, we have

T In(f) = (7).

(th)y: For every strongly cuspidal function f € C2°(go(F)), we have
My oo In(f) = I(f)-

(th')y: For every strongly cuspidal function f € C2°(go(F')) whose sup-
port does not contain any nilpotent element, we have limy_, In(f) =

I(f)-

Lemma 10.4. The assertion (th)q implies (th)y. The assertion (th')q
implies (th'),.

Proof. Suppose (th)g holds, for any strongly cuspidal function f €
C>(go(F')), we need to show E(f) = 0. In the proof of Lemma (10.3]
we have proved that E(f) =| X |¥ E(f?). So by changing f to f*, we
may assume that the support of f is contained in a good neighborhood
w of 0 in go(F). Same as in Lemma [10.1 we can construct a strongly
cuspidal function F' € CX(Zg(F)\G(F)) such that J(f) = J1,(F)
and I(f) = Li(F). By Propositions [7.3] [7.5 and [9.13 we know
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J1w(F) = Imy_yoo IN(F) and [ ,(F) = I(F). By (th)g, we know
I(F) = Jy1,(F), which implies E(f) = 0.

The proof of the second part is similar that of the first part: we
only need to add the fact that if the support of f does not contain
any nilpotent element, then the support of F' does not contain any
unipotent element. O

We first prove (th')q.

Proof. Let f € C(Za(F)\G(F)) be a strongly cuspidal function whose
support contains no unipotent element. For x € G4 (F), let w, be a
good neighborhood of 0 in g, (F), and Q, = (zexp(w,))® - Zg. We
require that w, satisfies the following conditions:

(1) If = belongs to the center, since f is Zg(F)-invariant, we may
assume that x = 1. We require that €, N Supp(f) = Q1 N
Supp(f) = 0. This is possible since the support of f contains
no unipotent element.

(2) If x is not conjugated to any element in H(F), choose w, satis-
fying the condition in Section 8.1.

(3) If x is conjugated to an element ' € H(F') not in the center, we
choose a good neighborhood w,: of 0 in g,/ (F') as in Section 8.2,
and let w, be the image of w, by conjugation. Moreover, if x’
is split, we choose w,s such that €2,, does not contain non-split
element, and does not contain the identity element; and if z’
is non-split, we choose w,s such that 2,, does not contain split
element.

Then we can choose a finite set X' C Gg4(F) such that f = Ycxfe
where f, is the product of f and the characteristic function on €2,.
Since limy_,o In(f) and I(f) are linear functions on f, we may just
assume [ = f,.

If x = 1, by the choice of Q; we know f = 0, and the assertion is
trivial.

If z is not conjugated to an element of H(F'), then the assertion
follows from the choice of {2, and the same argument as in Section 8.1.

If x is conjugated to a split element of H(F'), by the choice of €,
and the definition of I(f) we know I(f) = 0. Also by Section 10.6, we
know limy_,o In(f) = 0, and the assertion follows.

If x is conjugated to a non-split element of H. By Propositions (7.3
and it is enough to prove
(10.13) lim I, n(f) = L.u(f).

N—oo
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Now we can decompose 6y, as
(1014) Qf,ac,w(X) - ZbEBQ},b<X,)0‘/f{,b(X”)

where B is a finite index set, and for every b € B, 0% ,(X’) (resp.
0%,(X")) is a quasi-character on g,,(F') (vesp. g”(F’)). By Proposition
6.4 of [WI10], for every b € B, we can find f;' € C>(g"(F)) strongly
cuspidal such that 07 ,(X") = 0. Then by the definition of I, ,,(f) (as

in (7.19))), we have
]x,w(f) = ZbEBI/(b)I( é/)

where

IO =(Z,) [ XX, 1) = o)

o5, (F)

with O be the unique regular nilpotent orbit in g”(F’). Here we use
the fact that the only torus in 7, is Zg,. Hence v(T) = v(Zg,) and
DH=(X) = A"(X) =1 for X € t(F) .

On the other hand, by Proposition [0.13]

]\}1_{1;0 LiwN(f) = Jow(f) = Spepl (0)J(fy)

where

I = Erer | WGT) [ [ D) (X)ax.
CONCD
In order to prove ((10.13)), we only need to show I(f;) = J(f;). This
is just the Lie algebra analogue of the trace formula for the model

(G, Us),

which is exactly the Whittaker model of GL3(F,). The proof is very
similar to the Ginzburg-Rallis model case, we will prove it in the next
section.. U

Finally we can finish the proof of Theorem and By Lemma
[10.4] we only need to prove Theorem [5.4, We use the same argument
as in the proof of (th')¢ above, except in the x = 1 case, we don’t
have Q1 N Supp(f) = 0. In this case, still by using localization, we can
reduce to the Lie algebra argument (i.e. Theorem [5.7). Now since we
have proved (th)¢, together with Lemma [10.4] we know (tA')g holds.
Then using Proposition we get (th)g, which gives us (th)q, and
hence Theorem [5.41
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10.4. The proof of I(f!) = J(f/'). In this section, we are going to
prove

(10.15) I(fy) = J(fy),

which is the geometric side of the Lie algebra version of the relative
trace formula for the Whittaker model of GL3(F;,). There are two ways
to prove it, one is to apply the method we used in previous sections to
the Whittaker model case, the other one is to use the spectral side of
the trace formula together with the multiplicity formula of Whittaker
model proved by Rodier in [Rod81].

Method I: By the same argument as in Section 10.2, we only need
to prove for f]’ whose support does not contain any nilpotent
element. Then by changing f/ to (f{')*, we may assume that the func-
tion f;’ is supported on a small neighborhood of 0. Then we can relate

/ to a function ®, on G,(F)/Zq,(F). By the same argument as in
Section 7-10, we know that in order to prove , it is enough to
prove the geometric side of the local relative trace formula for ®,, i.e.
limy o0 IN(P,) = co,(1). Here In(P,) is defined in the same way as
In(f) in Section 5.2. In other word, we first integrate over U,, then
integrate on G, /U, Zq,. ce,(1) is the germ of 0, at 1.

Since f;’ does not support on nilpotent element, ®, does not support
on unipotent element. This implies that cg, (1) = 0. On the other hand,
since the only semisimple element in U, is 1, by the same argument as
in Section 7.1, the localization of In(®,) at y € G, (F)ss is zero if y is
not in the center. If we are localizing at 1, since the support of ®, does
not contain unipotent element, we will still get zero once we choose the
neighborhood small enough. Therefore limy o In(P,) = 0 = co, (1),
and this proves .

Method II: Same as in Method I, we reduce to prove the group
version of the relative trace formula, i.e. limy o In(P,) = co,(1).
By applying the same method as in [Wanl6], we can prove a spectral
expansion of limy_, In(P,):

(10.16) lim Iy(®,) = / 0, (,)m'(7)dn
Nroe Meemp(Ga(F).1)

where L, (GL(F),1) is the set of all tempered representations of
G, (F) with trivial central character, dr is a measure on e, (G (F'), 1)
defined in Section 2.8 of [Wanl16], 0, (®,) is defined in (3.4) of [Wan10]
via the weighted character, and m/(7) is the multiplicity for the Whit-
taker model (here we are in GL case, all tempered representations are
generic, so m/(7) is always 1).
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By the work of Rodier, m/(7) = ¢z (1) where ¢z(1) is the germ of 6

at 1, therefore ({10.16]) becomes

(10.17) lim In(P,) :/ 0:(D,)cx(1)dr.
Mtemp(Ga(F),1)

N—oo

Finally, as in Proposition 3.5 of [Wan16], we have

O, — / 0.(D.)0xdr.
Htemp(G:c(F)vl)

Combining with (10.17), we have limy_,o In(P.) = co,(1) and this

proves ({10.15)).
APPENDIX A. THE PROOF OF LEMMA AND LEMMA [9.17]

A.1. The Proof of Lemma [9.1. We refer the reader to Section 9.1
for the setup and notations. We first prove the following statement:
(1) There exist ¢, ¢ > 0 such that £xx(9'9) < Ky () (9') for all
g € G(F) and ¢ € G,(F). Here k% is the truncated function for G,
defined in the similar way as ky.
In fact, let ¢ = m'v'k', k'g = muk with m,m’ € M(F), u,v € U(F)
and k, k" € K. Then kn(¢'g) = kn(m’m). If this is nonzero, let

my 0 0 m; 0 0
m'=10 mhb O | ,m=[0 me O
0 0 mj 0 0 mg

By the definition of ky (as in (5.5)) and (5.6)), we have

o((m}) ™" (my)~'mym}) < N.

On the other hand, we know o(m) < o(g). Hence o(m;) < o(g),
which implies that

o(mi(m}) 1) < o((mf) ™ (my) " mimi) + o (mi) + o(m;) < N + o(g).
This proves (1).
Now we have

knxi(g) = I/(AT)/ HN(’YX}/CLg)dCL
Za,NAT(F)\Ar(F)

IA

van) [ Kooty () a)da
ZG,NAT(F)\AT(F)

< RZ’NJrca(g),X”(l)'
So it reduces to show the following:
(2) There exist an integer & € N, and ¢ > 0 such that

K xr(1) < eNF(1+ [1og(|Qr(X")|p))* (1 + [log D= (X")]) .
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Again here we only prove for the case where z is in the center. Oth-
erwise, we have the lower rank case, which is similar and easier. If
x is in the center, G, = G and X” = X. For simplicity, we will re-
place X” by X, %, by rx and D% (X") by D%(X) for the rest of the
proof. We first deal with the case when T is split. By Lemma [8.8]
we know for X € wp, X5 belongs to a compact subset of = + A, and
o(vx) < 1+ |log DY(X)].

If a € Ap(F) such that xy(v5'a) = 1. By the definition of xy (as in
and (5.6)), we have yy'a = hvy where v € U(F), h € H(F), and
y € G(F) with o(y) < N. Therefore yXy~! = v 'h~' Xvhv. Since
Xy belongs to a compact subset, o(yXy~') < N, and hence

o(v ' h ' Xshv) < N.

By Lemma [8.2] the isomorphism (8.2)) is algebraic, we have o(v) < N
and o(h™'Xsh) < N.

Now let
0 0 Z
XE = CLIQ 0 Y
0 bl 0

By Proposition , we can find s € GLy(E) such that s7'Zs is a
diagonal matrix and o(s) < 1+ |log(D%2(F) (571 Z5s))|. Here E/F is
a finite extension generated by the elements in F'*/(F*)?. Note that
DCL2(B) (571 78) = tr(Z)? — 4det(Z), while the right hand side can
be expressed as a polynomial of the coefficients of the characteristic
polynomial of X7y, so it can be expressed as a polynomial on ty(F). We
remark that if = is not in center, this will be polynomial on t’(F').
After conjugating by s, we may assume that Z is a diagonal matrix
with distinct eigenvalues A\; and Ay (we only need to change h to sh).
Here the eigenvalues are distinct because of the ”generic position” as-
sumption. After multiplying by elements in the center and in the open
compact subgroup, using the Iwasawa decomposition, we may assume

that
1 z A0
h:(o 1) (0 1>
I —x Y I x _ (Y1 Y2
0 1 01 Yo1 Y22 )

Since o(h™'Xsh) < N, we have o(h™'Zh),0(h"'Yh) < N. This
implies

and

o(x(M — X)), 0(Aya), 0 (A yo) < N



ON THE GINZBURG-RALLIS MODELS 7

Here for element in t € F, o(t) = log(max{1,|t|}). Therefore, we
obtain that o(x) < max{1, N — log(|\;1 — A2|)}. Here Z and Y be-
long to a fixed compact subset before conjugation. Furthermore, after

conjugating by s and ((1) :16), oY) < o(s)+o( ((1) T) ). So we have

o(A) < max{l,N —o(yi2)}

(A1) < max{1,N+a(<(1) f))+a<s)—a(ynyﬂ>}
and

o(A™") < max{1l,N —o(yx)}
(A.2) < max{l,N—l—o(((l) f))+a<s)—a(y12ym)}.

Note that here by the ”generic position” assumption, we must have

that yi2121 # 0.
Recall as in the proof of Lemma [8.4] we have the following relations

between the coefficients of the characteristic polynomial of Xy and the
data given by Z and Y

coefficient of \* = btr(Y) := bay,
coefficient of A\* = abtr(Z) := abas,
coefficient of \* = b? det(Y) := bay,
coefficient of A = ab*(\ coefficient of det(Z + \Y)) := ab®ay,

and
coefficient of \” = a*b* det(Z) := a*b*ay.
Then
Y11+ Ya2 = a4
{ Aty + Aayor = a4
and
{ )\1 + )\2 = as
A1 = ag

This implies
_ a1—May
Y= 5N
_ Xay—ay
Y22 = 73 —x
So we have
- MAoaf — aras(M + X)) +a]  aoal — ayazas + af
1Y22 = — = :
()\1 — /\2)2 a§ — 40,0
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In particular, y1oys1 = det(Y) — y11y22 = ao — Y1192 is a rational
function of the a;’s, and hence it is a rational function on to(F'). Also

(A.3) o (é f)) — o(x) < max{1, N — log(|\ — As|)}

where the right hand side can be expressed as logarithmic function of
some rational function on ty(F).

Finally, combining (A.1)), (A.2), (A.3), and the majorization of s,
we can find a rational function Q7(X) on to(F) such that o(h) <
N + (1 +log |Qr(X)]). Then combining the majorization of v, y and
Yy, we know up to an element in the center, if xy(vx'a) = 1, we have

(A4) o(a) < N+ (1+1log Qr(X)) + (1 4+ log DY(X)).

Since mes{a € (Za, NAr(F)\Ar(F) | 0z,,\¢.(a) < r} < r¥ for some
k € N, the Lemma follows from the definition of ky x~ (as in (9.2)).

Now if T is not split, since we are talking about majorization, we
may pass to a finite extension. Then by the same argument as above,
we can show that if ky(vx'a) = 1 for some a € Ap(F), up to an
element in the center, the estimation (A.4) will still holds. Then we
can still prove the lemma as in the split case.

A.2. The proof of Lemma [9.11] We refer the reader to Section 9.6
for the setup and notations. For Q) # G, let Q = Q1 x QY3 where
is the parabolic subgroup of the first GL3(F') and @), is the parabolic
subgroup of the second G'L3(F'). We anticipate some unipotent invari-
ance property of xky x»(Q,g). We will only deal with the case when
the @;’s contain the lower Borel subgroup of GL3(F'). For general @, it
can be conjugated to this situation via some weyl element in GG, and
then by conjugating it back we get the unipotent subgroup we need for
this general ). Finally, by a similar argument as (4) of Section 9.5, we
can reduced to the case when the @);’s contain the lower Borel subgroup.

Case 1: Assume () is contained in the parabolic subgroup P » (i.e.
the parabolic subgroup of GL3(F') with Levi GL; X G Ly and contains
the lower Borel subgroup), then let Uy 5 be the unipotent subgroup of
the parabolic subgroup P, 5 of GLg(F'). Here Py = Ly5U;5 is the
parabolic subgroup with Levi GL; x G L5 and contains the upper Borel
subgroup. We are going to prove a lemma which is similar to (6) of
Proposition[9.5] Once this lemma has been proved, we can use the same
argument as in (7) of Proposition 9.5 to conclude that 7(Q, X) = 0 for
N large.
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Lemma A.1. There exists N1 > 0 satisfying the following condition:
For all N > Ny and ¢ > 0, we can find ¢ > 0 such that if

dlog(N) < inf{a(Yp, . )| @€ Apin},

we have ky x(Q,ug) = knx(Q,g) for all g € G(F) and u € Uy 5(F
with o(g),0(u),o(ug) < clog(N), and for all X" € wrn 0 (¥")°(F))[>
N7,

Since the function
9= o', (Hu, (), Y(9))7q(Hu, (a) = Y(9)q)

is left Us(F)Ug(F)-invariant, and U, 5(F) C Us(F)Ug(F), by apply-
ing the same argument as in Section 10.5, we only need to prove the
following lemma.

Lemma A.2. There exists N1 > 0 such that for all N > N; and
¢ > 0, there exists ¢ > 0 satisfying the following condition: For given
a € Ar(F),g € G(F),u € Uj5(F) and X" € wps» N (¥")°(F)[> N7,
assume that o(g),o(u),o(ug) < clog(N), and a(Hy,(a)) > c'log(N)
forall a € ¥5. Then

kn(Vxraug) = kx(Vxnag).

Proof. The proof is very similar to Lemma [9.7] so we will just sketch
the key steps. Same as that Lemma, we can reduce to the case when
T split, and we can show this argument is independent of the choice
of X{ and vx~». Then we can choose our local section X" — X{ to be
X{ = X" +E, and choose vy € G, to be of the form:

1 0 0 1 0 0
T 1 0 X T 1 0
0 w1 1 0 2 1

We can write yx~ as the product of ny~» and ux~» where

nxn = c U1,5

coolB or
coocoro
coor~ooO
cor~rooOo
o oocoo
—rooooQ
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and
1 0 0 0 00
01 0 0 00
v |00 L0 00
X 0z 0 1 00 15
00 v» 0 1 0
00 0 y 01

By the conditions imposed on a and (), using the same argument as
in Lemma [9.7] we can choose ¢ large to get rid of nx~. In fact, beside
the diagonal part, nx» only has non-zero value on the (3,1) position. It
is easy to see the (2,1) position for the first GL3(F') corresponds to the
(3,1) position of GLg(F'). The fact that @) is contained in P; » and the
condition imposed on a tell us that a 'nxra is a contraction at least
by log(N). So if we let ¢ large, we can make g *u"ta *nxraug — 1
very close to zero. Hence we can make g 'u~ta 'nyxraug € K. This
allows us to get rid of nx». Then we can conjugate u by a tux~a to
get rid of ux~. Here same as in Lemma [9.7, we should assume at the
beginning that a lies in the positive chamber defined by the lower Borel
subgroup B = By X By of GL3(F) x GL3(F) to make sure a 'uxwa is
a contraction. Now we have eliminated the effect of vx». By applying
the same argument as in Lemma (9.7 we may also assume that g = 1.
Hence we only need to prove

(A.5) kn(au) = ky(a).

Let

1 0 wy wy wy ws 1 wy 0 0 0O

Oo1 0 0 0 0 0O 1 0 0 O00O0

w00 10 0 00O 0 1000

ST 100 0010 0 00 0100

00 0 O 1 0 0O 0 0010

00 0 0 O 1 0O 0 00 0 1

Note that u; can be moved to the very left via the a-conjugation. Then
we can eliminate it by using the left U(F)-invariance property of k.
For uy, it will only add some element majorized by N + clog(N) to
the unipotent part, and not change the semisimple part. So we only
need to let N large such that N + clog(N) < (1 + €)N, and then the
equation ([A.5)) just follows from the definition of ky (as in ((5.5))). This
is the same technique as in the last part of the proof of Lemma [9.7]
This finishes the proof of the Lemma. O
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Finally, by combining the above two Lemmas, together with the ar-
gument in (7) of Proposition 9.5, we know I(Q, X) = 0 for N large.

Case 2: If (), is contained in P, we can use exactly the same
argument as in Case 1 except replacing Uy 5 by Us 1, we will still get
I(Q,X) =0 for N large.

Case 3: If Q1 = Py and Q2 = GL3(F), we need to use some
non-standard parabolic subgroup, which means that the unipotent sub-
group we use will no longer be upper triangular. Let P’ = L'U’ be the
parabolic subgroup of GLg(F') where L' and U’ are of the following
forms:

*x 0« 0 0 0 1 x 0 * * %

0 « 0 * * * 01 0 0O0O0

;o * 0« 0 0 0 ; 0 = 1 % % =%
L=A 0 « 0 % % =x HU = 0001O00O0
0 *« 0 % * * 00 0O0T1TO0

0 * 0 % * * 00 0O0O01

Then we still have U'(F) C Ur(F)Ug(F). Same as previous cases, we
only need to prove the following lemma.

Lemma A.3. There exists Ny > 0 such that for N > Ny and ¢ > 0,
there exists ¢ > 0 satisfying the following condition: For given a €
Ar(F),g € G(F),u € U(F) and X" € wp» N ({")°(F)[> N7, assume
that o(g),0(u),o(ug) < clog(N), a(Hp,(a)) > log(N) for all o €

25? and O-J\Q@(HMn(a)?y(Q))TQ<HMn(a> - y(Q)Q) =1. Then

kN (Vxwaug) = kx (Yxnag)-

Proof. Same as previous cases, we can still reduce to the case where T’
split, and we can show this argument is independent of the choice of
X3t and yx~». Then we can choose our local section X" — X¢ to be
XEX" + =, and choose vx» € G, to be of the form

1 0 0 1 0 0
T 1 0 X T 1 0
0 U1 1 0 Y2 1
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We can write yx» as the product of nx» and uy» where

100 000
01 0000
loo 1000 .
nxr =199 010 0| €UE
00y 010
000001
and
1 000 00
0 1 .00 00
. Slj‘l 0 1 0 O 0 /
ux" =170 40 1 0 o €L
0 000 10
0 0 0 gy 01

Using the same argument as in Case 1, we can make ¢ large to
eliminate nx~, and conjugate u by a 'ux~a to eliminate ux~. Similarly,
we may assume that g = 1 and only need to show

(A.6) rn(au) = ky(a).
Let
1 v1 0 v w3 wm 1 0 0000
O 1 0 0 0 O 01 00O0O0
_ 10 0 1 w wy ws 0Oz 1000
A7) u=wmw=14 601 o o|looo10o0
0O 00 0 1 0 00 001O0
0O 0 0 0 o0 1 00 0001

Then u; belongs to the upper triangle unipotent subgroup. The v, vs,
vy, wo and ws part of u; can be eliminated by the left U(F)-invariance
property of ky. The v; and w; part of u; will only add some element
majorized by N + clog(N) to the unipotent part and not change the
semisimple part, so we can just let N large such that N + clog(N) <
(1 + €)N. This is the same technique as the last part of the proof of
Lemmal9.7] This tells us xy(au) = ky(aus). So we only need to prove
for the case where u = us.

If | z |< 1, then u € K, the equation just follows from the
right K-invariance property of xy.

If | z |> 1, let a = diag(ay, as, as, ay, as,ag). Since we assume that
a(Hag,(a)) > ¢ log(N) for any o € X, and

o, (Har, (a), Y(9))7q(Har,(a) = Y(9)o) = 1,
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together with the inequality , we know, up to modulo an element
in Zg,,
o(as),o(ay),o(ag) < log(N)?
and
| ay |<| a3 |<|as |,0(az as) > ¢ log(N).

In this case, the Iwasawa decomposition of ( ;; (1) ) is

10\ [zt 1\[/0 —1

x 1) 0 =z 1 o7t )
After eliminating the unipotent part and the K-part as before, we have
(A.8) ky(au) = ky(a')

where o = diag(ay, 7 'as, was, as, as, ag). Now by the condition im-
posed on ag, ay and ag, together with the fact that o(z) < clog(N), we
still have

(A.9) o(x ay), o(ay), o(ag) < log(N)2.

Since | a; |<| as |<| a5 |, o(aztas) > 'log(N), | # |> 1 and o(z) <
clog(N), if we let ¢ > ¢, we will still have

| a1 [<] zas [<|as | .

This implies

o(a;tas) = max{o(a;'as),o(a; as),o(az as)}
(A.10) = max{o(a;*(za3)),o(a; as), o((vaz) tas)}.
Then for N large (so that C'log(N)? < N), (A.6]) just follows from the
definition of kx together with (A.8) (A.9) and (A.10)). U

Finally, by the Lemma above, together with the same argument as
in previous cases, we have (@, X) = 0 for N large.

Case 4: If Q; = GL3(F) and Q2 = Py 2(F'), we use exactly the same
argument as Case 3 except replacing the unipotent subgroup by

1 00 % 0 =
01 0 %= 0 =*
;o 0 01 x 0 =%
U_{OOOlOO}
00 0 % 1 =
00 0O0O01
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Case 5: If ) does not belong to Case 1, 2, 3 and 4, then )y = P51 (F)
and Q2 = Py 2(F). In this case, for simplicity, we conjugate )2 and Bs
010
by the Weyl element w = [ 1 0 0 ]. Then the parabolic subgroup
0 01
()2 consists of elements in G L3(F") of the form
*
0
*

* % X
* O ¥

and a € Ar(F) lies inside the positive chamber defined by the Borel
subgroup of the form

* 0 0 x % 0
(A.11) « % 0] x |10 % 0
ok ok * %k

Let P" = L'U’ be the parabolic subgroup of GLg(F') as in Case 3. We
only need to prove a similar version of Lemma for this case.

Lemma A.4. There exists Ny > 0 such that for N > Ny and ¢ > 0,
there exists ¢ > 0 satisfying the following condition: For given a €
Ar(F),g € G(F),u € U(F) and X" € wp» N ({")°(F)[> N, assume
that (g),0(u),o(ug) < clog(N), and a(Hyy(a)) > ¢'log(N) for all
o€ 225. Then

kn(Yevaug) = kx(vynag).

Proof. Applying the same argument as in the proof of Lemma[A.3] we
can eliminate the effect of yvx» and g, so we only need to prove

(A.12) rn(au) = ky(a).

Then we can decompose u = ujuy as in (A.7), and apply the same
argument to eliminate the u; part, so we only need to deal with the
case when

100000
01 0000
Yy — 0Oz 1 000
000100
00 0O0T1@0
000001

Let a = diag(ai, as, as, as, as, ag). Since a(Hy,(a)) > ¢ log(N) for
all a € 25, and a lies in the positive chamber defined by the Borel
subgroup of the form (10.83), we have

(A.13) | ay |<| a3 |<| as |,0(az as) > ¢’ log(N)
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and
(A.14) | ag |<| az |<] ag |,0(a;1a2) > ' log(N).

If | # |< 1, then u € K, the equation (A.12)) just follows from the
right K-invariance property of xy.
If | z [> 1, then the proof is the same as Lemma [A.3] By using the

0 ), we have

Iwasawa decomposition of ( i 1

kv (au) = kiy(a’)

where o’ = diag(a17x_1a27xa37a47a’57a6)' Now by " and ‘ )
together with the fact that o(x) < clog(N), if we make ¢ > ¢, we still
have

| ay |<| a3 |<| as |

and
| ay |<| 27 ay |<| ag | -
Therefore
a(af1a5) = max{a(al_lag),a(af1a5),a(a§1a5)}
= max{o(e; (x0s)), o(0;  a5), o((xa5) as)}
and
a(a;lag) = max{a(a;lag),a(a;laG),a(aglaﬁ)}

= maz{o(a; (27 as)), o(a;  ag), o ((x  ay) tag)}.

It is clear that (A.12)) just follows from the above two equations and
the definition of ky. O

Finally, by using the same argument as in previous cases, we have
I(Q, X) = 0 for N large. This finishes the proof of the Lemma.

A.3. A final remark. In Section 9.6 and Appendix A.2, we have
proved that the localization at split element will always be zero. In
this section, we are going to use another method to prove this ar-
gument, the main ingredient of our method is the spectral side of the
trace formula. The idea comes from Beuzart-Plessis’s proof of the local
Gan-Gross-Prasad conjecture of unitary group in [B15].

In Section 7.3 of [Wanl6], we have proved a spectral expansion of

hIIIN_mO IN<f)

(A.15) lim Iy (f) = /H oy AT

N—oo

Here Ilien, (G(F'), 1) is the set of all tempered representations of G(F')
with trivial central character, dr is a measure on Il;,,,(G(F'), 1) defined
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in Section 2.8 of [Wanl6], 0, (f) is defined in (3.4) of [Wanl6] via the
weighted character, and m(7) is the multiplicity for the Ginzburg-Rallis
model. Combining (A.15) with the fact that

Qf:/ Gf(w)&—rdw,
temp(G(F),1)

we have
(A16) Jim In(f)~1() = /H oy ) ()

In Corollary 5.15 and Lemma 8.1 of [Wanl6], we have proved that
both m(7) and mgeom (7) are invariant under parabolic induction, there-
fore by induction, we may assume that m(7T) = M geonm (T) when 7 is not

a discrete series. Then ({A.16) becomes
(A.17) A}im IN(f) = I(f) = / 07 (m)(Mm(T) — Mgeom (T))dm
o 2(G(F),1)

where IIo(G(F'), 1) is the set of all discrete series of G(F') with trivial
central character. Now if the support of f does not contain any ellip-
tic element, for all 7 € IIo(G(F), 1), we have 6;(7) = tr(w(f)) = 0.

Together with ((A.17), we have
lim Iy(f) = I(f).

N—o0

But since the support of f does not contain any elliptic element, by
the definition of I(f), we have

i In(f) = T(f) = 0.

In conclusion, we have proved that if the support of f does not contain
any elliptic element, limy_,o, In(f) = 0. In particular, the localization
at split element will always be zero.

APPENDIX B. THE REDUCED MODEL

In this section, we will state some similar results for the reduced
models of the Ginzburg-Rallis model, which appear naturally under
the parabolic induction. To be specific, we can have analogy results of
Theorem and Theorem for those models. Since most of proof
goes exactly the same as the Ginzburg-Rallis model case which we
discussed in previous Sections, we will skip it here. We refer the readers
to my thesis [Wanl7] for details of the proof. We will need those results
in our proof of Conjecture for tempered representations, which is
the main result of [Wan16].
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B.1. The general setup. We still let (G, R) to denote the Ginzburg-
Rallis model. We first state some results on the pair (G, R) as a spher-
ical variety. The proof of those results can be found on Section 4 of
[Wan16] or my thesis [Wanl7]. We say a parabolic subgroup Q of G
is good if RQ is a Zariski open subset of G. This is equivalent to say

that R(F)Q(F) is open in G(F') under the analytic topology.

Proposition B.1. (1) There exist minimal parabolic subgroups of
G that are good and they are all conjugated to each other by
some elements in R(F). If Prin = MyinUnin is a good minimal
parabolic subgroup, we have H N U,y = {1} and the comple-
ment of R(F)Ppin(F) in G(F) has zero measure. In particular,
(G, R) is a spherical pair.

(2) A parabolic subgroup Q of G is good if and only if it contains a
good minimal parabolic subgroup.

Now let Q = LUq be a good parabolic subgroup of GG, by the propo-
sition above, we have R N Uy = {1}. This implies the intersection
Ro = RN (@ can be viewed as a subgroup of L. The reduced model
we want to study is just (L, Rg). Since all good minimal parabolic
subgroups are all conjugated to each other by some elements in R(F),
the model (L, Rq) is independent of the choice of ) up to conjugation.
There are two types of such reduced models: type I is those models
appear on both GLg(F') case and the GL3(D) case; type Il is those
models appear only on the G Lg(F') case.

Type I: There are only two models of type I. One is the trilinear
GLs model which comes from the parabolic subgroup of (2,2,2) type
(or (1,1,1) type in the GL3(D) situation). The other model is the
"middle model” between the Ginzburg-Rallis model and the trilinear
GLy model which comes from the parabolic subgroup of type (4, 2) and
(2,4)= (or type (2,1) and (1,2) in the GL3(D) situation). We will s-
tudy this two models in the next three sections.

Type II: The models of this type only appear on the GLg(F) case,
they don’t have an analogy in the quaternion case. This include all the
pairs (L, Rg) where @) = LUy, is a good proper parabolic subgroup of
GLg(F') which are not of (4,2) or (2,2,2) type. We will study these
models in the last section.

B.2. The trilinear model. Choose ) be the parabolic subgroup of
GLg(F) (resp. GL3(D)) of (2,2,2) type (resp. (1,1,1) type) which
contains the lower minimal parabolic subgroup. Then it is easy to
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see the model (L, Rg) is just the trilinear GLy model. In other word,
L(F) = (GLy(F))?, and Rg(F) = GLy(F) diagonally embedded into
L(F). This model has been studied by Prasad in his thesis [P90].

To make our notation simple, in this section we will temporarily
let G = GLo(F) X GLo(F) x GLo(F) and H = GLy(F) diagonally
embedded into GG. For a given irreducible representation 7 of GG, assume
wy = x? for some character y of F*. y will induce a one-dimensional
representation o of H. Let

(B.1) m(n) = dim Hom g (7, 0).

Similarly, we have the quaternion algebra version with the pair Gp =
GL(D)xGLy(D)xGLy(D) and Hp = GLy(D). We can still define the
multiplicity m(7p). The following theorem has been proved by Prasad
in his thesis [P90] for general generic representation using different
method. This can also be deduced essentially from Waldspurger’s result
on the model (SO(4) x SO(3),S0(3)). By using our method in this
paper, we can prove the supercuspidal case.

Theorem B.2. If 7 is a supercuspidal representation of G, let wp be
the Jacquet-Langlands correspondence of m to Gp. (Since 7 is super-
cuspidal, mp always exist.) Then

m(m) +m(mp) = 1.

Now let (G, H) be either (G, H) or (Gp, Hp) defined as above. Let
T be the subset of subtorus 7" in H defined in Section 5.1. We can also
prove the local relative trace formula for this model, this will be used
in the proof of the spectral side of the local relative trace formula for
the Ginzburg-Rallis model in the forthcoming paper [Wanl6].

Let 0 be a quasi-character on Zg(F)\G(F) with central character
n=x*and T € T. If T = {1}, then we are in the split case.
Since there is a unique regular nilpotent orbit in g(F'), we let cy(t) =
C0,0,0,(t). If T = T, for some v € F*/(F*)*,v # 1, and t € T, is
a regular element, then G, is abelian. Since in this case the germ of
quasi-character is just itself, we define ¢y(t) = 0(1).

Let f € CX(Zg(F)\G(F),n) be a strongly cuspidal function. For
each T' € T, let ¢ be the function ¢y, defined above. Define

L) =S | W(HT) [ o(T) / o, HODT Ot (0)
TeT Za(F\T(F

By a similar argument as Proposition [.2, we know the integral is
absolutely convergent.
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Now for g € G(F), we define the function I,(f, g) to be

1,(f.g) = / £(g™ xg)x(det(x)) da.
Zyg(F)\H(F)

And for each N € N, we can still define the truncated function xy in
a similar way, let

Ina(f) = / 1(f, g (9)dg
H(F)\G(F)

The following theorem is an analogy of Theorem for this model, it
is the geometric side of the local relative trace formula for the trilinear

GLy model.

Theorem B.3. For every strongly cuspidal function f belonging to the
space CX(Zg(F)\G(F),n), we have

i Ty, () = L,(/).

Remark B.4. As in the Ginzburg-Rallis model case, the relative trace
formula above will give us a multiplicity formula for m(w) when m is
supercuspidal. We will skip the details here.

B.3. The generalized trilinear GL, models. In this section, we
consider the generalized trilinear GLs models. These models was first
considered by Prasad in [P92] for general generic representations using
different methods. By using our method in this paper, we can prove
the supercuspidal case.

Case I: Let K/F be a cubic field extension, G(F') = GLy(K), and
H(F) = GLy(F). On the mean time, let Gp(F) = GL1(Dg) and
Hp(F) = GLy(D) where D = D ®p K. For a given irreducible
representation m of G(F'), assume that the restriction of the central
character w, : K* — C* to F'* equals x? for some character y of F'*.
x will induce a one-dimensional representation o of H(F'). Let

(B.2) m(n) = dim Hom g (m, o).

Similarly we can define m(7p) for an irreducible representation 7p of
Gp(F). The following theorem has been proved by Prasad in [P92] for
general generic representation using different method. By using our
method in this paper, we can prove the supercuspidal case.

Theorem B.5. If 7 is a supercuspidal representation of G, let mp be
the Jacquet-Langlands correspondence of m to Gp. (Since 7 is super-
cuspidal, mp always exist.) Then

m(m) +m(mp) = 1.
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We can also prove the relative trace formula for this model and the
multiplicity formulas for m(7) and m(7p). Since the formulas will be
similar to the trilinear GLy model case in previous section, we will skip
the details here.

Case II: Let E = F), be a quadratic extension of F' where v is a non-
trivial square class in F'*. Let G(F) = GLy(E) @ GLo(F), H(F) =
GLy(F), Gp(F) = GLy(FE) x GLy(D) and Hp(F) = GLy(D). As in
the previous cases, we can define the multiplicity m(x) (resp. m(wp))
for the model (G(F), H(F)) (resp. (Gp(F),Hp(F))). By using our
method in this paper, we can still prove that the summation of the
multiplicities over any supercuspidal L-packet is 1. We can also prove
the relative trace formula and the multiplicity formula. However, there
is one difference between this case and all previous cases, this will be
discussed in the following remark.

Remark B.6. In previous cases, in the geometric side of the trace
formula (or the multiplicity formula), we are integrating the germs of
the distribution over all nonsplit tori of H(F'). But in this case, we only
need to integrate over those nonsplit tori which is not isomorphic to T,,.
The reason is that in this case, both G(F') and Gp(F) contain GLy(E).
As a result, for an element in T,(F)NH(F)eq (or Ty(F)NHp(F)reg),
although it is elliptic in H(F') and Hp(F'), it will no longer be elliptic
in G(F) or Gp(F'). Therefore the localization at this element will be
zero. This s why the torus T, will not show up in the multiplicity
formula and the geometric side of the relative trace formula.

B.4. The middle model. Choose ) be the parabolic subgroup of
GL6(F) (resp. GL3(D)) of (4,2) type (resp. (2,1) type) which con-
tains the lower minimal parabolic subgroup. Then the reduced mod-
el (L,Rg) we get is the following (Once again to make our nota-
tion simple, we will use (G, H, U) instead of (L, Hg)): Let G =
GL4(F) x GLy(F) and P = MU be the parabolic subgroup of G(F')
with the Levi part M isomorphic to GLs(F) X GLo(F) x GLo(F) (i.e.
P is the product of the second G Ly(F') and the parabolic subgroup P o
of the first GL4(F')). The unipotent radical U consists of elements of
the form

(B.3) u=u(X):= , X € My(F).

OO =
_— o O

X
1
0

The character & on U is defined to be £(u(X)) = ¢(tr(X)). Let
H = GLy(F) diagonally embeded into M. For a given irreducible
representation 7 of G, assume w, = x? for some character y of F*. y
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will induce a one-dimensional representation o of H. Combining ¢ and
o, we have a one-dimensional representation c ® £ of R := H x U. Let

(B.4) m(7) = dim Hompp) (7,0 ® ).

This model can be thought as the "middle model” between the Ginzburg-
Rallis model and the trilinear model of GL,.

Similarly, for the quaternion algebra case, we can define the multi-
plicity m(mp). The following theorem is an analogy of Theorem for
this model, which can be proved by our method in this paper.

Theorem B.7. If 7 is a supercuspidal representation of G, let wp be
the Jacquet-Langlands correspondence of m to Gp. (Since w is super-
cuspidal, mp always exist.) Then

m(m) +m(np) = 1.

Consider the pair (G, H) that is either (G, H) or (Gp, Hp) as defined
above, and take 7T to be the subset of subtorus 7" in H defined in Section
5.1. We can also prove the local relative trace formula for this model,
this will be used in the proof of the spectral side of the local relative
trace formula for the Ginzburg-Rallis model in the forthcoming paper
[Wan16].

Let @ be a quasi-character on Zg(F)\G(F') with central character
n=x*and T € T. If T = {1}, then we are in the split case.
Since there is a unique regular nilpotent orbit in g(F), we let cy(t) =
C0,0,0,(t). If T = T, for some v € F*/(F*)*,v # 1, and t € T,
is a regular element, G; = GLy(F,) X GL1(F,). Let O = O; x Oy
where Oy is the unique regular nilpotent orbit in gly(F,) and Oy = {0}
is the unique nilpotent orbit in gl;(F,), define cy(t) = cy0(t). Note
that gly(F,) is abelian, the only nilpotent element is zero, the germ
expansion is just evaluation.

Let f € CX(Zg(F)\G(F),n) be a strongly cuspidal function. For
each T' € T, let ¢y be the function ¢y, defined above. We define a
function A on Hy(F') by

A(ZL‘) =| det((l — ad(l‘)_l)w(p)/(]z(p)) |F .
Similarly, define A on b (F') by
A(X) =] det((1 — ad(X) Yoy var) |F -
Let
L(f) = W(H,T) | v(T t) DY (#) A(t)x(det(t))'dt.
)= 3 W) >/ZG(F)\T(F)cf<> (A (W) (det(r)

By a similar argument as Proposition [5.2, we know the integral is
absolutely convergent.



92 CHEN WAN

Now for g € G(F'), we define the function 9f¢ on H(F') to be
1@ = [ 1l mug)é(u)d
U(F)
This is a function belonging to C°(Zy(F)\H(F'),n). Let

1(f.g) = / F(g™ xg)x(det(x)) dz.
Zua(F)\H(F)

And for each N € N, we can still define the truncated function xy in
a similar way. Let

Ina(f) = / 1(f, 9 e (9)dg.
U(F)H(F)\G(F)

The following theorem is an analogy of Theorem [5.5] for this model, it
is the geometric side of the local relative trace formula for the middle
model.

Theorem B.8. For every strongly cuspidal function f belonging to the
space C2(Za(F)\G(F),n), we have

(B.5) T Ty, (f) = 1,(f).

Remark B.9. As in the Ginzburg-Rallis model case, the relative trace
formula above will give us a multiplicity formula for m(m) when m is
supercuspidal. We will skip the details here.

Remark B.10. If Q is of type (2,4), the reduced model will still be the
middle model as in the (4,2) case. The same results in this section will
still hold.

B.5. The type II models. Now we focus on the case G = GLg(F).
Let @@ = LUg be a good parabolic subgroup of G which is not of type
(2,2,2), (4,2) or (2,4). Then we get the reduced model (L, Rg), and
the character og X §g on R is just the restriction of the character
o x £. For an irreducible admissible representation 7 of L(F'), we can
still define the Hom space and the multiplicity m(m). Since there are
too many parabolic subgroup of this type, we will not write down al-
|l such models. Instead, we will only write down the reduced model
for maximal parabolic subgroups (i.e. type (5,1), type (3,3) and type
(1,5)). All other models can be viewed as the reduced model of the
maximal ones. The most important feature of such models is
that in this cases, all semisimple elements in Ry are split. As
a result, when we study the localization of the local relative
trace formula for such models, it will always be zero unless
we are localizing at the center. Therefore for such models,
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the geometric side of the local relative trace formula and the
geometric multiplicity formula only contain the germ at 1. We
first write down the group Rg when () is a maximal parabolic subgroup.

Type (5,1): Let Q = LUg be the parabolic subgroup of GLg(F')
of type (5,1) which contains the lower Borel subgroup. Then L =
GL5(F) x GLy(F) and Rg = HoUg C L is of the following form:

Ho = {hola,b,z) = diag(@ 2) , (Z 2) (@))% (b) |a,be F*, x € F}

and

L X Y
Ug={ug(X,Y,Ys) = | 0 L Ys|x(1)]X € Mayo(F), Y1,Ys € Miyo(F)}.
0O 0 1

Yi2

Let Y; = (y“) for i = 1,2. Then the restriction of 0 ® £ to Ry is

og X fQ : hQ(a7 b’ :L‘)UQ(X, YL Y2) — X(ab)l/)(tl"(X) + y21)'

Type (3,3): Let Q@ = LUg be the parabolic subgroup of GLg(F')
of type (3,3) which contains the lower Borel subgroup. Then L =
GL3(F) x GL3(F) and Rg = HoUg C L is of the following form:

a 0 0 b 0 0
Ho={hg(a,b,x)=12 b 0| x [0 a 0] la,be F*, z€F}
0 0 a 0 =z b
and
1 0 Iy w
Ug =A{ug(z1,22,y1,92) = [0 1 2o | x|[0 1 0| |z1,22, 51,92 € F}.
0 0 1 0 ¢ 1

Then the restriction of o ® § to Ry is
oq % &g hgla, b, x)ug (1, T2, y1,y2) = x(ab)Y (21 + y2).

Type (1,5): This is similar to the type (5,1) case above, we will
skip it here.

By the description above, it is easy to see that all semisimple elements
in Rg are split. Now we are ready to state the multiplicity formula
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and the trace formula. Let f € CX®(ZL(F)\L(F),nz) be a strongly
cuspidal function where 7y, is a character on Zp(F') whose restriction
on Zg(F) equals to n = x2. For g € L(F), we define the function 9 ¢
on Hp(F) to be

i@ = [ S ol
Uq(F)
This is a function belonging to C°(Zy(F)\Ho(F),n). Let

L(f.9)= / f(g tzg)x(det(x)) tdx.
Zu(F)\Hq(F)

And for each N € N, we can still define the truncated function xy in
a similar way. Let

Ina(f) = / 1(f, 9 e (9)dg.
U(F)H(F)\G(F)

Now we are able to state the geometric multiplicity formula and the
local relative trace formula for these models, which are analogies of

Theorem [[.3] and Theorem 5.5

Theorem B.11. (1) If 7 is supercuspidal representation of L, we
have

m(ﬂ-) = Caﬂ,oreg<1) = 1
(2) For all strongly cuspidal function f € C(Z(F)\L(F),nL), we
have
llm ]N,U(f) = c@f,oreg<]‘)'

N—oo
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