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Abstract Recently, J.-S. Chen and P. Tseng extended two merit functions for the non-

linear complementarity problem (NCP) and the semidefinite complementarity problem

(SDCP) to the second-order cone commplementarity problem (SOCCP) and showed sev-

eral favorable properties. In this paper, we extend a merit function for the NCP studied

by Yamada, Yamashita, and Fukushima to the SOCCP and show that the SOCCP is

equivalent to an unconstrained smooth minimization via this new merit function. Fur-

thermore, we study conditions under which the new merit function provides a global

error bound which plays an important role in analyzing the convergence rate of iterative

methods for solving the SOCCP; and conditions under which the new merit function has

bounded level sets which ensures that the sequence generated by a descent method has

at least one accumulation point.

Key words. Second-order cone, complementarity, merit function, error bound, bounded

level sets

1 Introduction

In this paper, we consider the natural extension of nonlinear complementarity problem

(NCP), the second-order cone complementarity problem (SOCCP), that is, finding ζ ∈
IRn satisfying

〈F (ζ), ζ〉 = 0, F (ζ) ∈ K, ζ ∈ K, (1)

1E-mail: jschen@math.ntnu.edu.tw, TEL: 886-2-29325417, FAX: 886-2-29332342.
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where 〈·, ·〉 is the Euclidean inner product, F : IRn → IRn is a smooth (i.e., continuously

differentiable) mapping, and K is the Cartesian product of second-order cones (SOC),

also called Lorentz cones [9]. In other words,

K = Kn1 × · · · × Knm , (2)

where m,n1, . . . , nm ≥ 1, n1 + · · ·+ nm = n, and

Kni := {(x1, x2) ∈ IR× IRni−1 | ‖x2‖ ≤ x1}, (3)

with ‖ · ‖ denoting the Euclidean norm and K1 denoting the set of nonnegative reals

IR+. A special case of (2) is K = IRn
+, the nonnegative orthant in IRn, which corresponds

to m = n and n1 = · · · = nm = 1. If K = IRn
+, then (1) reduces to the nonlinear

complementarity problem (NCP). The NCP plays a fundamental role in optimization

theory and has many applications in engineering and economics; see, e.g., [7, 10, 11, 12].

Throughout this paper, we assume K = Kn for simplicity, i.e., K is a single second-order

cone (all the analysis can be easily carried over to the general case where K has the direct

product structure (2) ).

There have been proposed various methods for solving SOCCP. They include interior-

point methods [1, 20, 21, 22, 25], and (non-interior) smoothing Newton methods [6, 16,

17]. In the recent paper [3], an alternative approach based on reformulating SOCCP as

an unconstrained smooth minimization problem was studied. In particular, they were

finding a smooth function ψ : IRn × IRn → IR+ such that

ψ(x, y) = 0 ⇐⇒ x ∈ Kn, y ∈ Kn, 〈x, y〉 = 0. (4)

We call such a ψ a merit function. Then, the SOCCP can be expressed as an uncon-

strained smooth (global) minimization problem:

min
ζ∈IRn

ψ(F (ζ), ζ). (5)

Various gradient methods such as conjugate gradient methods and quasi-Newton methods

[2, 15] can be applied to slove (5). There have some advantages for this approach as

explained in [3]. For this approach to be effective, the choice of ψ is crucial. In the case

of NCP, corresponding to (1) when K = IRn
+, a popular choice is

ψ(x, y) =
1

2

n∑

i=1

φ(xi, yi)
2

for all x = (x1, ..., xn)T ∈ IRn, where φ is the well-known Fischer-Burmeister (FB) NCP-

function [13, 14] defined by

φ(xi, yi) =
√

x2
i + y2

i − xi − yi.
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It has been shown that ψ is smooth (even though φ is not differentiable) and satisfies

(4), see [8, 18, 19]. In the case of SOCCP, for any x = (x1, x2), y = (y1, y2) ∈ IR× IRn−1,

we define their Jordan product [3, 9] associated with Kn as

x ◦ y := (〈x, y〉, y1x2 + x1y2). (6)

The identity element under this product is e := (1, 0, . . . , 0)T ∈ IRn. We write x2 to

mean x ◦ x and write x + y to mean the usual componentwise addition of vectors. It is

known that x2 ∈ Kn for all x ∈ IRn. Moreover, for x ∈ Kn, there exists a unique vector

in Kn, denoted by x1/2, such that (x1/2)2 = x1/2 ◦x1/2 = x. Thus, the Fischer-Burmeister

function associated with second-order cone (SOC),

φ
FB

(x, y) := (x2 + y2)1/2 − x− y, (7)

is well-defined for all (x, y) ∈ IRn × IRn and maps IRn × IRn to IRn. It was shown in [16]

that φ
FB

(x, y) = 0 if and only if x ∈ Kn, y ∈ Kn, 〈x, y〉 = 0. Hence, ψ
FB

: IRn×IRn → IR+

given by

ψ
FB

(x, y) :=
1

2
‖φ

FB
(x, y)‖2, (8)

is a merit function for SOCCP. It was also shown in the paper [3] that, like the NCP

case, ψ
FB

is smooth and, when ∇F is positive semi-definite, every stationary point of (5)

solves SOCCP. For SDCP, which is a natural extension of NCP where IRn
+ is replaced by

the cone of positive semi-definite matrices Sn
+ and the partial order ≤ is also changed by

¹Sn
+

(a partial order associated with Sn
+ where A ¹Sn

+
B means B−A ∈ Sn

+ ) accordingly,

the above features hold for the following analog of the SDCP merit function studied by

Yamashita and Fukushima [27]:

ψ
YF

(x, y) := ψ1(〈x, y〉) + ψ
FB

(x, y), (9)

where ψ1 : IR → IR+ is any smooth function satisfying

ψ1(t) = 0 ∀t ≤ 0 and ψ′1(t) > 0 ∀t > 0. (10)

In [27], ψ1(t) = 1
4
(max{0, t})4 was considered. In fact, the function ψ

YF
, which was

recently studied in [3], is also a SOCCP version merit function that enjoys favorable

properties as what ψ
FB

has and possesses additional properties including bounded level

sets and error bound.

In this paper, we make a slight modification of ψ
YF

, for which ψ1 is replaced by the

mapping ψ0 : IRn × IRn → IR+ that is given by

ψ0(x, y) :=
1

2
‖(x ◦ y)+‖2, (11)

where (·)+ denotes the orthogonal projection onto Kn. If we observe closely, we may see

there is some relation between ψ0 and ψ1 : both are smooth functions. Moreover, if we
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let ψ̂1 : IRn× IRn → IR be ψ̂1(x, y) := ψ1(x, y), then the graphs of ψ0 and ψ̂1 share similar

features. In other words, our new merit function ψnew : IRn × IRn → IR+ is defined as

ψnew(x, y) := α ψ0(x, y) + ψ
FB

(x, y), (12)

where α > 0. When α = 0, ψnew reduces to ψ
FB

which is the squared norm of Fischer-

Burmeister function (8) studied in [3]. Thus, this new merit function can be viewed as

the extension of the squared norm of Fischer-Burmeister function. We will show that

the SOCCP is equivalent to the following global minimization via the new merit function

ψnew :

min
ζ∈IRn

f(ζ) where f(ζ) := ψnew(F (ζ), ζ). (13)

Indeed, this new merit function ψnew was studied by K. Yamada, N. Yamashita, and M.

Fukushima in [26] for the NCP case. We are motivated by their work and wish to explore

its extension to the SOCCP. Analogous to the additional properties that ψ
YF

(given as

(9)-(10)) possesses and as will be seen in Sec. 4, if F is strongly monotone [7] then f

provides a global error bound which plays an important role in analyzing the conver-

gence rate of some iterative methods for solving the SOOCP; and if F is monotone and

a strictly feasible solution exists then f has bounded level sets which will ensure that

the sequence generated by a descent algorithm has at least one accumulation point. All

these properties will make it possible to construct a descent algorithm for solving the

equivalent unconstrained reformulation of the SOCCP. In contrast, the merit function

induced by ψ
FB

lacks these properties. In addition, we will show that ψnew is continuously

differentiable and its gradient has a computable formula. All the aforementioned features

are significant reasons for choosing and studying this new merit function ψnew .

It is known that SOCCP can be reduced to an SDCP by observing that, for any

x = (x1, x2) ∈ IR× IRn−1, we have x ∈ Kn if and only if

Lx :=

[
x1 xT

2

x2 x1I

]

is positive semi-definite (also see [16, p. 437] and [23]). However, this reduction increases

the problem dimension from n to n(n + 1)/2 and it is not known whether this increase

can be mitigated by exploiting the special “arrow” structure of Lx.

Throughout this paper, IRn denotes the space of n-dimensional real column vectors.

For any differentiable function f : IRn → IR,∇f(x) denotes the gradient of f at x. For any

differentiable mapping F = (F1, ..., Fm)T : IRn → IRm, ∇F (x) = [∇F1(x) · · · ∇Fm(x)]

is a n by m matrix which denotes the transpose Jacobian of F at x. Also, we let

C∗ := {y | 〈x, y〉 ≥ 0 ∀x ∈ C} be the dual cone of C which is any closed convex cone.
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2 Preliminaries

In this section, we review some definitions and preliminary results developed by the

author and his co-author in [3, 4] that will be used in the subsequent analysis. First,

we recall from [16] that each x = (x1, x2) ∈ IR × IRn−1 admits a spectral factorization,

associated with Kn, of the form

x = λ1u
(1) + λ2u

(2),

where λ1, λ2 and u(1), u(2) are the spectral values and the associated spectral vectors of

x given by
λi = x1 + (−1)i‖x2‖,

u(i) =





1
2

(
1, (−1)i x2

‖x2‖
)

if x2 6= 0;

1
2

(
1, (−1)iw2

)
if x2 = 0,

for i = 1, 2, with w2 being any vector in IRn−1 satisfying ‖w2‖ = 1. If x2 6= 0, the

factorization is unique. The above spectral factorization of x, as well as x2 and x1/2

and the matrix Lx, have various interesting properties; see [16]. For instances, for any

x = (x1, x2) ∈ IR × IRn−1, with spectral values λ1, λ2 and spectral vectors u(1), u(2), the

following results hold : (1) x2 = λ2
1u

(1) + λ2
2u

(2) ∈ Kn. (2) If x ∈ Kn, then 0 ≤ λ1 ≤ λ2

and x1/2 =
√

λ1 u(1) +
√

λ2 u(2). (3) If x ∈ int(Kn), then 0 < λ1 ≤ λ2, and Lx is invertible

with

L−1
x =

1

x2
1 − ‖x2‖2




x1 −xT
2

−x2
x2

1 − ‖x2‖2

x1

I +
1

x1

x2x
T
2


 .

In general, we have x ◦ y = Lxy for all y ∈ IRn, and Lx Â 0 if and only if x ∈ int(Kn).

We now recall definitions of monotonicity of a mapping which is needed for the as-

sumptions of our main results later. We say that F is monotone if

〈F (ζ)− F (ξ), ζ − ξ〉 ≥ 0 ∀ζ, ξ ∈ IRn.

Similarly, F is strongly monotone if there exists ρ > 0 such that

〈F (ζ)− F (ξ), ζ − ξ〉 ≥ ρ‖ζ − ξ‖2 ∀ζ, ξ ∈ IRn.

It is well known that, when F is continuously differentiable, F is monotone if and only if

∇F (ζ) is positive semi-definite for all ζ ∈ IRn while F is strongly monotone if and only

is ∇F (ζ) is positive definite for all ζ ∈ IRn. For more details about monotonicity, please

refer to [7].

The next useful lemma, describing special properties of x, y with x2 + y2 6∈ int(Kn),

was used to prove Lemma 2.2 and will be also used to prove Prop. 3.1.
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Lemma 2.1 For any x = (x1, x2), y = (y1, y2) ∈ IR × IRn−1 with x2 + y2 6∈ int(Kn), we

have
x2

1 = ‖x2‖2,

y2
1 = ‖y2‖2,

x1y1 = xT
2 y2,

x1y2 = y1x2.

Proof. See [3, Lemma 3.2]. 2

Lemma 2.2 Let φ
FB

and ψ
FB

be defined as in (7) and (8), respectively. Then the fol-

lowing holds.

(a) ψ
FB

(x, y) = 0 ⇐⇒ x ∈ Kn, y ∈ Kn, x ◦ y = 0 ⇐⇒ x ∈ Kn, y ∈ Kn, 〈x, y〉 = 0.

(b) ψ
FB

is continuously differentiable at every (x, y) ∈ IRn×IRn. Moreover, ∇xψFB
(0, 0) =

∇yψFB
(0, 0) = 0. If (x, y) 6= (0, 0) and x2 + y2 ∈ int(Kn), then

∇xψFB
(x, y) =

(
LxL

−1
(x2+y2)1/2 − I

)
φ

FB
(x, y),

∇yψFB
(x, y) =

(
LyL

−1
(x2+y2)1/2 − I

)
φ

FB
(x, y).

(14)

If (x, y) 6= (0, 0) and x2 + y2 6∈ int(Kn), then x2
1 + y2

1 6= 0 and

∇xψFB
(x, y) =


 x1√

x2
1 + y2

1

− 1


 φ

FB
(x, y),

∇yψFB
(x, y) =


 y1√

x2
1 + y2

1

− 1


 φ

FB
(x, y). (15)

Proof. These results come from Prop. 3.1, Prop. 3.2, and Lemma 3.1 of [3]. 2

In what follows, for each x ∈ IRn, (x)+ denotes the nearest-point (in the Euclidean

norm) projection of x onto Kn. The following lemmas are crucial to our properties of

error bound and bounded level sets in Sec. 4. They are results in [3] by the author and

his co-author, the reader can find the proofs therein.

Lemma 2.3 Let C be any closed convex cone in IRn. For each x ∈ IRn, let x+
C and

x−C denote the nearest-point (in the Euclidean norm) projection of x onto C and −C∗,
respectively. The following results hold.

(a) For any x ∈ IRn, we have x = x+
C + x−C and ‖x‖2 = ‖x+

C ‖2 + ‖x−C ‖2.
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(b) For any x ∈ IRn and y ∈ C, we have 〈x, y〉 ≤ 〈x+
C , y〉.

Lemma 2.4 Let φ
FB

, ψ
FB

be given by (7) and (8), respectively. For any (x, y) ∈ IRn ×
IRn, we have

4ψ
FB

(x, y) ≥ 2
∥∥∥∥φFB

(x, y)+

∥∥∥∥
2

≥
∥∥∥∥(−x)+

∥∥∥∥
2

+
∥∥∥∥(−y)+

∥∥∥∥
2

.

Lemma 2.5 Let φ
FB

, ψ
FB

be given by (7) and (8), respectively. For any {(xk, yk)}∞k=1 ⊆
IRn × IRn, let λk

1 ≤ λk
2 and µk

1 ≤ µk
2 denote the spectral values of xk and yk, respectively.

Then the following results hold.

(a) If λk
1 → −∞ or µk

1 → −∞, then ψ(xk, yk) →∞.

(b) Suppose that {λk
1} and {µk

1} are bounded below. If λk
2 → ∞ or µk

2 → ∞, then

〈x, xk〉+ 〈y, yk〉 → ∞ for any x, y ∈ int(Kn).

3 A new merit function and its properties

In this section, we study the new merit function ψnew given as (11)-(12), i.e.,

ψnew(x, y) := α ψ0(x, y) + ψ
FB

(x, y),

where α > 0 and

ψ0(x, y) :=
1

2
‖(x ◦ y)+‖2, ψ

FB
(x, y) :=

1

2
‖(x2 + y2)1/2 − x− y‖2.

As we will see, ψnew has several favorable properties which are parallel to what the

function ψ
FB

has. One important property that we will prove is that the SOCCP is

indeed equivalent to the reformulation (13) :

min
ζ∈IRn

f(ζ) where f(ζ) := ψnew(F (ζ), ζ).

Other properties which will be shown are that the function f is smooth (Prop. 3.2) and

has bounded level sets (Prop. 4.2) as well as providing an error bound (Prop. 4.1).

Lemma 3.1 Let ψ0 : IRn × IRn → IR+ be given by (11). Then ψ0 is continuously

differentiable and
∇xψ0(x, y) = Ly · (x ◦ y)+,

∇yψ0(x, y) = Lx · (x ◦ y)+.
(16)
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Proof. For any z ∈ IRn, we can factor z as z = λ1u
(1) + λ2u

(2). Then let g : IRn → IRn

be defined as

g(z) :=
1

2
((z)+)2 = ĝ(λ1)u

(1) + ĝ(λ2)u
(2),

where ĝ : IR → IR is given by ĝ(λ) := 1
2
(max(0, λ))2. From the continuous differentiability

of ĝ and Prop. 5.2 of [5], the vector-valued function g is also continuously differentiable.

Hence, the first component g1(z) := 1
2
‖(z)+‖2 of g(z) is continuously differentiable as

well. By an easy computation, we have ∇g1(z) = (z)+. Now, let

z(x, y) := x ◦ y = (〈x, y〉 , x1y2 + y1x2),

then we have ψ0(x, y) = g1(z(x, y)). Applying the chain rule, we obtain

∇xψ0 = ∇xz · ∇g1(z) = Ly · (x ◦ y)+,

∇yψ0 = ∇yz · ∇g1(z) = Lx · (x ◦ y)+,

where

∇xz(x, y) =

[
y1 yT

2

y2 y1I

]
= Ly and ∇yz(x, y) =

[
x1 xT

2

x2 x1I

]
= Lx.

Thus, the proof is completed. 2

Proposition 3.1 Let ψnew : IRn × IRn → IR+ be defined as in (11)-(12). Then the

following results hold.

(a) ψnew(x, y) ≥ 0 for all (x, y) ∈ IRn × IRn.

(b) ψnew(x, y) = 0 ⇐⇒ x ∈ Kn, y ∈ Kn, x ◦ y = 0 ⇐⇒ x ∈ Kn, y ∈ Kn, 〈x, y〉 = 0.

(c) ψnew is continuously differentiable at every (x, y) ∈ IRn×IRn. Moreover, ∇xψnew(0, 0) =

∇yψnew(0, 0) = 0. If (x, y) 6= (0, 0) and x2 + y2 ∈ int(Kn), then

∇xψnew(x, y) = α Ly · (x ◦ y)+ +
(
LxL

−1
(x2+y2)1/2 − I

)
φ

FB
(x, y),

∇yψnew(x, y) = α Lx · (x ◦ y)+ +
(
LyL

−1
(x2+y2)1/2 − I

)
φ

FB
(x, y).

(17)

If (x, y) 6= (0, 0) and x2 + y2 6∈ int(Kn), then x2
1 + y2

1 6= 0 and

∇xψnew(x, y) = 2α |x1| · (y)2
+ +


 x1√

x2
1 + y2

1

− 1


 φ

FB
(x, y),

∇yψnew(x, y) = 2α |y1| · (x)2
+ +


 y1√

x2
1 + y2

1

− 1


 φ

FB
(x, y). (18)
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Proof. (a) It is clear by definition.

(b) We only need to prove the first equivalence since the second one is a known result in

[16]. Suppose ψnew(x, y) = 0, it yields ψ
FB

(x, y) = 0. Thus, the desirable result follows

by Lemma 2.2(a). On the other hand, x ∈ Kn, y ∈ Kn, x ◦ y = 0 imply ψ
FB

(x, y) = 0;

and ψ0(x, y) = 0 from x ◦ y = 0. Therefore, ψnew(x, y) = 0.

(c) If (x, y) = (0, 0), it is easy to know ∇xψ0(0, 0) = ∇yψ0(0, 0) = 0 by Lemma 3.1.

Hence ∇xψnew(0, 0) = ∇yψnew(0, 0) = 0. If (x, y) 6= (0, 0) and x2 + y2 ∈ int(Kn), then the

results follow by Lemma 2.2(b) and Lemma 3.1. If (x, y) 6= (0, 0) and x2 + y2 6∈ int(Kn),

then by applying Lemma 2.1, we have

x ◦ y = (〈x, y〉 , x1y2 + y1x2)

= (x1y1 + xT
2 y2 , x1y2 + y1x2)

= (2x1y1 , 2x1y2)

= 2x1y.

Therefore,

Ly · (x ◦ y)+ = Ly · (2x1y)+ = 2|x1| Ly · (y)+ = 2|x1| · (y ◦ (y)+) = 2|x1| · (y)2
+,

where the last equality is due to

y ◦ y+ = [(y)+ + (y)−] ◦ (y)+ = (y)2
+ + (y)− ◦ (y)+ = (y)2

+.

Similarly, we have Lx · (x ◦ y)+ = 2|y1| · (x)2
+. This together with Lemma 2.2 lead to the

desired results. 2

Proposition 3.2 Let f be defined as (11)-(13). Then f is smooth with f(ζ) ≥ 0 for all

ζ ∈ IRn and f(ζ) = 0 if and only if ζ solves the SOCCP. Moreover, suppose that the

SOCCP has at least one solution. Then, ζ is a global minimization of f if and only if ζ

solves the SOCCP.

Proof. The results follow by Prop. 3.1 and definition of f . 2

4 Error bound and bounded level sets

The error bound is an important concept that indicates how close an arbitrary point is

to the solution set of SOCCP. Thus, an error bound may be used to provide stopping

criterion for an iterative method. As below, we establish a proposition about the error

bound of f given as (11)-(13). We need the next technical lemma to prove the error

bound property.
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Lemma 4.1 Let x = (x1, x2) ∈ IR× IRn−1 and y = (y1, y2) ∈ IR× IRn−1. Then, we have

〈x, y〉 ≤
√

2 ‖(x ◦ y)+‖. (19)

Proof. First, we observe the fact that

x ∈ Kn ⇐⇒ (x)+ = x,

x ∈ −Kn ⇐⇒ (x)+ = 0,

x 6∈ Kn ∪ −Kn ⇐⇒ (x)+ = λ2u
(2),

where λ2 is the bigger spectral value of x with the corresponding spectral vector u(2)

defined as in Sec. 2. Hence, we have three cases.

Case(1): If x ◦ y ∈ Kn, then (x ◦ y)+ = x ◦ y. By definition of Jordan product of x and

y as (6), i.e., x ◦ y = (〈x, y〉 , x1y2 + y1x2). It is clear that ‖(x ◦ y)+‖ ≥ 〈x, y〉 and hence

(19) holds.

Case(2): If x ◦ y ∈ −Kn, then (x ◦ y)+ = 0. Since x ◦ y ∈ −Kn, by definition of Jordan

product again, we have 〈x, y〉 ≤ 0. Hence, it is true that
√

2‖(x ◦ y)+‖ ≥ 〈x, y〉.
Case(3): If x ◦ y 6∈ Kn ∪ −Kn, then (x ◦ y)+ = λ2u

(2) where

λ2 = 〈x, y〉+ ‖x1y2 + y1x2‖,
u(2) =

1

2

(
1 ,

x1y2 + y1x2

‖x1y2 + y1x2‖
)
.

If 〈x, y〉 ≤ 0, then (19) is trivial. Thus, we can assume 〈x, y〉 > 0. In fact, the desired

inequality (19) follows from the below.

‖(x ◦ y)+‖2 =
1

2
λ2

2

=
1

2

(
〈x, y〉2 + 2〈x, y〉 · ‖x1y2 + y1x2‖+ ‖x1y2 + y1x2‖2

)

≥ 1

2
〈x, y〉2,

where the first equality is by ‖u(2)‖ = 1/
√

2. 2

Proposition 4.1 Suppose that F is strongly monotone mapping from IRn to IRn. Also,

suppose that SOCCP has a solution ζ∗. Then there exists a scalar τ > 0 such that

τ‖ζ − ζ∗‖2 ≤ ‖(F (ζ) ◦ ζ)+‖+ ‖(−F (ζ))+‖+ ‖(−ζ)+‖ ∀ζ ∈ IRn. (20)

Moreover,

τ‖ζ − ζ∗‖2 ≤
√

2
(

1

α
+ 2

)
f(ζ)1/2 ∀ζ ∈ IRn, (21)

where α > 0, and f is given by (11)-(13) .
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Proof. Since F is strongly monotone, there exists a scalar ρ > 0 such that, for any

ζ ∈ IRn,

ρ‖ζ − ζ∗‖2

≤ 〈F (ζ)− F (ζ∗), ζ − ζ∗〉
= 〈F (ζ), ζ〉+ 〈−F (ζ), ζ∗〉+ 〈F (ζ∗),−ζ〉
≤ 〈F (ζ), ζ〉+ 〈(−F (ζ))+, ζ∗〉+ 〈F (ζ∗), (−ζ)+〉
≤ 〈F (ζ), ζ〉+ ‖(−F (ζ))+‖ ‖ζ∗‖+ ‖F (ζ∗)‖ ‖(−ζ)+‖
≤

√
2‖(F (ζ) ◦ ζ)+‖+ ‖(−F (ζ))+‖ ‖ζ∗‖+ ‖F (ζ∗)‖ ‖(−ζ)+‖

≤ max{
√

2, ‖F (ζ∗)‖, ‖ζ∗‖}
(
‖(F (ζ) ◦ ζ)+‖+ ‖(−F (ζ))+‖+ ‖(−ζ)+‖

)
,

where the second inequality uses Lemma 2.3(b) while the fourth inequality is from (19).

Then, setting τ :=
ρ

max{√2, ‖F (ζ∗)‖, ‖ζ∗‖} yields (20).

Moreover, we have

‖(F (ζ) ◦ ζ)+‖ =
√

2 ψ0(F (ζ), ζ)1/2 ≤
√

2

α
f(ζ)1/2,

and

‖(−F (ζ))+‖+ ‖(−ζ)+‖ ≤
√

2
(
‖(−F (ζ))+‖2 + ‖(−ζ)+‖2

)1/2

≤ 2
√

2 ψ
FB

(F (ζ), ζ)1/2

≤ 2
√

2 f(ζ)1/2,

where the second inequality is true by Lemma 2.4. Thus,

‖(F (ζ) ◦ ζ)+‖+ ‖(−F (ζ))+‖+ ‖(−ζ)+‖ ≤
√

2
(

1

α
+ 2

)
f(ζ)1/2.

This together with (20) yield (21). 2

The boundedness of level sets of a merit function is also important since it ensures

that the sequence generated by a descent method has at least one accumulation. The

following proposition gives conditions under which f has bounded level sets.

Proposition 4.2 Suppose that F is a monotone mapping from IRn to IRn and that

SOCCP is strictly feasible, i.e., there exists ζ̂ ∈ IRn such that F (ζ̂), ζ̂ ∈ int(Kn). Then

the level set

L(γ) := {ζ ∈ IRn | f(ζ) ≤ γ}
is bounded for all γ ≥ 0, where f is given by (11)-(13) with α > 0.
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Proof. We will prove this result by contradiction. Suppose there exists an unbounded

sequence {ζk} ⊂ L(γ) for some γ ≥ 0. It can be seen that the sequence of the smaller

spectral values of {ζk} and {F (ζk)} are bounded below. In fact, if not, it follows form

Lemma 2.5(a) that f(ζk) →∞, which contradicts {ζk} ⊂ L(γ). Therefore, the unbound-

edness of {ζk} leads to that the sequence of the bigger spectral values of {ζk} tends to

infinity. Now, let ζ̂ be a strictly feasibile solution of the SOCCP. Since F is monotone,

we have

〈F (ζk)− F (ζ̂) , ζk − ζ̂〉 ≥ 0,

which yields

〈F (ζk), ζ̂〉+ 〈F (ζ̂), ζk〉 ≤ 〈F (ζk), ζk〉+ 〈F (ζ̂), ζ̂〉. (22)

Then, by Lemma 2.5(b) and F (ζ̂), ζ̂ ∈ int(Kn), we obtain 〈F (ζk), ζ̂〉 + 〈F (ζ̂), ζk〉 → ∞,

which together with (22) lead to 〈F (ζk), ζk〉 → ∞. Thus, by Lemma 4.1 and (12)-(13),

we have

‖(F (ζk) ◦ ζk)+‖ → ∞ =⇒ ψnew(F (ζk), ζk) →∞ =⇒ f(ζk) →∞.

But, this contradicts {ζk} ⊂ L(γ). Therefore, we complete the proof. 2

5 Concluding Remarks

In this paper, we have proposed a new merit function for the SOCCP. We also have

shown that the function enjoys some favorable properties. In particular, it provides

a global error bound under strong monotonicity of F only, and it has bounded level

sets when F is monotone and the SOCCP is strictly feasible. With these properties,

it is possible to construct a descent algorithm, as done in [4, 26, 27], for solving the

unconstrained minimization reformulation (13) of the SOCCP and investigate its global

convergence. We leave it as one of the future topics. In fact, there have already had

systematic study on merit functions for NCP and SDCP cases, however, not much for

the SOCCP case. Therefore, it would be worth of considering other merit functions for

SOCCP and build a systematic study accordingly. On the other hand, recently there

have definitions of P -properties for the nonlinear transformations on Euclidean Jordan

algebras (see [24] for details). In particular, they proved the following implications.

strongly monotone =⇒ uniform Jordan P -property =⇒ uniform P -property =⇒
P -property

Therefore, another interesting future topic is to see whether the assumptions used in

Prop. 4.1 and Prop. 4.2 can be weaken to P -properties.

Acknowledgement. The author thanks for the referees for their careful reading of the

paper and helpful suggestions.
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