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Abstract

In the first part [9] of this article series, Bourgade, Yau and the author of this paper proved a local
version of the circular law up to the finest scale N

−1/2+ε for non-Hermitian random matrices at any point
z ∈ C with ||z| − 1| > c for any constant c > 0 independent of the size of the matrix. In the second part
[10], they extended this result to include the edge case |z| − 1 = o(1), under the main assumption that
the third moments of the matrix elements vanish. (Without the vanishing third moment assumption,
they proved that the circular law is valid near the spectral edge |z| − 1 = o(1) up to scale N

−1/4+ε.) In
this paper, we will remove this assumption, i.e. we prove a local version of the circular law up to the
finest scale N

−1/2+ε for non-Hermitian random matrices at any point z ∈ C.

AMS Subject Classification (2010): 15B52, 82B44

Keywords: local circular law, universality.

∗Partially supported by NSF grant DMS-1001655 and DMS- 1207961

1

http://arxiv.org/abs/1212.6599v2


1 Introduction and Main result

The circular law in random matrix theory describes the macroscopic limiting spectral measure of normalized
non-Hermitian matrices with independent entries. Its origin goes beck to the work of Ginibre [18], who found
the joint density of the eigenvalues of such Gaussian matrices. More precisely, for an N × N matrix with
independent entries 1√

N
zij such that zij is identically distributed according to the measure µg = 1

π e
−|z|2dA(z)

(dA denotes the Lebesgue measure on C), its eigenvalues µ1, . . . , µN have a probability density proportional
to ∏

i<j

|µi − µj |2e−N
∑

k
|µk|2 (1.1)

with respect to the Lebesgue measure on CN . These random spectral measures define a determinantal point
process with the explicit kernel (see [18])

KN(z1, z2) =
N

π
e−

N
2 (|z1|2+|z2|2)

N−1∑

ℓ=0

(Nz1z2)
ℓ

ℓ!
(1.2)

with respect to the Lebesgue measure on C. This integrability property allowed Ginibre to derive the circular

law for the eigenvalues, i.e., 1
N ρ

(N)
1 converges to the uniform measure on the unit circle,

1

π
1|z|<1dA(z). (1.3)

This limiting law also holds for real Gaussian entries [14], for which a more detailed analysis was performed
in [8, 17, 28].

For non-Gaussian entries, Girko [19] argued that the macroscopic limiting spectrum is still given by
(1.3). His main insight is commonly known as the Hermitization technique, which converts the convergence
of complex empirical measures into the convergence of logarithmic transforms of a family of Hermitian
matrices. If we denote the original non-Hermitian matrix by X and the eigenvalues of X by µj , then for any
C2 function F we have the identity

1

N

N∑

j=1

F (µj) =
1

4πN

∫
∆F (z)Tr log(X∗ − z∗)(X − z)dA(z). (1.4)

Due to the logarithmic singularity at 0, it is clear that the small eigenvalues of the Hermitian matrix
(X∗−z∗)(X−z) play a special role. A key question is to estimate the small eigenvalues of (X∗−z∗)(X−z),
or in other words, the small singular values of (X−z). This problem was not treated in [19], but the gap was
remedied in a series of papers. First Bai [3] was able to treat the logarithmic singularity assuming bounded
density and bounded high moments for the entries of the matrix (see also [4]). Lower bounds on the smallest
singular values were given in Rudelson, Vershynin [26, 27], and subsequently Tao, Vu [30], Pan, Zhou [23]
and Götze, Tikhomirov [20] weakened the moments and smoothness assumptions for the circular law, till
the optimal L2 assumption, under which the circular law was proved in [31]. On the other hand, Wood [33]
showed that the circular law also holds for sparse random n by n matrices where each entry is nonzero with
probability nα−1 where 0 < α 6 1.

In the first part of this article [9], Bourgade, Yau and the author of this paper proved a local version of
the circular law, up to the optimal scale N−1/2+ε, in the bulk of the spectrum. In the second part [10], they
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extended this result to include the edge case, under the assumption that the third moments of the matrix
elements vanish. (Without the vanishing third moment assumption, they also proved that the circular law
is valid near the spectral edge |z| − 1 = o(1) up to scale N−1/4+ε.) This vanishing third moment condition
is also the main assumption in Tao and Vu’s work on local circular law [32]. In the current paper, we will
remove this assumption, i.e. we prove a local version of the circular law up to the finest scale N−1/2+ε for
non-Hermitian random matrices at any point z ∈ C.

More precisely, we considered an N ×N matrix X with independent real1 centered entries with variance
N−1. Let µj , j ∈ J1, NK denote the eigenvalues of X . To state the local circular law, we first define the
notion of stochastic domination.

Definition 1.1. Let W = W (N) be a family of random variables and Ψ = Ψ(N) be a family of deterministic
parameters. We say that W is stochastically dominated by Ψ if for any σ > 0 and D > 0 we have

P

[∣∣W
∣∣ > NσΨ

]
6 N−D (1.5)

for sufficiently large N . We denote this stochastic domination property by

W ≺ Ψ , or W = O≺(Ψ).

Furthermore, Let U (N) be a possibly N-dependent parameter set. We say W (u) is stochastically dominated
by Ψ(u) uniformly in u ∈ U (N), if for any σ > 0 and D > 0 we have

sup
u∈U(N)

P

[∣∣W (u)
∣∣ > NσΨ(u)

]
6 N−D (1.6)

for uniformly sufficiently large N (may depends on σ and D).

Note: In the most cases of this paper, the U (N) is chosen as the product of the index sets 1 6 i, j 6 N
and some compact set in C2.

In this paper, as in [9], [10] and [32], we assume that the probability distributions of the matrix elements
satisfy the following uniform subexponential decay property:

sup
(i,j)∈J1,NK2

P

(
|
√
NXi,j | > λ

)
6 ϑ−1e−λϑ

(1.7)

for some constant ϑ > 0 independent of N . This condition can of course be weakened to an hypothesis
of boundedness on sufficiently high moments, but the error estimates in the following Theorem would be
weakened as well.

Note: most constants appearing in this work may depend on ϑ, but we will not emphasize this dependence
in the proof.

Let f : C → R be a fixed smooth compactly supported function, and fz0(µ) = N2sf(Ns(µ− z0)), where
z0 depends on N , and s is a fixed scaling parameter in [0, 1/2]. Let D denote the unit disk. Theorem 2.2 of
[9] and Theorem 1.2 of [10] assert that the following estimate holds: (Note: Here ‖fz0‖1 = O(1))



N−1
∑

j

fz0(µj)−
1

π

∫

D

fz0(z) dA(z)



 ≺ N−1+2s, s ∈ (0, 1/2], (1.8)

1For the sake of notational simplicity we do not consider complex entries in this paper, but the statements and proofs are
similar.
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[9] if ||z0| − 1| > c for some c > 0 independent of N or [10] if the third moments of matrix entries vanish.
This implies that the circular law holds after zooming up to scale N−1/2+ε (ε > 0) under these conditions.
In particular, there are neither clusters of eigenvalues nor holes in the spectrum at such scales. We note that
in [9] and [10], the scaling parameter was denoted as a, but the letter a will be used as a fixed index in this
work.

We aim at understanding the circular law for any z0 ∈ C without the vanishing third moment assumption.
The following theorem is our main result.

Theorem 1.2. Local circular law: Let X be an N ×N matrix with independent centered entries of variances
1/N . Suppose that the distributions of the matrix elements satisfy the subexponential decay property (1.7).
Let fz0 be defined as above (1.8) and D denote the unit disk. Then for any s ∈ (0, 1/2] and any z0 ∈ C, we
have 

N−1
∑

j

fz0(µj)−
1

π

∫

D

fz0(z)dA(z)



 ≺ N−1+2s. (1.9)

Notice that the main new assertion of (1.9) is for the case: |z0| − 1 = o(1) and the third moments not
vanishing, since the other cases were proved in [9] and [10], stated in (1.8).

Remark: Shortly after the preprint [9] appeared, a version of local circular law (both in the bulk and
near the edge) was proved by Tao and Vu [32] under the assumption that the first three moments of the
matrix entries match a Gaussian distribution, i.e., the third moment vanish.

In the next section we will introduce our main strategy and improvements.

2 Proof of Theorem 1.2

Proof of Thm. 1.2: The bulk case of Thm. 1.2 was proved in Theorem 2.2 of [9]. Furthermore, it is easy
to see that the results in Thm. 1.2 for s = 1/2 follow from the results in for s < 1/2. Hence in this proof,
we can assume that

||z0| − 1| = o(1), s ∈ (0, 1/2)

In the edge case, our Thm. 1.2 was proved in the Thm 1.2 of [10] with the vanishing third moment assumption.
Hence the goal of this paper is to improve the proof of Thm. 1.2 of [10]. One can easily check that in the
proof of Thm. 1.2 of [10], the condition EX3

ij = 0 was only used in the Lemma 2.13 of [10]. Therefore, we
only need to prove a stronger version of Lemma 2.13 in [10], i.e., the one without vanishing third moment
condition. More precisely, it only remains to prove the following lemma 2.2. (Here we use the same notations
as in [10], except for the scaling parameter)

Before stating lemma 2.2, i.e., the stronger version of Theorem 1.2 of [10], we introduce some definitions
and notations. First, we introduce the notation

Y := Yz := X − zI

where I is the identity operator. In the following, we use the notation A ∼ B when cB 6 |A| 6 c−1B,
where c > 0 is independent of N . For any matrix M , we denote MT as the transpose of M and M∗ as the
Hermitian conjugate. Usually we choose z − z0 ∼ N−s, hence we define the scaled parameter ξ:

z = z0 +N−sξ, i.e., ξ := Ns(z − z0)
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Define the Green function of Y ∗
z Yz and its trace by, where w ∈ C and Imw > 0,

G(w) := G(w, z) = (Y ∗
z Yz − w)−1, m(w) := m(w, z) =

1

N
TrG(w, z) =

1

N

N∑

j=1

1

λj(z)− w
. (2.1)

Let mc := mc(w, z) be the unique solution of

m−1
c = −w(1 +mc) + |z|2(1 +mc)

−1 (2.2)

with positive imaginary part. As proved in [9] and [10], for some regions of (w, z) with high probability,
m(w, z) converges to mc(w, z) pointwise, as N → ∞. Let ρc be the measure whose Stieltjes transform is mc.
This measure is compactly supported and supp ρc = [max{0, λ−}, λ+], where

λ± := λ±(z) :=
(α± 3)3

8(α± 1)
, α :=

√
1 + 8|z|2. (2.3)

Note that λ− has the same sign as |z| − 1. It is well-known that ρc(x, z) can be obtained from its Stieltjes
transform mc(x+ iη, z) via

ρc(x, z) =
1

π
Im lim

η→0+
mc(x+ iη, z) =

1

π
1x∈[max{0,λ−},λ+] Im lim

η→0+
mc(x+ iη, z).

(Some basic properties of mc and ρc were discussed in section 2.2 of [10])

Definition 2.1. φ, χ, I and Z
(f)
X,c

Let h(x) be a smooth increasing function supported on [1,+∞] with h(x) = 1 for x > 2 and h(x) = 0 for
x 6 1. For any ε > 0, define φ on R+ by (note: λ+ depends on z)

φ(x) := φε,z(x) := h(N2−2εx) (log x)

(
1− h

(
x

2λ+

))
. (2.4)

Let χ be a smooth cutoff function supported in [−1, 1] with bounded derivatives and χ(y) = 1 for |y| 6 1/2.
Recall dA denotes the Lebesgue measure on C, for any fixed function g defined on C, we define:

Z
(g)
X,c := Z

(g)
X,c(z0, ε, s) := N

∫
∆g(ξ)

∫

I

χ(η)φ′(E)Re(m(w)−mc(w))dEdηdA(ξ), w = E+iη, z = z0+N−sξ

and

I := Iε :=
{
w ∈ C : N−1+ε

√
E 6 η, E > N−2+2ε, |w| 6 ε, w = E + iη

}
. (2.5)

Note: the condition E > N−2+2ε was not in the definition of the I used in [10], but clearly this condition

is implied by φ′(E) 6= 0, i.e., our new I does not change the value of Z
(g)
X,c. One can also easily check:

w ∈ Iε =⇒ |w|1/2 6 2N1−εη (2.6)

With these notations and definitions, we claim the following main lemma. It is a stronger version of
Lemma 2.13 in [10], i.e., the one without vanishing third moment condition.
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Lemma 2.2. Under the assumptions of Theorem 1.2, there exists a constant C > 0 such that for any small
enough ε > 0(independent of N), if ||z0| − 1| 6 ε, s ∈ (0, 1/2), then

Z
(f)
X,c ≺ NCεcf ,

where cf is a constant depending only on the function f .

As mentioned above, in the proof of Thm. 1.2 of [10], the vanishing third moment condition was only
used in the Lemma 2.13 of [10]. Therefore with the improved Lemma (2.2), one can obtain our main result
theorem 1.2 as in [10].

In the next step, the lemma 2.2 will be reduced to lemma 2.4.

We note that the bounds proved in [10] for Gij ’s are not strong enough for our purpose in this paper.
Unfortunately we noticed that it seems impossible to improve these bounds in general cases. On the other
hand, we found that though the behaviors G’s and G’s are unstable in the region |m| 6 (Nη)−1, they are
very stable in the region |m| ≫ (Nη)−1 and many stronger bounds can be derived in this region. Therefore,
in the following proof, we separate the ZX,c into two parts: the one comes for the region |m| 6 (Nη)−1 and
the one comes for the region |m| ≫ (Nη)−1. The first part can be easily bounded, since the m is small,
so as its contribution to ZX,c. For the second part, we will apply Green’s function comparison method
(which was first introduced in [15] for generalized Wigner matrix) and our new stronger bounds in the region
|m| ≫ (Nη)−1.

On the other hand, the old Green’s function comparison method was not enough for our purpose, which
is also the reason that in [10], the authors needed the extra assumption on the third moment of the matrix
entries. In this work, we will introduce an improved Green’s function comparison method, which provides
an extra N−1/2 factor than the previous method. This idea was motivated from the work in [6].

Definition 2.3. tX and A
(f)
X

For N ×N matrix X, we define

tX := tX(ε, w, z) := N−εNηRem

i.e.,
tX := N−εηReTr ((X∗ − z∗)(X − z)− w)

−1
, η = Imw

Now we extend the function h defined in Def. 2.1 to the whole real lane, i.e., h(x) = h(−x), but still use
the same notation h(x). With these notations, we define:

A
(f)
X := A

(f)
X (z0, ε, s) = N

∫
∆f(ξ)

∫

I

χ(η)φ′(E)
(
h(tX)Rem− Remc

)
dEdηdA(ξ), (2.7)

where z = z0 +N−sξ, w = E + iη, φ = φε,z and tX = tX(ε, w, z).

Note the only difference between A
(f)
X and Z

(f)
X,c is the h(tX) in front of Rem. Then the difference of A

(f)
X

and Z
(f)
X,c only comes from the region h(tX) 6= 1, i.e, |Rem| 6 2Nε(Nη)−1. Therefore, by the definitions of

φ we have

|A(f)
X − Z

(f)
X,c| 6

∫
|∆f(ξ)|

∫

I

χ(η)|φ′(E)|
(
2Nε(Nη)−1

)
dEdηdA(ξ) 6 NCεcf (2.8)

where we used |(1− h(tX))Rem| 6 2Nε(Nη)−1.

Proof of Lemma 2.2: With (2.8), it only remains to prove the following lemma.
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Lemma 2.4. Under the assumptions of Theorem 1.2, there exists a constant C > 0 such that for any small
enough ε > 0(independent of N), if ||z0| − 1| 6 ε and s ∈ (0, 1/2), then

A
(f)
X ≺ NCεcf

where cf is a constant depending only on the function f .

In the next subsection, we will introduce the basic idea of proving Lemma 2.4. The rigorous proof will
start from section 3.

2.1 Basic strategy of proving Lemma 2.4: Before we give the complete proof of this lemma, we introduce
the basic idea and main improvement in the remainder of this section. Lemma 2.2 was proved in [10] under
the vanishing third moment condition. With (2.8), that result implies that if Xij ’s are Gaussian variables,
for all 1 6 i, j 6 N , then for any fixed p ∈ 2N,

E|A(f)
X,c|p ≺ NCεp, Xij ∼ N (0, 1/N) (2.9)

As one can see that A
(f)
X,c is basically a linear functional of m(w, z). Hence as in [10], we will apply the Green

function comparison method to show that for sufficiently large N ,

E|A(f)
X |p 6 C E|A(f)

X′ |p +NCεp, (2.10)

for any two different ensembles X and X ′ whose matrix elements satisfy the condition of Theorem 1.2. To
complete the proof for lemma 2.4, we will choose X ′ to be the Ginibre ensemble, whose matrix elements are
Gaussian variables. The X will be the general ensembles in lemma 2.4. Combining (2.9) and (2.10), with
Markov inequality, one immediately obtains Lemma 2.4.

In applying the Green function comparison method, we estimate the expectation value of the functionals
of Y , G = (Y ∗Y − w)−1 and G = (Y Y ∗ − w)−1, i.e., EF (Y,G,G). In [10] and most previous applications
of Green function comparison method, one can only bound the expectation value of these functionals with
their stochastically dominations. For example, in [10], for i 6= j and |w|1/2 ≪ (Nη), one has

|(Y G)ij | ≺ 1

With this stochastically domain, the authors in [10] obtained that |E(Y G)ij | 6 Nσ for any σ > 0. In the
present paper, under the condition |Rem| ≫ (ηN)−1, i.e., h(tX) > 0, we will first show an improved bound:
for i 6= j and |w|1/2 ≪ (Nη)

|h(tX)(Y G)ij | ≺
√

|w|1/2
Nη

Then using a new idea on Green’s function comparison method, we will show that the expectation value of
this term will obtain an extra factor N−1/2, i.e.,

|Eh(tX)(Y G)ij | 6 CN−1/2+σ

√
|w|1/2
Nη

(2.11)

This extra factor N−1/2 plays a key role in our new proof. A similar method was used in the [6].
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Now we explain the basic idea of proving (2.11)-type bounds, i.e.,where the extra N−1/2 factor comes

from. For simplicity we assume Xij ∈ R. Let Y
(i,i)
z be the matrix obtained by removing i−th row and

column of Yz, and define

G(i,i) := ((Y (i,i)
z )∗Y (i,i)

z − w)−1, G(i,i) := (Y (i,i)
z (Y (i,i)

z )∗ − w)−1

We write h(tX)(YzG)ij as the polynomials of the i−th row/column of X : Xik, Xki (1 6 k 6 N), G(i,i) and
G(i,i), i.e.,

h(tX)(YzG)ij = P ({Xik}Nk=1, {Xki}Nk=1, G
(i,i), G(i,i)) + negligible error

where P is a polynomial. By definition, Xik, Xki are independent of G(i,i) and G(i,i). In this polynomial,
we will show that the degrees of every monomials w.r.t. Xik and Xki’s are always odd numbers. Therefore,
in taking the expectation value, with assumption EXij = 0 and |EXk

ij | 6 O(N−k/2), one will see an extra

combination factor N−1/2. The following simple example will show why the odd powers give an extra

factor N−1/2. Suppose we estimate E
∑

kst XikG
(i,i)
kl XisG

(i,i)
st Xit. Since Xik, Xki are independent of G(i,i)

and G(i,i), EXij = 0 and |EXk
ij | 6 O(N−k/2), the nonzero contributions only come from the terms where

k = s = t, therefore

|E
∑

kst

XikG
(i,i)
kl XisG

(i,i)
st Xti| = |E

∑

k

XikG
(i,i)
kl XikG

(i,i)
st Xki| 6 CN−1/2

E(max
ab

|G(i,i)
ab |)2

On the other hand, without E, this term can only be bounded without this N−1/2 factor (with large deviation
theory).

|
∑

kst

XikG
(i,i)
kl XisG

(i,i)
st Xti| = |

∑

k

XikG
(i,i)
kl ||

∑

st

XisG
(i,i)
st Xti| 6 (logN)C (max

ab
|G(i,i)

ab |)2

Note: one will not see this N−1/2 factor if the degree is even number, e.g., E
∑

XisG
(i,i)
st Xit. Based on this

new idea, the main task of proving lemma 2.4 and (2.11)-type bounds is writing the functionals of Yz’s, G’s
and G’s as the polynomials of Xik, Xki (1 6 k 6 N) , G(i,i) and G(i,i) for some 1 6 i 6 N , (up to negligible
error) and counting the degree of each monomial.

3 Proof of Lemma 2.4

In this section, we apply the Green’s function comparison method to prove the Lemma 2.4. We will see the
key input of proving Lemma 2.4 is the lemma 3.2. This new lemma is similar to (3.62)-(3.63) of [10], but
without the third moments vanishing assumption. More precisely, the (3.62)-(3.63) of [10] is similar to the
(3.4) of this work, and lemma 3.2 is the key step of proving (3.4). The proof of lemma 3.2 will start from
section 4. In [10], the (3.62)-(3.63) can be easily proved by bounding the expectation value of these terms
with their stochastically dominations. In this paper, as introduced in subsection 2.1, we will introduce a new
comparison method to show that, for the contribution comes from Xij ’s third moment, their expectation
values have an extra factor N−1/2, i.e., lemma 3.2.

First of all, we state the following lemma. It will be used to estimate the expectation value of some
random variables which are stochastically dominated, but not L∞ bounded.

Lemma 3.1. Let v = v(N) be a family of centered random variables with variance 1/N , satisfying the sub

exponential decay (1.7). Let Ã = Ã(N) and A = A(N) be families of random variables. Suppose A ≺ 1, and
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A =
∑C

n=0 An v
n, where |An| 6 NC for some fixed constant C > 0. We also assume that Ã is independent

of v and |Ã| 6 NC for some C > 0. Then for any fixed p ∈ N and fixed (small) δ > 0,

|E ÃA vp| 6 (E|Ã|)N−p/2+δ +N−1/δ

for large enough N .

Note: Here A or Ai’s may depend on v.

Proof of Lemma 3.1: By definition 1.1, the assumption A ≺ 1, and the fact that v has sub exponential
decay (1.7), for any fixed δ > 0 and D > 0 there is a probability subset Ω such that P(Ω) > 1−N−D and

|1ΩAvp| 6 N−p/2+δ

Then
|EÃAvp| 6 (E|Ã|)N−p/2+δ + |EΩcÃAvp| 6 (E|Ã|)N−p/2+δ +O(N−D/2+2C)

for the second inequality, we used Cauchy Schwarz inequality. Choosing large enough D, we complete the
proof of lemma 3.1.

Because of this lemma, for any centered random variables v with variance 1/N , satisfying the sub expo-
nential decay (1.7), we define

MC(v) :=

{
A : A =

C∑

n=0

Anv
n, |An| 6 NC

}
(3.1)

Now we return to prove Lemma 2.4.
Proof of Lemma 2.4: For simplicity, we assume that the matrix entries are real numbers. Let X and

X ′ be two ensembles which satisfy the assumption of Theorem 1.2. To prove Lemma 2.4, as we explained in
the beginning of subsection 2.1 (near (2.10)), one only needs to show that for any fixed small enough ε > 0,
s ∈ (0, 1/2), and p ∈ 2N, if ||z0| − 1| 6 ε then

E|A(f)
X |p 6 C E|A(f)

X′ |p +NCεp, (3.2)

for large enough N . For integer k, 0 6 k 6 N2, define the following matrix Xk interpolating between X ′

and X :

Xk(i, j) =

{
X(i, j) if k > N(i − 1) + j
X ′(i, j) if k < N(i − 1) + j

.

Note that X ′ = X0 and X = XN2 . As one can see that the difference between Xk and Xk−1 is just one
matrix entry. We denote the index of this entry as (a, b) := (ak, bk) (ak, bk ∈ Z, 1 6 ak, bk 6 N), here
k = (ak − 1)N + bk

Furthermore, we define tXk−1
, tXk

, A
(f)
Xk−1

, A
(f)
Xk

with Xk−1 and Xk, as in Def. 2.3. We are going to show
that if this special matrix entry is in the diagonal line, i.e., a = b then

∣∣∣E
(
A

(f)
Xk

)p
− E

(
A

(f)
Xk−1

)p∣∣∣ 6 N−3/2
(
Nε + 2E

(
A

(f)
Xk−1

)p)
(3.3)

otherwise, i.e., a 6= b,
∣∣∣E
(
A

(f)
Xk

)p
− E

(
A

(f)
Xk−1

)p∣∣∣ 6 N−2
(
Nε + 2E

(
A

(f)
Xk−1

)p)
(3.4)
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for sufficiently large N (independent of k). Clearly, (3.3) and (3.4) imply (3.2).
We are going to compare the these functionals corresponding to Xk and Xk−1 with a third one, corre-

sponding to the matrix Q̃ hereafter with deterministic (a, b) entry. We define the following N ×N matrices
(hereafter, Yℓ = Xℓ − zI, ℓ = k or k − 1):

v = vabeab = X ′(a, b)eab, (3.5)

u = uabeab = X(a, b)eab, (3.6)

Q̃ = Xk−1 − v = Xk − u, (3.7)

Q = Yk−1 − v = Yk − u, (3.8)

R = (Q∗Q− wI)−1 (3.9)

R = (QQ∗ − wI)−1 (3.10)

S = (Y ∗
k−1Yk−1 − wI)−1 (3.11)

T = (Y ∗
k Yk − wI)−1 (3.12)

Furthermore, we define tQ̃, A
(f)

Q̃
with Q̃, as in Def. 2.3. To prove (3.3) and (3.4), we will estimate

A
(f)
Xk−1

−A
(f)
X

Q̃
and A

(f)
Xk

− A
(f)
X

Q̃
.

First we introduce the notations

mS =
1

N
TrS, mR =

1

N
TrR, mT =

1

N
TrT

We note: with Cauchy’s interlace theorem, for some C > 0,

|mS −mR| 6 C(Nη)−1, η = Imw (3.13)

holds for any w and z. It implies

|A(f)
Xk−1

−A
(f)

Q̃
| 6 C (3.14)

To estimate A
(f)
Xk−1

− A
(f)

Q̃
, from (2.7), we have

A
(f)
Xk−1

−A
(f)

Q̃
= N

∫
∆f(ξ)

∫

I

χ(η)φ′(E)
(
h(tXk−1

)RemS − h(tQ̃)RemR

)
dEdηdA(ξ), (3.15)

where z = z0 +N−sξ, w = E + iη, φ = φε,z . Recall tXk−1
and tQ̃ are defined with mS and mR respectively.

Applying Taylor’s expansion on the term h(tXk−1
)RemS −h(tQ̃)RemR in (3.15) and letting h(k) be the kth

derivative of h, we have

h(tXk−1
)RemS − h(tQ̃)RemR =

3∑

n=1

Bn(Q̃) (RemS − RemR)
n +B4(Xk−1, Q̃) (RemS − RemR)

4 (3.16)

where Bn(Q̃) (1 6 n 6 3) and B4(Xk−1, Q̃) are defined as

Bn(Q̃) :=
1

n!
(N1−εη)(n−1)

(
nh(n−1)(tQ̃) + h(n)(tQ̃)tQ̃

)
(3.17)

B4(Xk−1, Q̃) :=
1

24
(N1−εη)3

(
4h(3)(ζ) + h(4)(ζ)ζ

)

10



where ζ is between tXk−1
and tQ̃, and only depends on tXk−1

, tQ̃ and h. As one can see that B1, B2 and B3

are independent of vab. For the definition of B’s, we note that if n > 1, then

h(n)(x) 6= 0 =⇒ x ∼ 1

Therefore, with |h| 6 1, we obtain the following uniform bounds for B’s:

|Bn| 6 (N1−εη)(n−1), 1 6 n 6 4 (3.18)

To estimate the mS −mR in (3.16), we study the difference between mS and mR in the parameter set:

{
(k, z, w) ∈ Z× C

2 : 0 6 k 6 N2, ||z| − 1| 6 2ε, w ∈ Iε
}

(3.19)

Recall in (3.59) of [2] and the discussion below (3.61) of [2], it was proved that with the notations:

P1(Q̃) :=
1

N
Re
(
−2(QR2)ab

)
(3.20)

P2(Q̃) :=
1

N
Re
(
wRaa(R

2)bb + 2(QR2)ab(RQ∗)ba + (QR2Q∗)aaRbb

)

P3(Q̃) :=

1

N
Re
(
−2(RQ∗)2ba(QR2)ab − 2(RQ∗)ba(QR2Q∗)aaRbb − 2(RQ∗)bawRaa(R

2)bb − 2wRaaRbb(QR2)ab)
)

the difference between RemS and RemR, i.e., ( 1
N ReTrS − 1

N ReTrR) can be written as (recall vab =
X ′(a, b))

RemS − RemR =
3∑

n=1

Pn(Q̃) · (vab)3 + P4(Xk−1, Q̃) · (vab)4, (3.21)

where P4(Xk−1, Q̃) depends on Xk−1 and Q̃, and the P ’s can be bounded as

P1(Q̃), P2(Q̃), P3(Q̃), P4(Xk−1, Q̃) ≺ (Nη)−1, (3.22)

uniformly for (k, z, w) in (3.19). In [2], the uniformness was not emphasized, but it can be easily checked.

From (3.7)-(3.10) and the definition of P1,2,3(Q̃), we can see that P1,2,3(Q̃) only depend on Q̃ and they are
independent of vab.

Now we collect some simple bounds on Pi’s. For L∞ norm, by definition, it is easy to prove that the
following inequalities always hold:

‖S‖, ‖R‖, ‖R‖, ‖R2‖, ‖QR‖, ‖QR2‖, ‖QR2Q∗‖ 6 NC

for any (k, z, w) in (3.19) and some fixed constant C > 0. Then with the definition in (3.20), we also have
that for any (k, z, w) in (3.19) and some constant C > 0

P1, P2, P3 = O(NC). (3.23)

Expanding S around R with the fact: S = (R−1 + (Y ∗
k Yk −Q∗Q))−1, we obtain that for any fixed m ∈ N

S −R =

m∑

n=1

(−R(Y ∗
k Yk −Q∗Q))

n
R+ (−R(Y ∗

k Yk −Q∗Q))
m+1

S (3.24)

11



Let m = 5 in (3.24). Now we take 1
N ReTr on the both sides of (3.24) and compare it with (3.21). Since

Y ∗
k Yk −Q∗Q = vab(ebaQ) + vab(Q

∗eab) + v2abeaa, we can see that for 1 6 l 6 3, the Pl(Q) is the coefficient
of the (vab)

l term in the r.h.s. of 1
N ReTr (3.24) and

P4(Xk−1, Q̃) ∈ MC(vab) (3.25)

Similarly, using this expansion (m = 5), and the fact:

∂wR = R2 = O(NC), ∂zR = R(Q+Q∗)R = O(NC),

and ∂wS, ∂zS = O(NC), we can improve (3.22) to the following one:

max
(k,z,w)∈(3.19)

Nη
(
|P1(Q̃)|+ |P2(Q̃)|+ |P3(Q̃)|+ |P4(Xk−1, Q̃)|

)
≺ 1 (3.26)

We note: this statement shows that (3.22) can hold for different (k, z, w) ∈ (3.19) with the same probability
subset.

Inserting (3.16) and (3.21) into (3.15), we write A
(f)
Xk−1

−A
(f)
Q as a polynomial of vab as follows.

A
(f)
Xk−1

−A
(f)

Q̃
= P1(Q̃) · vab + P2(Q̃) · (vab)2 + P3(Q̃) · (vab)3 + P4(Xk−1, Q̃) · (vab)4. (3.27)

where

P1(Q̃) :=N

∫
∆f(ξ)

∫

I

(
B1P1

)
χ(η)φ′(E)dEdηdA(ξ) (3.28)

P2(Q̃) :=N

∫
∆f(ξ)

∫

I

(
B1P2 +B2P

2
1

)
χ(η)φ′(E)dEdηdA(ξ)

P3(Q̃) :=N

∫
∆f(ξ)

∫

I

(
B1P3 + 2B2P1P2 +B3P

3
1

)
χ(η)φ′(E)dEdηdA(ξ)

P4(Xk−1, Q̃) :=N

∫
∆f(ξ)

∫

I

(∑

n

Bn

∑
∑

j
ij>4

(vab)
(
∑

j ij)−4
n∏

j=1

Pij

)
χ(η)φ′(E)dEdηdA(ξ)

where Bn = Bn(Q̃), Pn = Pn(Q̃) (1 6 n 6 3), B4 = B4(Xk−1, Q̃) and P4 = P4(Xk−1, Q̃). We note: P1(Q̃),

P2(Q̃) and P3(Q̃) are independent of vab.
Replacing Xk−1 with Xk, with the same method, we obtain (Here vab is replaced with uab)

A
(f)
Xk

−A
(f)

Q̃
= P1(Q̃)uab + P2(Q̃)u2

ab + P3(Q̃)u3
ab + P4(Xk, Q̃)u4

ab (3.29)

From (3.18) and (3.26), it is easy to check that P1, P2 and P3 ≺ 1 uniformly hold for 1 6 k 6 N2. For
L∞ bound, with (3.23), they are bounded by NC for some C. Similarly, we can obtain that P4 ≺ 1. With

(3.25), we have P4(Xk−1, Q̃) ∈ MC(vab) and P4(Xk, Q̃) ∈ MC(uab). So far, we proved

P1,2,3,4 ≺ 1, P1,2,3(Q̃) 6 NC , P4(Xk−1, Q̃) ∈ MC(vab), P4(Xk, Q̃) ∈ MC(uab) (3.30)

uniformly hold for 1 6 k 6 N2.
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Now we return to prove (3.3) and (3.4). First we write

(A
(f)
Xk−1

)p − (A
(f)
Xk

)p =

p−1∑

j=0

(
p

j

)
(A

(f)

Q̃
)j
(
(A

(f)
Xk−1

−A
(f)

Q̃
)p−j − (A

(f)
Xk

−A
(f)

Q̃
)p−j

)
.

We insert the (3.27) and (3.29) into the r.h.s. and write it in the following form

(A
(f)
Xk−1

)p − (A
(f)
Xk

)p =

4p∑

m=1

(Amvmab − Bmum
ab) (3.31)

where Am only contains A
(f)

Q̃
, P1,2,3(Q̃), P4(Xk−1, Q̃), and Bm only contains A

(f)

Q̃
, P1,2,3(Q̃), P4(Xk, Q̃)

For example,

A3 = B3 = Cp,3(A
(f)

Q̃
)p−3

P
3
1 (Q̃) + Cp,2(A

(f)

Q̃
)p−2

P1(Q̃)P2(Q̃) + Cp,1(A
(f)

Q̃
)p−1

P3(Q̃) (3.32)

where Cp,n (1 6 n 6 3) are constants only depends on p. Since the first two moments of vab and uab coincide,

uab, vab are independent of Q̃, and A1 = B1, A2 = B2 only contain A
(f)

Q̃
, P1,2,3(Q̃), we have

E(A
(f)
Xk−1

)p − E(A
(f)
Xk

)p =

4p∑

m=3

(Amvmab − Bmum
ab)

Recall the definition of Am and Bm from (3.31), for the terms m > 4, using (3.30) and Lemma 3.1, we get

|E
4p∑

m=4

(Amvmab − Bmum
ab) | 6

p−1∑

j=0

E

∣∣∣(A(f)

Q̃
)j
∣∣∣O≺(N

−2) +N−2
6 N−2

(
O≺(1) + E|A(f)

Q̃
|p
)
.

Therefore, with A3 = B3,
∣∣∣E
(
A

(f)
Xk−1

)
)p

− E

(
A

(f)
Xk

)
)p∣∣∣ 6 N−2

(
O≺(1) + E|A(f)

Q̃
|p
)
+ |EA3|

(
|Ev3ab|+ |Eu3

ab|
)
, (3.33)

Similarly, using (3.30), (3.32), A
(f)

Q̃
= O(NC) and Lemma 3.1, we have

|EA3|
(
|Ev3ab|+ |Eu3

ab|
)
6 N−3/2

(
O≺(1) + E|A(f)

Q̃
|p
)

(3.34)

As in [2]-(3.64), using Hölder’s inequality and the bound (3.14), we have

E|A(f)

Q̃
|p 6 E

(
(A

(f)
Xk−1

)p
)
+

p∑

j=1

(
j

p

)
E

(∣∣∣A(f)
Xk−1

∣∣∣
p−j

|A(f)
Xk−1

−A
(f)

Q̃
|j
)

(3.35)

6 E

(
(A

(f)
Xk−1

)p
)
+

p∑

j=1

(
j

p

)
E

(∣∣∣A(f)
Xk−1

∣∣∣
p) p−j

p

E

(∣∣∣A(f)
Xk−1

−A
(f)

Q̃

∣∣∣
p) j

p

,

6

(
O≺(1) + 2E|A(f)

Xk−1
|p
)
,

Then combining (3.33)-(3.35), we obtain (3.3). (Note: p ∈ 2Z.)
To prove (3.4), we claim the following lemma, which provides the stronger bound on the expectation

value of the r.h.s. of (3.32).
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Lemma 3.2. Assume 1 6 a 6= b 6 N . Let X be defined as in Theorem 1.2, except that Xab = 0. For any

fixed small enough ε > 0, if ||z0| − 1| 6 ε and s ∈ (0, 1/2), define A
(f)
X , Pi(X), Bi(X), Pi(X), i = 1, 2, 3 as

in (2.7), (3.20), (3.17) and (3.28). (More precisely Q̃, Q, R in (3.20) and (3.17) will be replaced with X,
Y = X − zI and (Y ∗Y − wI) respectively.) Then

∣∣∣E(A(f)
X )p−3

P
3
1 (X)

∣∣∣+
∣∣∣E(A(f)

X )p−2
P1(X)P2(X)

∣∣∣+
∣∣∣E(A(f)

X )p−1
P3(X)

∣∣∣ ≺ N−1/2
(
O≺(1) + E|A(f)

X |p
)

(3.36)
uniformly for (a, b).

We return to prove (3.33) and prove lemma (3.2) in the next section. Inserting this lemma and (3.32)
into (3.33), as in (3.34), we obtain that if a 6= b, then

|EA| 6 N−2
(
O≺(1) + E|A(f)

Q̃
|p
)

(3.37)

Together with (3.33) and (3.35), we obtain (3.4). Clearly, (3.3) and (3.4) imply (3.2), and we complete the
proof of lemma 2.4 and lemma 2.2.

4 Proof of Lemma 3.2

Lemma 3.2 bounds the expectation values of some polynomials of A
(f)
X and P1,2,3(X). Roughly speaking

Lemma 3.2 shows that the expectation value of these polynomials are much less than their stochastic dom-
ination by a factor N−1/2. (Note: a and b appear in the definitions of P1,2,3 and B1,2,3. The P1,2,3 are
defined with P1,2,3 and B1,2,3.) As introduced in the second part of subsection 2.1 (below (2.11)), the main
strategy of showing this extra factor is

• writing them as the polynomials (up to negligible error) of Xak’s, Xka’s (1 6 k 6 N), G(a,a) and G(a,a),
which are defined as

G(a,a) := ((Y (a,a)
z )∗Y (a,a)

z − w)−1, G(a,a) := (Y (a,a)
z (Y (a,a)

z )∗ − w)−1

and Y (a,a) := Y
(a,a)
z is the matrix obtained by removing the i−th row and column of Yz.

• showing the degrees of the monomials of Xak’s and Xka’s in above polynomials are always odd (except
for Xaa).

First of all, in lemma 4.5 and 4.7, we introduce some polynomials having the properties we need for Lemma
3.2, i.e., their expectation values have an extra factor N−1/2 comparing with their stochastic domination.
In the next subsection, we introduce some F sets, whose elements are the "basic" polynomials in our proof,
i.e., the bricks of the polynomials in lemma 4.5 and 4.7.

4.1 Basic polynomials and their properties. We first introduce some notations.

Definition 4.1. X(T,U), Y (T,U), G(T,U) and G(T,U)

Let T,U be some subsets of {1, 2, · · · , N}. Then we define Y (T,U) as the (N − |U|) × (N − |T|) matrix
obtained by removing all columns of Y indexed by i ∈ T and all rows of Y indexed by i ∈ U. Notice that we
keep the labels of indices of Y when defining Y (T,U). With the same method, we define X(T,U) with X.
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Let yi be the i-th column of Y and y
(S)
i be the vector obtained by removing yi(j) for all j ∈ S. Similarly

we define yi be the i-th row of Y . Define

G(T,U) =
[
(Y (T,U))∗Y (T,U) − w

]−1

, m
(T,U)
G =

1

N
TrG(T,U),

G(T,U) =
[
Y (T,U)(Y (T,U))∗ − w

]−1

, m
(T,U)
G =

1

N
TrG(T,U).

By definition, m(∅,∅) = m. Since the eigenvalues of Y ∗Y and Y Y ∗ are the same except the zero eigenvalue,
it is easy to check that

m
(T,U)
G (w) = m

(T,U)
G +

|U| − |T|
Nw

(4.1)

For |U| = |T|, we define

m(T,U) := m
(T,U)
G = m

(T,U)
G (4.2)

There is a crude bound for (m
(T,U)
G −m) proved in (6.6) of [9]:

∣∣∣m(T,U)
G −m

∣∣∣+
∣∣∣m(T,U)

G −m
∣∣∣ 6 C

|T|+ |U|
Nη

(4.3)

Definition 4.2. Notations for general sets.

As usual, if x ∈ R or C, and S is a set of random variables then xS denotes the following set as

xS := {xs : s ∈ S}

For two sets S1 and S2 of random variables, we define the following set as

S1 · S2 :=
{
s1 · s2

∣∣ s1 ∈ S1, s2 ∈ S2

}

For simplicity, we call s ∈n S if and only if s can be written as the sum of O(1) elements in S, i.e.,

s ∈n S ⇐⇒ s ∈
{

n∑

i=1

si

∣∣∣ si ∈ S, n ∈ N, n = O(1)

}

Definition 4.3. Definition of F0, F1, F1/2 and F .

For fixed indeces a, b and ensemble X in lemma 3.2, we define F0 as the set of random variables (depending
on X) which are stochastically dominated by 1 and independent of any Xak and Xka (1 6 k 6 N), i.e.,

F0 = {V : V ≺ 1, V is independent of the a−th row and column of X}

Note: F0 depends on a, not b. One example element in F0 is TrX −Xaa.

For simplicity, we define
(a)∑

i

:=
∑

i6=a

,

(a)∑

ij

:=
∑

ij 6=a
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Next we define F1 as the union of the set (N1/2XaaF0) and the sets of some quadratic forms as follows

F1 :=
(
N1/2XaaF0

)⋃




(a)∑

kl

XkaVklXla or

(a)∑

kl

XakVklXal

∣∣∣∣∣ max
kl

|Vkl| ≺ 1, Vkl ∈ F0





⋃




(a)∑

k 6=l

XakVklXla +N1/2

(a)∑

k

XakVkkXka

∣∣∣∣∣ max
kl

|Vkl| ≺ 1, Vkl ∈ F0





(Note it is XkaVklXla or XakVklXal in the first line and XakVklXla in the second line, and the diagonal
terms in the second case is allowed to be larger than the others by a factor N1/2.)

Furthermore, we define F as the set of following random variables

F :=



V

∣∣∣ V ∈n F0

⋃



⋃

n=O(1)

(F1)
n









where (F1)
n

represents the set of the products of n elements in F1. For simplicity, sometimes we write F

F = F∅

i.e., with the subscription empty set ∅.
Similarly, we define

F1/2 =





(a)∑

k

XakVk or

(a)∑

k

VkXka

∣∣∣∣∣ max
k

|Vk| ≺ 1, Vk ∈ F0





Note: For fixed k 6= a, the total number of Xak and Xka (1 6 k 6 N), in each monomial of the element
in F is always even. On the other hand, this number in F1/2 · F is always odd. By the definition, it is easy
to see that

F0, F1 ∈ F
F0 · Fα = Fα, α = 0, 1/2, 1, ∅

and
F1/2 · F1/2 ⊂ F1, F · F ⊂ F (4.4)

Examples: by definition, G
(a,a)
kl 6 η−1 for any k, l 6= a. Hence we have

(a)∑

kl

XkaG
(a,a)
kl Xla ∈ η−1F1,




(a)∑

kl

XkaG
(a,a)
kl Xla






(a)∑

kl

XakG
(a,a)
kl Xal


 ∈ η−2F ,
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and if η = O(1)




(a)∑

kl

XkaG
(a,a)
kl Xla








(a)∑

kl

XakG
(a,a)
kl Xal



+ (TrX −Xaa) ∈n η−2F

Definition 4.4. Uniformness Let FT , T ∈ TN be a family of random variables, where TN is parameter set
which may depends on N . We say

FT ∈n F , T ∈ TN ,

are uniform for all T ∈ TN , if the following two uniform conditions hold.

(i) There exist uniform integers m and n independent of N such that for all T ∈ TN , we can write FT as
the sum of m elements in (F0 ∪ (F1)

n
), i.e.,

FT =
m∑

i=1

FT,i, FT,i ∈ F0 ∪ (F1)
n .

(ii) All of the stochastic domination relations, i.e., ≺, appearing in all FT ’s (T ∈ TN ) hold uniformly.

Similarly, for F0, F1/2 and F1, we call

FT ∈n Fα, T ∈ TN , α = 0,
1

2
, 1

uniformly for all T ∈ TN , if there exist uniform m independent of N such that

FT =

m∑

i=1

FT,i, FT,i ∈ Fα, α = 0,
1

2
, 1

and the above uniform condition (ii) holds.

More general, if Fα is one of F0, F1/2, F1, F , so as Fβ, i.e., α, β = 0, 1/2, 1 or ∅, we say

FT ∈n Fα · Fβ,

uniformly for all T ∈ TN if there exists uniform m independent of N such that FT can be written as the sum
of the m terms in Fα · Fβ, i.e.,

FT =

m∑

i=1

FT,α,iFT,β,i

and
FT,α,i ∈ Fα, FT,β,i ∈ Fβ

hold uniformly for all T ∈ TN .

Furthermore, with fixed D > 0 and random (or deterministic) variable aT , we say

FT ∈n aTFα · Fβ +O≺(N
−D), Fα, Fβ = F0, F1/2, F1, F

17



uniformly for all T ∈ TN if FT can be written as

FT = aTFT,1 + FT,2

where
FT,1 ∈n Fα · Fβ , and FT,2 ≺ N−D

hold uniformly for all T ∈ TN .

Now we estimate the expectation values of the elements in F ·F1/2. Let F1/2 ∈ F1/2, F ∈ F . With large
deviation theory, we can only obtain

F1/2 ≺ 1, F ≺ 1, F1/2 · F ≺ 1

But we will show that the elements in F1/2 · F may have much smaller expectation value.

Lemma 4.5. For fixed indeces a, b and ensemble X in lemma 3.2, let F0 and F be two random variables
bounded by NC for some C, i.e.,

|F0|+ |F | 6 NC

We assume that
F0 ∈ NCF0, and F ∈n F1/2 · F

Then we have
|EF0F | ≺ N−1/2

E |F0|+N−D (4.5)

for any fixed D > 0.

Proof of Lemma 4.5: For simplicity, we assume F ∈ F1/2 · F (not ∈n). The general case can be proved
with the same method. Furthermore, by definition, EF0F = 0 if F ∈ F1/2 · F0. Hence one only needs to
prove the following case: for some fixed m, F ∈ F1/2 · (F1)

m, i.e., F can be written as the product of one
element of F1/2 and m elements of F1, i.e.,

F = F1/2F1F2F3 · · ·Fm, F1/2 ∈ F1/2, Fi ∈ F1, 1 6 i 6 m

By definition, F1/2F1F2F3 · · ·Fm can be consider as a polynomials of Xak’s and Xka’s (1 6 k 6 N),
whose coefficients are independents of the a-th row and column of X . Then, we can decompose F as

F =F1/2F1F2F3 · · ·Fm (4.6)

=
∑

n62m+1

∑

k1,k2,...,kn

∑

s1,...,sn

∑

t1,...,tn

A
(
{ki}ni=1, {si}ni=1, {ti}ni=1

)( n∏

i=1

(Xaki
)si(Xkia)

ti

)

where ki’s are all different in the summation, and A
(
{ki}ni=1, {si}ni=1, {ti}ni=1

)
is the coefficient of

∏n
i=1(Xaki

)si(Xkia)
ti

and it is independent of the a-th row and column of X . We separate the parameter region into two cases.
First case: ki 6= a for all 1 6 i 6 n. By definition of F1, we have

A
(
{ki}ni=1, {si}ni=1, {ti}ni=1

)
≺ 1

(∑
si +

∑
ti = 2m+ 1

) n∏

i=1

(N1/2)min{si,ti} (4.7)
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where the last factor come from the N1/2 factor in the definition of F1 (see the N1/2
∑(a)

k XakVkkXka term
in the definition of F1.

Second case: kj = a for some 1 6 j 6 n. Since the ki’s are all different, hence the other ki’s are not
equal to a. Let sj = s, tj = 0, we have

A
(
{ki}ni=1, {si}ni=1, {ti}ni=1

)
≺ 1



∑

i: i6=j

(si + ti) ∈ 2N+ 1



∏

i: i6=j

(N1/2)min{si,ti}Ns/2 (4.8)

By definition of F1 and F , we know that for any δ > 0 and D > 0, there exists probability set Ω, which
is independent of the a-th row and column of X , such that P(Ω) > 1−N−D, and the ≺’s in (4.7) and (4.8)
can be replaced with 6. More precisely,

1Ω|Afirst case| 6 N δ · r.h.s of (4.7), 1Ω|Asecond case| 6 N δ · r.h.s of (4.8) (4.9)

With this Ω and |F0|+ |F | 6 NC , we have

EF0F = E1ΩF0F + E1ΩcF0F = E1ΩF0F +O(N3C−D) (4.10)

Hence to prove (4.5), we only need to bound E1ΩF0F . For the first case, i.e., ki 6= a (1 6 i 6 n), using (4.9),
and the fact that F0 and Ω are independent of the a-th row and column of X , we have

E

∑

n

(a)∑

k1,k2,...,kn

∑

s1,...,sn

∑

t1,...,tn

1ΩF0A
(
{ki}ni=1, {si}ni=1, {ti}ni=1

)( n∏

i=1

(Xaki
)si(Xkia)

ti

)

=
∑

n

(a)∑

k1,k2,...,kn

∑

s1,...,sn

∑

t1,...,tn

E1ΩF0 A
(
{ki}ni=1, {si}ni=1, {ti}ni=1

)
E

(
n∏

i=1

(Xaki
)si (Xkia)

ti

)

6
∑

n

∑

{si}

∑

{ti}
1

(∑
si +

∑
ti = 2m+ 1

)( n∏

i=1

1 (si 6= 1)1 (ti 6= 1)1 (si + ti 6= 0) (N−1/2)max{si,ti}−2

)
(E|F0|)N δ

for any δ > 0, where the factor (N−1/2)−2 = N1 comes from summation of ki : 1 6 ki 6 N . It is easy to
check:

∏

i

1 (si 6= 1)1 (ti 6= 1)1 (si + ti 6= 0) (N−1/2)max{si,ti}−2
6 (N−1/2)1(si+ti∈2N−1)

Therefore, for any δ > 0,

E

∑

n

(a)∑

k1,k2,...,kn

∑

s1,...,sn

∑

t1,...,tn

1ΩF0A
(
{ki}ni=1, {si}ni=1, {ti}ni=1

)( n∏

i=1

(Xaki
)si(Xkia)

ti

)
6 (E|F0|)N−1/2+δ

(4.11)

Similarly for the second case: without loss of generality, we assume k1 = a. Then as above, using (4.9), and
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the fact Ω independent of the a-th row and column of X , we have

E

∑

n

∑

k2,...,kn 6=a

∑

s

∑

s2,...,sn

∑

t2,...,tn

1ΩF0A
(
{ki}ni=1, {si}ni=1, {ti}ni=1

)



n∏

i6=1

(Xaki
)si(Xkia)

ti


 (Xaa)

s

6
∑

n

∑

{si}

∑

{ti}
1



∑

i>2

(si + ti) ∈ 2N+ 1





∏

i>2

1 (si 6= 1)1 (ti 6= 1)1 (si + ti 6= 0) (N−1/2)max{si,ti}+2


 (E|F0|)N δ

6 (E|F0|)N−1/2+δ (4.12)

Combining (4.11) and (4.12), we obtain

E1ΩF0F ≺ (E|F0|)N−1/2, (4.13)

Then together with (4.10), we obtain (4.5) and complete the proof of Lemma 4.5.

Now we slightly extend the above lemma. Instead of assuming F ∈n F1/2 · F , we assume that F = F ∈n

F1/2 · F +O≺(N−D) for some fixed D > 0.

Corollary 4.6. For fixed indeces a, b and ensemble X in lemma 3.2, let F0 and F be two random variables
bounded by NC for some C, i.e.,

|F0|+ |F | 6 NC

We assume that
F0 ∈ NCF0

and for some fixed D > 0,
F =∈n F1/2 · F +O≺(N

−D)

Then we have
|EF0F | ≺ N−1/2

E |F0|+N−D+2C+1 (4.14)

Proof of Corollary 4.6: Write

F = FM + F e, FM ∈n F1/2 · F , F e = O≺(N
−D)

Here superscription M and e are for main and error. (Note FM and F e are not assumed to be bounded by
NC , otherwise the proof is much simpler.) For simplicity, we assume FM ∈ F1/2 · F (not ∈n) and for some
m > 0, FM ∈ F1/2(F1)

m. Then we repeat the same argument as above, i.e., from (4.6) to (4.9). Then for

any (small) δ > 0 and (large) D̃ > 0, there exists probability set Ω, which is independent of the a-th row

and column of X , such that P(Ω) > 1−N−D̃, and (4.9) holds. Next we write

|EF0F | = |E 1ΩcF0F |+
∣∣E 1ΩF0F

M
∣∣+ |E 1ΩF0F

e|
= N−D̃+2C +N−1/2+δ

E |F0|+ |E 1ΩF0F
e|

where we used |F0|+ |F | 6 NC and (4.13).

Now we bound |E 1ΩF0F
e|. By the definition of ≺ again, there exists Ω̃ such that P(Ω̃) > 1−N−D̃ and

F e
6 N−D+δ
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With this Ω̃, and |F0|+ |F | 6 NC we write

|E 1ΩF0F
e| 6

∣∣E 1Ω∩Ω̃F0F
e
∣∣+
∣∣E 1Ω∩Ω̃cF0F

e
∣∣ (4.15)

=
∣∣E 1Ω∩Ω̃F0F

e
∣∣+
∣∣E 1Ω∩Ω̃cF0F

∣∣+
∣∣E 1Ω∩Ω̃cF0F

M
∣∣

6 N−D+C+δ +N−D̃+2C +
∣∣E 1Ω∩Ω̃cF0F

M
∣∣

For the last term, we note that by the definition of Ω we can simply bound the term in F which are
independent of the a-th row and column of X by N0.1. Then using the assumption FM ∈ F1/2(F1)

m, we
have

|1ΩFM | 6 N4m+1
2m+1∑

n=1




∑

k1,k2,··· ,kn

2m+1∏

j=1

(
|Xakj

|+ |Xakj
|
)




Together with Cauchy-Schwarz inequality, and subexponential decay property (1.7), we obtain that

∣∣E 1Ω∩Ω̃cF0F
e
∣∣ 6 E 1Ω |F0F

e|2 P(Ω̃c) 6 N−D̃+Cm

Inserting it into (4.15), choosing large enough D̃, we obtain (4.14) and complete the proof.

More general, if FT ∈n F1/2 · F hold uniformly for T ∈ T , corollary 4.6 can be extended to the following
integration version.

Lemma 4.7. For fixed indeces a, b and ensemble X in lemma 3.2, let FT be a family of random variables such
that for some deterministic xT and uniform D > 0

FT ∈n xTF1/2 · F +O≺(N
−D)

hold uniformly for T ∈ T = TN , i.e., FT = FM
T + F e

T and

FM
T ∈n xTF1/2 · F , F e

T = O≺(N
−D)

hold uniformly for T ∈ T = TN . Here we assume that ∪NTN can be covered by a compact set in Rp for some
p ∈ N, this compact set and p are independent of N .

We also assume that |xT |+ |FT | 6 NC for some uniform C > 0. Let F0 be a random variable satisfying
F0 ≺ NCF and |F0| 6 NC . Then

∣∣∣∣EF0

∫

T∈T
FTdT

∣∣∣∣ ≺ N−1/2 (E |F0|)
∫

T∈T
|xT |dT +N−D+2C+1 (4.16)

Proof of Lemma 4.7: Since F0 and FT are bounded by NC , one can exchange the order of integration
and expectation, i.e.,

EF0

∫

T∈T
FT dT =

∫

T∈T
(EF0 · FT ) dT

Then with the uniformness, one can easily extend the proof of Lemma 4.5 and corollary 4.6, and prove this
lemma.
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4.2 Proof of Lemma 3.2. The Lem. 4.5 and 4.7 are the key observations for the proof of Lemma 3.2. Now
to prove Lemma 3.2, we claim that the following lemma 4.9, which shows that the terms in Lemma 3.2
can be represented by F and F1/2 · F(with negligible error term). We first introduce a cutoff function on

Rem(a,a). (Recall the definition in Def. 4.1)

Definition 4.8. Define χa as

χa := χa(ε, w, z) = 1

(
|Rem(a,a)| > 1

2
Nε(Nη)−1

)
(4.17)

Note: By definition and (4.3), h(tX) > 0 implies χa = 1, and for any |U|+ |T| = O(1), we have

h(tX) > 0 =⇒ χa = 1 =⇒ |Rem(U,T)| > 1

4
Nε(Nη)−1 (4.18)

Lemma 4.9. Recall X(a,a) and m(a,a) defined in Definition (4.1). Under the assumption of Lemma 3.2, for
any fixed large D > 0, we have

h(tX)Rem− h(tX(a,a))Rem(a,a) ∈n
1

Nη
F +O≺(N

−D) (4.19)

Bm(X) ∈n (Nη)m−1F + O≺(N
−D), m = 1, 2, 3 (4.20)

χaPm(X) ∈n
1

Nη
F1/2 · F +O≺(N

−D), m = 1, 3 (4.21)

χaP2(X) ∈n
1

Nη
F +O≺(N

−D)

uniformly hold for
a, b : 1 6 a 6= b 6 N, z : ||z| − 1| 6 2ε, and w ∈ Iε.

We postpone the proof of this lemma to the next section. In the remainder of this section, we will prove
Lemma 3.2 with Lemma 4.9. First we introduce a simple lemma for the calculation of F sets.

Lemma 4.10. Let A and B be two variables stochastically dominated by NC for some C > 0, i.e., |A|+ |B| ≺
NC . If for random variable A0 and B0, we have

A = A0 +O≺(N
−D), B = B0 +O≺(N

−D),

for some D > 0. Then
AB = A0B0 +O≺(N

C−D) (4.22)

Proof: By assumption, (
A−O≺(N

−D)
) (

B −O≺(N
−D)

)
= A0B0

With |A|+ |B| ≺ NC , we obtain (4.22).

Now we return to finish the proof of Lemma 3.2.
Proof of Lemma 3.2: For simplicity, we introduce the notation Ã(w, z) as

Ã(w, z) := h(tX)Rem(w, z)− h(tX(a,a))Rem(a,a)(w, z)

22



First as in (3.30), (3.18) and (3.23), one can see that there exists uniform C > 0, such that

|A(f)
X |+ |A(f)

X(a,a) |+ |Ã(w, z)|+
∑

n=1,2,3

|Pn(X)|+
∑

n=1,2,3

|Pn(w, z)|+
∑

n=1,2,3

|Bn(w, z)| 6 NC (4.23)

With A
(f)
X = A

(f)

X(a,a) + (A
(f)
X −A

(f)

X(a,a)), we write

(A
(f)
X )p−3

P
3
1 (X) =

∑

l

Cl(A
(f)

X(a,a))
p−3−l

(
A

(f)
X −A

(f)

X(a,a)

)l
P

3
1 (X)

Recall the definitions in (2.7), (3.28) and (3.17), for fixed l, with the notation Ã(w, z) and (4.18), we can
write:

(A
(f)

X(a,a))
p−3−l

(
A

(f)
X −A

(f)

X(a,a)

)l
P

3
1 (X) (4.24)

=(A
(f)

X(a,a))
p−3−lN l+3

∫

T

l∏

i=1

Ã(wi, zi)

l+3∏

i=l+1

(χaP1B1)(wi, zi)

l+3∏

i=1

∆f(ξi)χ(ηi)φ
′(Ei)dT

where dT =
∏

i dEidηidA(ξi) and T = (Iε × supp f)l+3. Using (4.23), Lemma 4.9 and Lemma 4.10, for any
fixed D > 0, we have

l∏

i=1

Ã(wi, zi)

l+3∏

i=l+1

(χaP1B1)(wi, zi) ∈n

(
l+3∏

i=1

1

Nηi

)
F1/2 · F +O≺(N

−D), ηi = Imwi (4.25)

uniformly hold for T ∈ T . Applying Lemma 4.7 by choosing

F0 = (A
(f)

X(a,a))
p−3−l, FT =

l∏

i=1

Ã(wi, zi)
l+3∏

i=l+1

(χaP1B1)(wi, zi), xT =
l+3∏

i=1

η−1
i ∆f(ξi)χ(ηi)φ

′(Ei)

and T = (Iε × supp f)l+3, with (4.24) and (4.24), we obtain

E(A
(f)

X(a,a))
p−3−l

(
A

(f)
X −A

(f)

X(a,a)

)l
P

3
1 (X) ≺ N−1/2

(
E

(
|A(f)

X(a,a) |p−l−3
))

+N−D

for any fixed D > 0. Then use Holder inequality, we have

∣∣∣∣E(A
(f)

X(a,a) )
p−3−l

(
A

(f)
X −A

(f)

X(a,a)

)l
P

3
1 (X)

∣∣∣∣ ≺ N−1/2
(
O≺(1) + E

(
|A(f)

X(a,a) |p
))

Similarly, one can prove

∣∣∣E(A(f)
X )p−3

P
3
1 (X)

∣∣∣+
∣∣∣E(A(f)

X )p−2
P1(X)P2(X)

∣∣∣+
∣∣∣E(A(f)

X )p−1
P3(X)

∣∣∣ ≺ N−1/2
(
O≺(1) + E

(
(A

(f)

X(a,a))
p
))

(4.26)

It follows from (4.3) that m − m(a,a) = O(Nη)−1. Then it is easy to check that |A(f)

X(a,a) − A
(f)
X | 6 C.

Inserting it into (4.26), we complete the proof of Lemma 3.2.
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5 Polynomialization of Green’s functions

As showed in the previous sections, to complete the proof of Theorem 1.2, it only remains to prove Lemma
4.9. In this section, we will prove Lemma 4.9, i.e., write the terms in (4.19) as polynomials in F or F1/2 · F
(up to negligible error). Since the uniformness can be easily checked, we will only focus on the fixed a, b, z, w:

a, b : 1 6 a 6= b 6 N, z : ||z| − 1| 6 2ε, and w ∈ Iε.

First we need to write the single matrix elements of G’s and G′s as this type of polynomials. To do so,
we start with deriving some bounds on G’s under the condition:

|Rem| > 1

4
Nε(Nη)−1 (5.1)

Note: this condition is guaranteed by χa > 0, h(tX) > 0 or h(tX(a,a)) > 0.

5.1 Preliminary lemmas. This subsection summarizes some elementary results from [9] and [10]. Note that
all the inequalities in this subsection hold uniformly for bounded z and w. Furthermore, they hold without
the condition (5.1).

Recall the definitions of Y (U,T ), G(U,T ), G(U,T ), yi and yi in the definition 4.1.

Lemma 5.1 (Relation between G, G(T,∅) and G(∅,T)). For i, j 6= k ( i = j is allowed) we have

G
(k,∅)
ij = Gij −

GikGkj

Gkk
, G(∅,k)

ij = Gij −
GikGkj

Gkk
, (5.2)

G(∅,i) = G+
(Gy∗i ) (yiG)

1− yiGy∗i
, G = G(∅,i) − (G(∅,i)y∗i ) (yiG

(∅,i))

1 + yiG(∅,i)y∗i
, (5.3)

and

G(i,∅) = G +
(Gyi) (y

∗
i G)

1− y∗
i Gyi

, G = G(i,∅) − (G(i,∅)yi) (yi
∗G(i,∅))

1 + y∗
i G(i,∅)yi

.

Definition 5.2. In the following, EX means the integration with respect to the random variable X. For any
T ⊂ J1, NK, we introduce the notations

Z
(T)
i := (1− Eyi

)y
(T)
i G(T,i)y

(T)∗
i

and
Z(T)

i := (1− Eyi
)y

(T)∗
i G(i,T)y

(T)
i .

Recall by our convention that yi is a N × 1 column vector and yi is a 1 ×N row vector. For simplicity we
will write

Zi = Z
(∅)
i , Zi = Z(∅)

i .

Lemma 5.3 (Identities for G, G, Z and Z). For any T ⊂ J1, NK, we have

G
(∅,T)
ii = −w−1

[
1 +m

(i,T)
G + |z|2G(i,T)

ii + Z(T)
i

]−1

, (5.4)

G
(∅,T)
ij = −wG

(∅,T)
ii G

(i,T)
jj

(
y
(T)∗
i G(ij,T)y

(T)
j

)
, i 6= j, (5.5)
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where, by definition, G(i,T)
ii = 0 if i ∈ T. Similar results hold for G:

[
G(T,∅)
ii

]−1

= −w
[
1 +m

(T,i)
G + |z|2G(T,i)

ii + Z
(T)
i

]
(5.6)

G(T,∅)
ij = −wG(T,∅)

ii G(T,i)
jj

(
y
(T)
i G(T,ij)y

(T)∗
j

)
, i 6= j. (5.7)

Definition 5.4 ( ζ-High probability events). Define

ϕ := (logN)log logN . (5.8)

Let ζ > 0. We say that an N -dependent event Ω holds with ζ-high probability if there is some constant C
such that

P(Ωc) 6 NC exp(−ϕζ)

for large enough N . Furthermore, we say that Ω(u) holds with ζ-high probability uniformly for u ∈ UN , if
there is some uniform constant C such that

max
u∈UN

P(Ωc(u)) 6 NC exp(−ϕζ) (5.9)

for uniformly large enough N .

Note: Usually we choose ζ to be 1. By the definition, if some event Ω holds with ζ-high probability for
some ζ > 0, then Ω holds with probability larger then 1−N−D for any D > 0.

Lemma 5.5 (Large deviation estimate). Let X be defined as in Theorem 1.2. For any ζ > 0, there exists
Qζ > 0 such that for T ⊂ J1, NK, |T| 6 N/2 the following estimates hold with ζ-high probability uniformly
for 1 6 i, j 6 N , |w|+ |z| 6 C:

|Z(T)
i | =

∣∣∣(1− Eyi
)
(
y
(T)
i G(T,i)y

(T)∗
i

)∣∣∣ 6 ϕQζ/2

√
Imm

(T,i)
G + |z|2 ImG

(T,i)
ii

Nη
, (5.10)

|Z(T)
i | =

∣∣∣(1− Eyi
)
(
y
(T)∗
i G(i,T)y

(T)
i

)∣∣∣ 6 ϕQζ/2

√
Imm

(i,T)
G + |z|2 ImG(i,T)

ii

Nη
.

Furthermore, for i 6= j, we have

∣∣∣(1− Eyiyj
)
(
y
(T)
i G(T,ij)y

(T)∗
j

)∣∣∣ 6 ϕQζ/2

√
Imm

(T,ij)
G + |z|2 ImG

(T,ij)
ii + |z|2 ImG

(T,ij)
jj

Nη
, (5.11)

∣∣∣(1− Eyiyj
)
(
y
(T)∗
i G(ij,T)y

(T)
j

)∣∣∣ 6 ϕQζ/2

√
Imm

(ij,T)
G + |z|2 ImG(ij,T)

ii + |z|2 ImG(ij,T)
jj

Nη
, (5.12)

where

Eyiyj

(
y
(T)
i G(T,ij)y

(T)∗
j

)
= |z|2G(T,ij)

ij +δijm
(T,ij)
G , Eyiyj

(
y
(T)∗
i G(ij,T)y

(T)
j

)
= |z|2G(ij,T)

ij +δijm
(ij,T)
G . (5.13)
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Lemma 5.6. Let X be defined as in Theorem 1.2. Suppose |w|+ |z| 6 C. For any ζ > 0, there exists Cζ such
that if the assumption

η > ϕCζN−1|w|1/2 (5.14)

holds then the following estimates hold

max
i

|Gii| 6 2(logN)|w|−1/2, (5.15)

max
i

|w||Gii||G(i,∅)
ii | 6 (logN)4, (5.16)

max
ij

|Gij | 6 C(logN)2|w|−1/2, (5.17)

|m| 6 2(logN)|w−1/2| (5.18)

with ζ-high probability uniformly for |w|+ |z| 6 C.

5.2 Improved bounds on G ’s.

The next lemma gives the bounds on G, G and m under the condition (5.1). Note: with (4.3), it implies
that for any U , T : |U |+ |T | = O(1),

|Rem(U,T )| ≫ (Nη)−1. (5.19)

Before we give the rigorous proof for the bounds on G, G, we provide a rough picture on the sizes of

these terms under the condition (5.1), w ∈ Iε and ||z| − 1| 6 2ε. We note that the typical size of the G
(U,T)
kl

heavily relies on whether k = l and whether k, l are in U, T.

(i) If k = l /∈ U ∪ T, the typical size of G
(U,T)
kk (w, z) is m(w, z) = 1

N TrG(w, z).

(ii) If k 6= l, and k, l /∈ U ∪ T, the typical size of G
(U,T)
kl (w, z) is

√
|m|/(Nη).

(iii) If {k, l} ∩ U 6= ∅, then G
(U,T)
kl = 0. This result follows from the definition, and it worth to emphasize:

{k, l} ∩ U 6= ∅ =⇒ G
(U,T)
kl = G(T,U)

kl = 0 (5.20)

(iv) If k = l ∈ T, then the typical size of G
(U,T)
kk is |wm|−1

(v) If k 6= l, and k ∈ T and l /∈ T, then the typical size of G
(U,T)
kl is (|w1/2m|)−1

√
|m|/(Nη)

(vi) If k 6= l, and k, l ∈ T then the typical size of G
(U,T)
kl is |wm2|−1√|m|/(Nη)

(vii) With the definition of G(U,T) and G(T,U) in Def. 4.1, one can easily see that G(T,U)
kl has the same typical

size as G
(U,T)
kl (Here the superscript of G is (T,U) not (U,T)).

We note: The m is bounded by (logN)C |w|−1/2 in (5.18) (no better bound is obtained in this paper),
but we believe that it could be much smaller.
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Lemma 5.7. Let X be defined as in Theorem 1.2. Let ε be small enough positive number, ||z2| − 1| 6 2ε and
w ∈ Iε (see definition in (2.5)). If (5.1) holds , i.e., |Rem(w, z)| > 1

4N
ε(Nη)−1 in Ω = Ω(ε, w, z). Then

there exists Ω̃ ⊂ Ω, and C > 0 such that Ω̃ holds in Ω with 1-high probability uniformly for z, w: ||z2|−1| 6 2ε

and w ∈ Iε, (see definition in (5.9)) and the following bounds hold in Ω̃ for any 1 6 i 6= j 6 N , (Here A ∼ B
denotes there exists C > 0 such that C−1|B| 6 |A| 6 C|B| )

|1 +m| > N
3
4 ε(Nη)−1 (5.21)

|1 +m(i,i)| > N
1
4 ε
∣∣∣Z(i)

i

∣∣∣ (5.22)

G
(∅,i)
ii = (1 +O(N− 1

4 ε))
−1

w

1

1 +m(i,i)
(5.23)

|1 +m| ∼ |m| (5.24)

|Gii| 6 (logN)C |m| (5.25)

|G(∅,i)
ij | 6 ϕC

|w1/2m|

√
|m|
Nη

(5.26)

|G(∅,j)
ii | 6 (logN)C |m| (5.27)

|G(∅,ij)
ii | 6 C

|wm| (5.28)

|Gij | 6 ϕC

√
|m|
Nη

(5.29)

|wGii|−1
> N

1
2 ε|Zi| (5.30)

|m(i,i)| > (logN)−1 (5.31)

Furthermore, with the symmetry and the definition of G(U,T) and G(T,U), these bounds also hold under the
following exchange

G(U,T) ↔ G(T,U), Z ↔ Z. (5.32)

Proof of Lemma 5.7: In the following proof, we only focus on the fixed z, w, i and j, since the uniformness
can be easily checked.

We choose ζ = 1. Because ϕ ≪ Nε for any fixed ε > 0 (see (5.8)) and in this lemma w ∈ Iε, one can
easily check that the assumption in this lemma implies the conditions of lemma 5.6 i.e.,

w ∈ Iε =⇒ (5.14) holds for ∀Cζ (5.33)

Therefore we can use all of the results (with ζ = 1) of lemma 5.6 in the following proof.

1. We first prove (5.21). The condition (5.1) implies that | 1N
∑

i ReGii| > 1
4N

ε(Nη)−1, then there exists

i : 1 6 i 6 N such that |Gii| > 1
4N

ε(Nη)−1. Together with (5.16), it implies that |G(i,∅)
ii | 6 |w|−1N− 4

5 εNη

with 1 - high probability in Ω. Inserting it into (5.6) with T = i, using G
(i,i)
ii = 0 from (5.20), we have

|1 +m(i,i) + Z
(i)
i | > N

4
5 ε(Nη)−1 (5.34)

Applying (5.10) to bound Z
(i)
i with T = i, using Schwarz’s inequality and the fact G

(i,i)
ii = 0 again, we obtain

|Z(i)
i | 6 N−ε/20 Imm(i,i) +Nε/10(Nη)−1 (5.35)
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holds with 1-high probability in Ω. Together with (5.34), it implies that with 1-high probability in Ω,

|1 +m(i,i)| > 2N
3
4 ε(Nη)−1

Then replacing m(i,i) with m by (4.3), we obtain (5.21).

2. For (5.22), first using (4.3) and (5.21), we have that for any i : 1 6 i 6 N

|1 +m(i,i)| > N
2
3 ε(Nη)−1 (5.36)

holds with 1-high probability in Ω. Together with the Z version of (5.35):

|Z(i)
i | 6 N−ε/4 Imm(i,i) +Nε/3(Nη)−1

we obtain (5.22).

3. For (5.23), it follows from (5.4) with T = i, (5.20) and (5.22).

4. Now we prove (5.24). Suppose (5.21), (5.23) and (5.10) holds in Ω0 ⊂ Ω. From our previous results, Ω0

holds with 1-high probability in Ω. Now we prove that (5.24) holds in Ω0. First we assume that |1+m| 6 3,

clearly otherwise (5.24) holds. Together with (5.21), it implies that (Nη)−1 6 3N− 1
2 ε. Using (4.3) and

|1 + m| 6 3, we obtain |1 + m(i,i)| 6 4 and |m∅,i)
G | 6 5. With (5.23), the bound |1 + m(i,i)| 6 4 implies

|G(∅,i)
ii | > |5w|−1. The assumption w ∈ Iε implies |w| 6 ε (see definition of Iε in (2.5)). Then applying (5.10)

on Zi, and using ||z| − 1| 6 2ε and the bounds we just proved on (Nη)−1, m
(∅,i)
G and G

(∅,i)
ii , we obtain that

in Ω0,

|Zi| 6 N
−1
3 ε|G(∅,i)

ii | (5.37)

Together with |G(∅,i)
ii | > |5w|−1 and the assumption ||z| − 1| 6 2ε and |w| 6 ε, we have

∣∣∣|z|2|G(∅,i)
ii |+ Zi

∣∣∣ > |10w|−1 (5.38)

Now inserting (5.38) into the identity (5.6) with T = ∅, using |m(∅,i)
G | 6 5, and |w| 6 ε again, we obtain that

Gii =
1

−w
(
|z|2G(∅,i)

ii + Zi

) + εi, |εi| 6 |60w| 1

|w|
(
|z|2G(∅,i)

ii + Zi

) (5.39)

Then together with (5.37) and (5.23), in Ω0, we have

∣∣∣Gii − |z|−2(1 +m(i,i))
∣∣∣ 6 (O(|w|) + o(1)) |(1 +m(i,i))| (5.40)

Combining (5.21) and (4.3), we have

(1 +m(i,i)) = (1 + o(1))(1 +m)

Inserting it into (5.40), we have

∣∣Gii − |z|−2(1 +m)
∣∣ 6 (O(|w|) + o(1)) |(1 +m)|, in Ω0 (5.41)
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It is easy to extend this result to the following one:

max
i

∣∣Gii − |z|−2(1 +m)
∣∣ 6 (O(|w|) + o(1)) |(1 +m)|, in Ω̃ (5.42)

holds in a probability set Ω̃ ⊂ Ω such that Ω̃ holds with 1-high probability in Ω. Since m = 1
N

∑
i Gii, for

small enough ε, with |w| 6 ε and ||z2| − 1| 6 2ε, (5.42) implies that

9

10
|1 +m| 6 |m| 6 11

10
|1 +m|, in Ω̃

It completed the proof of (5.24).

We note: combining (4.3), (5.1), (5.21) and (5.24), we have for any |U |, |T | = O(1),

m(U,T ) ∼ m ∼ 1 +m ∼ 1 +m(U,T ), |U |, |T | = O(1) (5.43)

5. For (5.25), it follows from (5.23)(with G(i,∅)
ii in the l.h.s.), (5.43) and (5.16).

6. For (5.26), first using (5.5), (5.12), (5.13) and (5.20), we obtain that

|G(∅,i)
ij | 6 ϕC |w||G(∅,i)

ii ||G(i,i)
jj |

√
Imm

(ij,i)
G + |z|2 ImG(ij,i)

jj

Nη
(5.44)

holds with 1-high probability in Ω. Applying (5.16) on X(i,i) instead of X , we obtain that

|w||G(i,i)
jj ||G(ij,i)

jj | 6 (logN)4 (5.45)

Recall (5.1) implies (5.19). Applying (5.25) on G
(i,i)
jj , we have that

|G(i,i)
jj | 6 (logN)C |m(i,i)| (5.46)

holds with 1-high probability in Ω. Then inserting (5.45), (5.46), (5.23) and (5.43) into (5.44), with (5.18)
we obtain (5.26).

7. For (5.27), from (5.3), we have

Gii = G
(∅,j)
ii −

(G(∅,j)y∗j )i (yjG
(∅,j))i

1 + yjG(∅,j)y∗j
,

On the other hand, (5.6) and (5.13) show that (similar result can be seen in (6.18) of [9])

Gjj = −w−1(1 + yjG
(∅,j)y∗j )

−1

Then
Gii = G

(∅,j)
ii + wGjj

(
(G(∅,j)XT )ij −G

(∅,j)
ij z∗

) (
(XG(∅,j))ji −G

(∅,j)
ji z

)
(5.47)

Since Xjk’s (1 6 k 6 N) are independent of G(∅,j), using large deviation lemma (e.g. see Lemma 6.7 [9] ),
as in (3.44) of [10], we have that with 1-high probability,

|(XG(∅,j))ji|+ |(G(∅,j)XT )ij | 6 ϕC

√
ImG

(∅,j)
ii

Nη
(5.48)
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Inserting this bound, (5.25), (5.26) and (5.43) into (5.47), we have

|Gii −G
(∅,j)
ii | 6 ϕCw|m|

(
ImG

(∅,j)
ii

Nη
+

1

w|m|Nη

)

i.e.,

Gii =

(
1 +O(

|w|m
Nη

)

)
G

(∅,j)
ii +O(

ϕC

Nη
)

It implies that

G
(∅,j)
ii =

(
1 +O(

|w|m
Nη

)

)
Gii +O(

ϕC

Nη
)

Then with (5.15) and (5.18), it implies

|Gii −G
(∅,j)
ii | 6 ϕC(Nη)−1

and we obtain (5.27).

8. For (5.28), using (5.4) and (5.20), we have

G
(∅,ij)
ii = −w−1[1 +m

(i,ij)
G + Z(ij)

i ]−1

Using (5.10) and (5.20) again, we can bound Z(ij)
i as

|Z(ij)
i | 6 ϕC

√
Imm

(i,ij)
G

Nη

Together with (5.43) and (5.21), we obtain (5.28).

9. For (5.29), using (5.5), (5.12) and (5.13), we obtain that

|Gij | 6 ϕC |w||Gii||G(i,∅)
jj |

√
Imm

(ij,∅)
G + |z|2 ImG(ij,∅)

jj + |z|2 ImG(ij,∅)
ii

Nη
+ ϕC |wz2||Gii||G(i,∅)

jj ||G(ij,∅)
ij | (5.49)

Furthermore, with (5.7), (5.11), (5.20) and (5.43), we have

|G(ij,∅)
ij | 6 ϕC |w||G(ij,∅)

ii ||G(ij,i)
jj |

√
Imm(ij,ij)

Nη
6 ϕC |w||G(ij,∅)

ii ||G(ij,i)
jj |

√
|m|
Nη

(5.50)

Here these two bounds holds with 1-high probability. As in (5.46), applying (5.23) on G(ij,i)
jj , with (5.43) we

have

|G(ij,i)
jj | 6 C|w|−1|m(ij,ij)|−1

6 C|w|−1|m|−1

with 1-high probability in Ω. With (5.25), (5.28), (4.3) and (5.21), we also have

|Gii| 6 (logN)C |m|, |G(ij,∅)
ii |+ |G(ij,∅)

jj | 6 C|w|−1|m|−1, |m(ij,∅)
G | 6 C|m|,
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For the G
(i,∅)
jj in (5.49), as in (5.47) and (5.48), with (5.20), we have

G
(i,∅)
jj −G

(i,i)
jj = wG(i,∅)

ii (G(i,i)XT )ji(XG(i,i))ij (5.51)

= O
(
ϕC |wG(i,∅)

ii | ImG
(i,i)
jj (Nη)−1

)

Then applying (5.25) on G
(i,i)
jj , and applying (5.23) on G(i,∅)

ii , with (5.43) we obtain that

|G(i,∅)
jj | 6 (logN)C |m|

Inserting these bounds into (5.49) and (5.50), we obtain (5.29).

10. For (5.30), using (5.10) (with T = ∅) and (5.23), (5.43) , we have

|Zi| 6 ϕC

√
|m|+ (|wm|)−1

Nη
(5.52)

holds with 1-high probability in Ω. Together with (5.18), we obtain

|Zi| 6 ϕC

√
(|wm|)−1

Nη
(5.53)

Together with (5.25) and (5.18), we have

|Zi||wGii| 6 ϕC

√
|w|1/2
Nη

.

Then with (2.6), we obtain (5.30).

11. For (5.31), we note that (5.24) implies |m| > (logN)−1. Then with (5.43), we obtain (5.31).

5.3 Polynomialization of Green’s functions: In this subsection, using the bounds we proved in the last
subsection, we write the G’s and G’s as the polynomials in F and F1/2 · F (with negligible error).

We note: In the Lemma 3.2 and 4.9 we assumed Xab = 0, but the bounds we proved in Lemma 5.6 and
Lemma 5.7 still hold for this type of X , the similar detailed argument was given in Remark 3.8 of [2].

Lemma 5.8. Lemma 5.6 and Lemma 5.7 still hold if one enforces Xst = 0 for some fixed 1 6 s, t 6 N .

Note: Here s, t are allowed to be the same as the i, j in Lemma 5.6 and Lemma 5.7. For example, from
(5.29), we have |Gst| 6 ϕCm1/2(Nη)−1/2, even if Xst = 0.

By the definitions of A
(f)
X , P1,2,3(X), B1,2,3(X) and P1,2,3(X), one can see that the values of A

(f)
X ,

P1,2,3(X) would not change if one replaced the G’s inside with χaG’s. Therefore, instead of G’s, we will
write χaG as the polynomials in F and F1/2 · F (with negligible error).

31



Definition 5.9. For simplicity, we define the notations:

α := χa|m(a,a)|, β :=
χa

|wm(a,a)| , γ = χa|w|1/2
√

|m(a,a)|
Nη

We collect some basic properties of these quantities in the the following lemma.

Lemma 5.10. Under the assumption of Lemma 3.2, for z, w: ||z2| − 1| 6 2ε and w ∈ Iε

χa(logN)−1
6 α 6 (logN)Cβ 6 (logN)Cη−1 (5.54)

χa(logN)−1N−1/2
6 γ 6 N−ε/2 (5.55)

βγ2 = χa(Nη)−1 (5.56)

χa(logN)C

Nη
6 α 6 χa(logN)C |w−1/2| (5.57)

hold with 1-high probability.

Proof of Lemma 5.10: We note χa = 1 implies the condition (5.1). Hence the results in Lemma 5.7
hold with 1- high probability. First from (5.31) and |w| > η, we have the first and the third inequalities of
(5.54), and the first inequality of (5.55). The second inequality in (5.54) follows from (5.18) and (5.43). It
also implies the second inequality of (5.57). Combining the second inequality of (5.54) with (2.6), we obtain
the second inequality in (5.55). For (5.56), one can easily check this identity by the definition of β and γ.
For the first inequality of (5.57), it follows from (5.21) and (5.43).

Definition 5.11. Under the assumption of Lemma 3.2, for w ∈ Iε, ||z| − 1| 6 2ε and s, k 6= a, we define Sks

and S̃sk as random variables which are independent of the a-th row and columns of X and

G
(∅,a)
ka

G
(∅,a)
aa

=

(a)∑

s

SksXsa and
G

(∅,a)
ak

G
(∅,a)
aa

=

(a)∑

s

XsaS̃sk

With (5.5), one can obtain their explicit expressions, e.g.,

Sks := z∗wG(a,a)
kk G(ak,a)

ks − wG
(a,a)
kk

(a)∑

t

G(ak,a)
st Xtk

Similarly, we define Sks and S̃sk as random variables which are independent of the a-th row and columns of
X and

G(∅,a)
ka

G(a,∅)
aa

=
∑

s

SksXas and
G(∅,a)
ak

G(a,∅)
aa

=
∑

s

XasS̃sk

As one can see that S, S̃, S and S̃ have the same behaviors. Here we collect some basic properties of
these quantities in the the following lemma.

Lemma 5.12. We assume that ||z| − 1| 6 2ε, w ∈ Iε, k 6= a and X satisfies the assumption of Lemma 3.2.
For some C > 0, with 1- high probability, we have

|χaSks| 6 χaϕ
C (δsk + γ) (5.58)
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so as S̃, S and S̃. Recall the definition F ’s in Def. 4.3, for some C > 0, we have

χaXaa ∈n γF , χa(XSX)aa ∈n γF , (5.59)

and
χa(X

T S̃SX)aa ∈n Nγ2F (5.60)

Furthermore, (5.58), (5.59) and (5.60) hold uniformly for ||z| − 1| 6 2ε, w ∈ Iε and k, s : k, s 6= a,
1 6 k, s 6 N .

Note: With (5.59), we also have

χa

(
G(∅,a)

aa

)−1

(XG(∅,a))aa = χa

(
G(∅,a)

aa

)−1∑

k

XakG
(∅,a)
ka = χa ((XSX)aa +Xaa) ∈n γF (5.61)

Proof of Lemma 5.12: Since the uniformness are easy to be checked, we will only focus on the fixed z,
w, s and k.

1. For (5.58), the condition χa = 1 implies that we can apply Lemma 5.7 on the X(a,a). Recall: these
bounds also hold under the exchange (5.32). Then the bounds (5.25) and (5.26) imply that for s 6= k,

χa|G(a,a)
kk | 6 (logN)C |m(a,a)|, χa|G(ak,a)

ks | 6 ϕC

|w1/2m(a,a)|

√
|m(a,a)|
Nη

, (5.62)

holds with 1-high probability. Similarly (5.23) and (5.43) implies that for s = k

χa|G(ak,a)
kk | 6 C|wm(a,a)|−1

holds with 1-high probability. Then with the explicit expression of Sks in Def. 5.11, we have

χaSks = O(δks + ϕCγ)− wG
(a,a)
kk

(a)∑

t

G(ak,a)
st Xtk (5.63)

holds with 1-high probability. Since Xtk’s are independent of G(ak,a)
st ’s (1 6 t 6 N), using large deviation

lemma (e.g. see Lemma 6.7 [9] ), as in (3.44) of [10], we have for

|
(a)∑

t

G(ak,a)
st Xtk| 6 ϕC

√
ImG(ak,a)

ss

Nη
(5.64)

holds with 1-high probability. Applying Lemma 5.7 on the X(a,a) again, from (5.27), we have

|G(ak,a)
ss | 6 (logN)C |m(a,a)|+ Cδks

1

|wm(a,a)|

with 1-high probability. Together with the first part of (5.62), (5.63) and (5.64), we obtain

|χaSks| 6 Cδsk + ϕCγ + ϕC |w1/2m(a,a)|γ (5.65)

with 1-high probability. At last, with (5.18) and (5.43), we obtain (5.58).
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2. For (5.59), we recall the definition of F in Def. 4.3, especially the two N1/2 factors in F . It is easy to
see that (5.59) follows from the first inequality of (5.55) and the bounds on S in (5.58).

3. For (5.60), since the (5.58) also holds for S̃, then with the first inequality of (5.55), we have

|χa(S̃S)kl| 6 ϕC
(
δkl + γ +Nγ2

)
6 ϕCNγ2

with 1-high probability. Together with definition of F , we obtain (5.60).

Now we introduce a method to track and show the dependence of the random variables on the indices.
First we give a simple example to show the basic idea. Let Akl, 1 6 k, l 6 N be a family of random variables:

Akl =
G

(a,a)
kk

|G(a,a)
kk |

G
(a,a)
ll

|G(a,a)
ll |

(XG(a,a)XT )aa, 1 6 k, l 6 N (5.66)

where XT is the transpose of X . By definition of F and F0, we can say,

Akl ∈ F0 · F0 · F1 ∈ F

But the first part of the r.h.s. of (5.66), i.e.,
G

(a,a)
kk

|G(a,a)
kk

|
only depends on the first index k, the second part

G
(a,a)
ll

|G(a,a)
ll

|
only depends on the second index l and the third part is independent of the indices. Therefore, we prefer to
write it as

Akl ∈ F [k]
0 · F [l]

0 · F [∅]
1 .

More precisely, Akl ∈ F [k]
0 · F [l]

0 · F [∅]
1 means that Akl = f1(k)f2(l)f3 and f1(k) ∈ F0, f2(l) ∈ F0, f3 ∈ F1,

and f1(k) only depends on index k, f2(l) only depends on index l, and f3 does not depends on index.
For general case, to show how the variable depends on the indices, we define the following notations.

Definition 5.13. Let AI be a family of random variables where I is indices (vector), not including index a.
we write

AI ∈
∏

i

F [Ii]
αi

, Fαi
∈
{
F0, F1/2, F1, F

}

where Ii is a part of I, if and only if there exists fi(Ii) ∈ Fαi
such that AI =

∏
i fi(Ii) and fi(Ii) only

depends on the indices in Ii.

For the example in (5.66), we write Akl ∈ F [k]
0 ·F [l]

0 ·F [∅], where I = (k, l), I1 = (k), I2 = (l) and I3 = (∅),
α1 = α2 = 0 and α3 = 1

The following lemma shows the G’s can be written as the polynomials in F ’s.

Lemma 5.14. For simplicity, we introduce the notaion:

F [k]
0,X := XakF [k]

0 +XkaF [k]
0 (5.67)

i.e.,

fk ∈ F [k]
0,X ⇐⇒ ∃gk, hk ∈ F [k]

0 : fk = Xakgk +Xkahk

Let w ∈ Iε and ||z| − 1| 6 2ε. Under the assumption of Lemma 3.2, for any D > 0, we have
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χaG
(∅,a)
aa ,∈n βF +O≺(N

−D) (5.68)

and
χaGaa ∈n αF +O≺(N

−D) (5.69)

For any k 6= a,

χa(G
(∅,a)
aa )−1G

(∅,a)
ka ∈n γF [k]

1/2 + F [k]
0,X +O≺(N

−D) (5.70)

and,

χaGak ∈n

√
α

Nη
F [k]

1/2 · F [∅] + (α+ βγ)F [∅] · F [k]
0,X +O≺(N

−D) (5.71)

For any k, l 6= a,

χa

(
Gkl −G

(a,a)
kl

)
∈n

(
χa

Nη
F [k]

1/2F
[l]
1/2 + βγF [k]

0,XF [l]
1/2 + βγF [l]

0,XF [k]
1/2 + βF [k]

0,XF [l]
0,X

)
F [∅] +O≺(N

−D) (5.72)

Furthermore, (5.68)-(5.72) hold uniformly for ||z| − 1| 6 2ε, w ∈ Iε and 1 6 k, l 6= a 6 N

Proof of Lemma 5.14: Because one can easily check the uniformness, in the following proof we will only
focus on the fixed w, z, k and l. Recall (4.18) and (5.33), with the assumption w ∈ Iε and ||z| − 1| 6 2ε,
we know the results in Lemma 5.6 and 5.7 hold under the assumption of this lemma. Furthermore, these
results also hold for X(a,a)(instead of X).

1. We first prove (5.68). Applying Lemma 5.7 on X(a,a), with (5.25), (5.29) and the first inequality of
(5.57), we have

χaG
(a,a)
kl ∈

(
δkl α+ |w− 1

2 |γ
)
F0, and |w− 1

2 |γ 6 α (5.73)

Then with
Z(a)
a =

(
(XG(a,a)XT )aa −m(a,a)

)
(5.74)

and α := χam
(a,a), we have

χa(XG(a,a)XT )aa ∈n αF and χaZ
(a)
a ∈n αF . (5.75)

From (5.6) and (5.20) with i = a, T = a, we have

χaG(a,∅)
aa = χa

1

−w

1

1 +m(a,a) + Z
(a)
a

Then with (5.22), for any ε,D > 0, there exists Cε,D depending ε and D, such that

χaG(a,∅)
aa = χa

1

−w

Cε,D∑

k=1

(
1

(1 +m(a,a))k
(Z(a)

a )k−1

)
+O≺(N

−D)

holds with 1-high probability. Hence with (5.43) and χaZ
(a)
a ∈n m(a,a)F in (5.75), we obtain that

χaG(a,∅)
aa ∈n

1

wm(a,a)
F +O≺(N

−D) = βF +O≺(N
−D) (5.76)
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which implies (5.68) with the fact: G(a,∅)
aa and G

(∅,a)
aa have the same behavior.

2. Now we prove (5.69). From (5.30) and (5.4), with i = a and T = ∅, for any ε,D > 0, there exists
Cε,D depending ε and D such that with 1-high probability,

χaGaa =

Cε,D∑

k=1

−w−1χa

(1 +m
(a,∅)
G + |z|2G(a,∅)

aa )k
(Za)

k−1 + O≺(N
−D) (5.77)

Note: 1 + m
(a,∅)
G + |z|2G(a,∅)

aa is independent of the a-th column of X , but depends on the a-th row of X .
From (5.10) and (5.13), we have

Za = z
∑

k

(XT )akG(a,∅)
ka + z∗

∑

k

G(a,∅)
ak Xka +

∑

kl

(XT )akG(a,∅)
kl Xla −m

(a,∅)
G − |z|2G(a,∅)

aa (5.78)

Now we claim that for any D,
χaZa ∈n βF +O≺(N

−D) (5.79)

and

χa

(
1 +m

(a,∅)
G + |z|2G(a,∅)

aa

)−1

∈n wαF +O≺(N
−D) (5.80)

Combining (5.79), (5.80) and (5.77), we obtain (5.69).
2.a We prove (5.79) first. Using the G version of (5.61) and (5.76), we can write the first two terms of

the r.h.s. of (5.78) as we can write

χaz
∑

k

(XT )akG(a,∅)
ka + χaz

∗
∑

k

G(a,∅)
ak Xka = 2χa Re z

(
G(a,∅)X

)

aa
∈n βγF +O≺(N

−D) (5.81)

Similarly for the third term of the r.h.s. of (5.78), using (5.2), we can write it as

(XTG(a,∅)X)aa =
∑

kl

(XT )akG(a,a)
kl Xla + (G(a,∅)

aa )−1
∑

kl

(XT )akG(a,∅)
ka G(a,∅)

al Xla

=(XTG(a,a)X)aa + (G(a,∅)
aa )−1

(
G(a,∅)X

)

aa

(
G(a,∅)X

)

aa

Using (5.75) , (5.61) and (5.76), we obtain

χa(X
TG(a,∅)X)aa ∈n αF + βγ2F + O≺(N

−D), (5.82)

For the fourth term of the r.h.s. of (5.78), using (5.2), we have

G(a,a)
kk = G(a,∅)

kk − G(a,∅)
ka G(a,∅)

ak

G(a,∅)
aa

Together with (5.60), it implies that

m
(a,∅)
G = m(a,a) +

1

N
G(a,∅)
aa

((
XS̃SXT

)

aa
+ 1
)

(5.83)

and

χam
(a,∅)
G ∈n αF + βγ2F +

1

N
βF +O≺(N

−D)
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Now inserting these bounds back to (5.78) and using the relations between α, β and γ in (5.54) and (5.55),
we obtain (5.79).

2.b Now we prove (5.80). With (5.83) and

(G(a,∅)
aa )−1 = −w(1 + (XG(a,a)XT )aa) = −w(1 +m(a,a) + Z(a)

a )

we write

1

1 +m
(a,∅)
G + |z|2G(a,∅)

aa

=

(
G(a,∅)
aa

)−1

1+m(a,a)

G(a,∅)
aa

+ 1
N

((
XS̃SXT

)

aa
+ 1
)
+ |z|2

(5.84)

=
−w(1 + (XG(a,a)XT )aa)

−w(1 +m(a,a))(1 +m(a,a) + Z
(a)
a ) + 1

N

((
XS̃SXT

)

aa
+ 1
)
+ |z|2

We write this denominator as

(
−w(1 +m(a,a))(1 +m(a,a)) + |z|2

)
+

(
−w(1 +m(a,a))Z(a)

a +
1

N

((
XS̃SXT

)

aa
+ 1
))

(5.85)

With (5.22), (5.43), (5.18), we can bound the first term in the second bracket as follows:

χa|w(1 +m(a,a))Z(a)
a | 6 N−ε/5

holds with 1-high probability. Together with (5.60) and (5.55), with 1-high probability, we can bound the
second bracket of (5.85) as

χa

(
−w(1 +m(a,a))Z(a)

a +
1

N

((
XS̃SXT

)

aa
+ 1
))

6 N−ε/6 (5.86)

On the other hand, we claim for some C > 0, the following inequality holds with 1-hight probability.

χa

∣∣∣−w(1 +m(a,a))(1 +m(a,a)) + |z|2
∣∣∣ > χa(logN)−C (5.87)

If (5.87) does not hold, then χa = 1 and 1 +m(a,a) = (−|z| + O(logN)−C)w−1/2. With (4.3), (5.21) and
||z| − 1| 6 2ε , we obtain

1 +m
(a,∅)
G = (−|z|+ O(logN)−C)w−1/2, (5.88)

It follows from 1 +m(a,a) = (−|z|+O(logN)−C)w−1/2 and (5.23) that

G(a,∅)
aa = (|z|−1 +O(logN)−C)w−1/2 (5.89)

Inserting them into (5.10), with (2.6), we have

|Za| = O(logN)−Cw−1/2 (5.90)

Now insert (5.88), (5.89) and (5.90) into (5.4), we obtain |Gaa| > (logN)C−1|w|−1/2 for any C > 0, which
contradacts (5.15). Therefore, (5.87) must hold for some C > 0.
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Recall the denominator of the r.h.s. of (5.84) equals to the sum of the l.h.s. of (5.86),(5.87) (see (5.85)).
Then inserting (5.86),(5.87) into (5.85), we have that for any fixed D, there exists Cε,D, such that with
1-high probability,

χa

1 +m
(a,∅)
G + |z|2G(a,∅)

aa

= −χaw(1 + (XG(a,a)XT )aa) (5.91)

∗
Cε,D∑

k=1

(
(−w(1 +m(a,a))Z

(a)
a + 1

N

((
XS̃SXT

)

aa
+ 1
))k−1

(
−w(1 +m(a,a))(1 +m(a,a)) + |z|2

)k +O≺(N
−D)

For the terms in (5.91), we apply (5.75) on (XG(a,a)XT )aa and Z
(a)
a , apply (5.24) on (1 + m(a,a)), apply

(5.60) on
(
XS̃SXT

)

aa
, apply (5.55) on γ and apply (5.87) on the denominator of (5.91), we obtain

χa

1 +m
(a,∅)
G + |z|2G(a,∅)

aa

∈n −χa (wF + wαF)

Cε,D∑

k=1

(
−wα2F + γ2F

)k−1
+O≺(N

−D)

With the bounds of α and γ in (5.54), (5.55) and (5.57), it implies (5.80). Combining (5.79), (5.80) and
(5.77), we obtain (5.69).

3. For (5.70), it clearly follows the Def. 5.11, (5.58) and Def. 5.13.

4. Now we prove (5.71). First with (5.6) and (5.13), we have

(Gaa)
−1 = −w(1 + (Y G(∅,a)Y T )aa). (5.92)

Applying (5.3) on Gak with i = a, recalling Y = X − zI, we have

Gak =G
(∅,a)
ak + wGaa

(
(G(∅,a)XT )aa − z∗G(∅,a)

aa

)(
(XG(∅,a))ak − zG

(∅,a)
ak

)
(5.93)

=G
(∅,a)
ak + wGaaG

(∅,a)
aa |z|2G(∅,a)

ak − zwG
(∅,a)
ak Gaa(G

(∅,a)XT )aa

− z∗wGaaG
(∅,a)
aa (XG(∅,a))ak + wGaa(G

(∅,a)XT )aa(XG(∅,a))ak

Writing the first term in the r.h.s. as G
(∅,a)
ak Gaa(Gaa)

−1 and applying (5.92) on (Gaa)
−1, we can write the

first three terms in the r.h.s. of (5.93) as

(
−1− (XG(∅,a)XT )aa + z∗(XG(∅,a))aa

)
wGaaG

(∅,a)
ak

Therefore

Gak =
(
−1− (XG(∅,a)XT )aa + z∗(XG(∅,a))aa

)
wGaaG

(∅,a)
ak +

(
−z∗G(∅,a)

aa + (G(∅,a)XT )aa

)
wGaa(XG(∅,a))ak

(5.94)

Inserting (5.68)-(5.70), (5.81), (5.82), the fact: αβ = χa and (5.61) into (5.94), we have

χaGak ∈n

(
1 + α+ βγ + βγ2

)
F [∅]

(
γF [k]

1/2 + F [k]
0,X

)
+ (1 + γ)F [∅](XG(∅,a))ak + O≺(N

−D)
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More precisely, here what we used is the G-version of (5.81), (5.82), i.e.,

χa(XG(∅,a))aa ∈n βγF and χa(XG(∅,a)XT )aa ∈ (α+ βγ2)F .

They follows from (5.81), (5.82) and the symmetry between G and G.
Next using (5.57), we have

χaGak ∈n (α+ βγ)F [∅]
(
γF [k]

1/2 + F [k]
0,X

)
+ F [∅](XG(∅,a))ak +O≺(N

−D) (5.95)

∈nχa

√
α

Nη
F [k]

1/2 · F [∅] + (α+ βγ)F [∅] · F [k]
0,X + χa(XG(∅,a))akF [∅] +O≺(N

−D)

For (XG(∅,a))ak in (5.95), using (5.2), for k 6= a we have (note: s can be a)

G
(a,a)
sk = G

(∅,a)
sk − G

(∅,a)
sa G

(∅,a)
ak

G
(∅,a)
aa

Together with (5.61), (5.68) and (5.70), it implies that

χa(XG(∅,a))ak = χa(XG(a,a))ak + χa
(XG(∅,a))aa

G
(∅,a)
aa

G
(∅,a)
ak (5.96)

∈n χa(XG(a,a))ak + βγ2F [∅] · F [k]
1/2 + βγF [∅] · F [k]

0,X +O≺(N
−D)

It follows from (5.73), (note: |w−1/2|γ = α1/2(Nη)−1/2) that

χa(XG(a,a))ak ∈n

√
α

Nη
F [k]

1/2 + αF [k]
0 Xak ∈n

√
α

Nη
F [k]

1/2 + αF [k]
0,X .

Inserting it into (5.96), with Lemma 5.10, we obtain

χa(XG(∅,a))ak ∈n

√
α

Nη
F [k]

1/2 · F [∅] + (α+ βγ)F [∅] · F [k]
0,X +O≺(N

−D) (5.97)

Together with (5.95), we obtain (5.71).

5. Now we prove (5.72). With (5.97), (5.70) and Lem. 5.10, we have

χα

(
(G(∅,a)XT )ka − z∗G(∅,a)

ka

)
∈n βγF [k]

1/2 · F [∅] + βF [∅] · F [k]
0,X +O≺(N

−D) (5.98)

Together with (5.3), (5.92), (5.68) and (5.56), we can write Gkl as follow,

χa

(
Gkl −G

(∅,a)
kl

)
=χawGaa

(
(G(∅,a)XT )ka − z∗G(∅,a)

ka

)(
(XG(∅,a))al − zG

(∅,a)
al

)
(5.99)

∈n
1

β
F [∅]

(
βγF [k]

1/2 · F [∅] + βF [∅] · F [k]
0,X

)(
βγF [l]

1/2 · F [∅] + βF [∅] · F [l]
0,X

)
+O≺(N

−D)

∈n
1

Nη
F [k]

1/2 · F
[l]
1/2 · F [∅] + βγ

(
F [k]

0,X · F [l]
1/2 + F [l]

0,X · F [k]
1/2

)
· F [∅] + βF [k]

0,X · F [l]
0,X · F [∅] +O≺(N

−D)
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Furthermore, with (5.2), (5.68), (5.70) and (5.56), we can write G
(∅,a)
kl as

χa

(
G

(∅,a)
kl −G

(a,a)
kl

)
= χa

G
(∅,a)
ka G

(∅,a)
al

G
(∅,a)
aa

= χaG
(∅,a)
aa

G
(∅,a)
ka

G
(∅,a)
aa

G
(∅,a)
al

G
(∅,a)
aa

∈n
χa

Nη
F [k]

1/2F
[l]
1/2F [∅] + βγ

(
F [k]

0,XF [l]
1/2 + F [l]

0,XF [k]
1/2

)
F [∅] + βF [k]

0,XF [l]
0,XF [∅] +O≺(N

−D)

Therefore, together with (5.99), we obtain (5.72).

Next, we write the terms appeared in the Lemma 4.9 as polynomials in F , F1/2 and F1/2 ·F (with proper
coefficients and ignorable error terms).

Lemma 5.15. Let w ∈ Iε and ||z| − 1| 6 2ε. Under the assumption of Lemma 3.2, for any fixed large D > 0,

with χa defined in (4.17) and F
[k]
0,X defined in (5.67), we have that for k 6= a

χa(m−m(a,a)) ∈n
1

Nη
F +O≺(N

−D) (5.100)

χaGbb ∈n βF +O≺(N
−D) (5.101)

χa(Y G)aa ∈n F +O≺(N
−D) (5.102)

χa(Y G)ak ∈n γF [k]
1/2 · F [∅] + F [k]

0,XF [∅] +O≺(N
−D), (5.103)

χa(Y G2)ab ∈n
χa

η
F1/2 · F +XbaF +O≺(N

−D). (5.104)

χa(G
2)aa ∈n

α

η
F +O≺(N

−D) (5.105)

χa(G
2)bb ∈n βη−1F +O≺(N

−D) (5.106)

χa(Y G2Y ∗)aa ∈n
wα

η
F +O≺(N

−D) (5.107)

Proof of Lemma 5.15: 1. For (5.100), using (5.72) and (5.69), we have

χa(m−m(a,a)) =
χa

N
Gaa + χa

1

N

∑

k 6=a

(
Gkk −G

(a,a)
kk

)

∈n
α

N
F +

1

N

∑

k 6=a

(
χa

Nη
F [k]

1/2F
[k]
1/2 + βγF [k]

0,XF [k]
1/2 + βF [k]

0,XF [k]
0,X

)
F [∅] +O≺(N

−D)

∈n

(
α

N
+

1

Nη
+

βγ

N
+

β

N

)
F +O≺(N

−D)

Here for the last ∈n, we used

∑

k 6=a

1

N
F [k]

1/2F
[k]
1/2 ∈ F ,

∑

k 6=a

F [k]
0,XF [k]

1/2 ∈ F ,
∑

k 6=a

F [k]
0,XF [k]

0,X ∈ F . (5.108)

Then with (5.54) and (5.55), we obtain (5.100).
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2. For (5.101), it follows from (5.72), F1/2 · F1/2 ⊂ F and the fact: Xab = 0 that

χaGbb ∈n χaG
(a,a)
bb +

χa

Nη
F + βγXbaF1/2 · F + βXbaXbaF

∈n αF +
χa

Nη
F + (β + γβ)F

where we used (5.25) on G
(a,a)
bb , Xba ∈ F1/2. Now using Lemma 5.10, we obtain (5.101).

3. For (5.102), with (5.3) and (5.92), we can write it as

χa(Y G)aa = −χawGaa(Y G(∅,a))aa = −χawGaa

(
(XG(∅,a))aa − zG(∅,a)

aa

)
(5.109)

Then with (5.69), (5.68) and (5.81), we obtain (5.102).
4. Now we prove (5.103), with (5.3) and (5.92) again, we write it is

(Y G)ak = −wGaa(Y G(∅,a))ak = −wGaa

(
(XG(∅,a))ak − zG

(∅,a)
ak

)
(5.110)

Then using (5.98) and (5.69), we obtain (5.103).
5. For (5.104), by definition, we write (Y G2)ab as

(Y G2)ab =
∑

k 6=a

(Y G)akGkb + (Y G)aaGab

Then using (5.103), (5.72), with Xab = 0, we get

χa

∑

k 6=a

(Y G)akGkb (5.111)

∈n

∑

k 6=a

F [∅]
(
γF [k]

1/2 + F [k]
0,X

)(
G

(a,a)
kb +

χa

Nη
F [k]

1/2F
[b]
1/2 + βγ

(
F [k]

0,XF [b]
1/2 + F [b]

0,XF [k]
1/2

)
+ βF [k]

0,XF [b]
0,X

)

With (5.108) and Lemma 5.10, we obtain

χa

∑

k 6=a

(Y G)akGkb ∈n F [∅]∑

k 6=a

(
γF [k]

1/2 + F [k]
0,X

)
G

(a,a)
kb +

χa

η

(
F [b]

1/2F [∅] + F [b]Xba

)

Then applying (5.73) on G
(a,a)
kb , we obtain χaG

(a,a)
kb ∈

(
|w|−1/2γ + δkbα

)
F [k,b]

0 . Now with

∑

k 6=a

F [k]
1/2 · F

[k,b]
0 ∈ NF1/2,

∑

k 6=a

F [k]
0,X · F [k,b]

0 ∈ F1/2

and Lemma 5.10 again, we get

χa

∑

k 6=a

(Y G)akGkb ∈n
χa

η

(
F [b]

1/2F [∅] + F [b]Xba

)

Similarly, with (5.102), (5.71) and Lemma 5.10 again, we obtain

χa(Y G)aaGab ∈n
χa

η

(
F [b]

1/2F [∅] + F [b]Xba

)
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and we obtain (5.104).

6. For (5.105), we write (G2)aa as

χa(G
2)aa = χa

∑

k 6=a

GakGka + χa(Gaa)
2 ∈n

∑

k 6=a

χaGakGka +
α

η
F

where for the second ∈n, we used (5.69) and (5.54). As in (5.111), using (5.71) and (5.108), we have

χa

∑

k 6=a

GakGka =
∑

k 6=a

(√
α

Nη
F [k]

1/2 · F [∅] + (α+ βγ)F [∅] · F [k]
0,X

)2

∈n

(
α

η
+ (α+ βγ)

2

)
F

Then with Lemma 5.10, we obtain (5.105).
7. (5.106), we write it as

χa(G
2)bb =

∑

k 6=a,b

GbkGkb + (Gbb)
2 + (Gab)

2

With (5.72), (5.108) and
∑

k F
[k,b]
α ∈ NF [b]

α , (α = 0, 1/2, ∅), after a tedious calculation, we get

χa

∑

k 6=a,b

GbkGkb

=
∑

k 6=a,b

(√
α

Nη
F [k,b]

0 +
χa

Nη
F [k]

1/2F
[b]
1/2 + βγ

(
F [k]

0,XF [b]
1/2 + F [b]

0,XF [k]
1/2

)
+ βF [k]

0,XF [b]
0,X

)2

F [∅]

∈n
α

η
F +

(
1

η

√
α

Nη
+ βγ

√
α

Nη
+

1

Nη2
+

βγ

Nη
+ β2γ2

)
F [b]

1/2F
[b]
1/2F +O≺(N

−D)

+

(
Nβγ

√
α

Nη
+ β

√
α

Nη
+

βγ

η
+

β

η
+ β2γ2 + β2γ

)
XbaF [b]

1/2F +
(
β2γ2N + β2γ + β2

)
X2

baF

Then using Lemma 5.10, F [b]
1/2F

[b]
1/2 ∈ F , XbaF [b]

1/2 ∈ F and X2
ba ∈ F , we obtain

χa

∑

k 6=a,b

GbkGkb ∈n
β

η
F +O≺(N

−D)

Similarly, using (5.72), and Lemma 5.10 we have

χaGbbGbb ∈n

(
α+

1

Nη
+ βγ + β

)2

F +O≺(N
−D) ∈n

β

η
F +O≺(N

−D)

Using (5.69), and Lemma 5.10 we have

χaGbaGab ∈n
β

η
F +O≺(N

−D)
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which completes the proof of (5.106).

8. For (5.107), it follows from

(Y G2Y T )aa = Gaa + w(G2)aa

and (5.69) and (5.105).

Now we are ready to prove Lemma 4.9, which is the key lemma in the proof of our main result.

5.4 Proof of lemma 4.9. First with m − m(a,a) = O(Nη)−1 (see (4.3)) and the definition of χa, for any
fixed D > 0, with 1-high probability, we can write the h(tX) as

h(tX) = χah(tX) =

Cε,D∑

k=0

1

k!
h(k)(tX(a,a))χa

(
Rem− Rem(a,a)

Nε(Nη)−1

)k

+O(N−D)

where constant Cε,D depends on ε on D, and h(k) is the k − th derivative of h. Using (5.100) and the fact
that h is smooth and supported in [1, 2], we obtain

h(tX) ∈n F +O≺(N
−D) (5.112)

and

h(tX)− h(tX(a,a)) ∈n N−ε1(|tX(a,a) | 6 2)F +O≺(N
−D) (5.113)

Note: 1(|tX(a,a) | 6 2) = 1(|Rem(a,a)| 6 2Nε(Nη)−1). Similarly, one can prove

h′(tX), h′′(tX), h′′′(tX) ∈n 1(|tX(a,a) | 6 2)F +O≺(N
−D) (5.114)

Using (5.112), (5.113) and (5.100), we have

(
h(tX)Rem− h(tX(a,a))Rem(a,a)

)
∈n

(
h(tX)Rem(a,a) − h(tX(a,a))Rem(a,a)

)
+

1

Nη
F +O(N−D)

∈n
1

Nη
F +O≺(N

−D) (5.115)

It implies (4.19).

For (4.20), recall Bm(X) is defined as

Bm(X) :=
1

m!
(N1−εη)(m−1)

(
mh(m−1)(tX) + h(m)(tX)tX

)

Then using (5.112), (5.114) and (5.100), we obtain (4.20).

Similarly, for (4.21), the terms appearing in the definition (3.20) have been all bounded in (5.104), (5.69),
(5.106), (5.104), (5.107) and (5.101). With a simple calculation, one can obtain (4.21) and complete the
proof.
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