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HODGE-THEORETIC MIRROR SYMMETRY FOR TORIC STACKS

TOM COATES, ALESSIO CORTI, HIROSHI IRITANI, AND HSIAN-HUA TSENG

Abstract. Using the mirror theorem [15], we give a Landau–Ginzburg mirror description for
the big equivariant quantum cohomology of toric Deligne–Mumford stacks. More precisely,
we prove that the big equivariant quantum D-module of a toric Deligne–Mumford stack is
isomorphic to the Saito structure associated to the mirror Landau–Ginzburg potential. We
give a GKZ-style presentation of the quantum D-module, and a combinatorial description of
quantum cohomology as a quantum Stanley–Reisner ring. We establish the convergence of
the mirror isomorphism and of quantum cohomology in the big and equivariant setting.
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1. Introduction

This paper is the last in a series of papers [14, 15] that study the genus-zero Gromov–
Witten theory of toric Deligne–Mumford stacks. Let X be a toric Deligne–Mumford stack,
or toric stack for short, that satisfies a mild semi-projectivity hypothesis (spelled out below).
In [15] we proved a mirror theorem that says that a certain hypergeometric function, called
the I-function, lies on the Givental cone for X. This determines all genus-zero Gromov–
Witten invariants of X. The present paper builds on this mirror theorem to establish Hodge-
theoretic mirror symmetry for toric stacks in a very general setting – without assuming that
X is compact, or imposing any positivity condition on c1(X). We prove that the big and
equivariant quantum cohomology D-module of X can be described as the Saito structure of
the Landau–Ginzburg model mirror to X.

It has been proposed by Givental [32] (see also [46]) that the mirror of a toric manifoldX is a
Landau–Ginzburg model, or more precisely, a Laurent polynomial function F = F (x1, . . . , xn)
with Newton polytope equal to the fan polytope ofX. In particular, Givental [37] showed that,

for weak Fano toric manifolds X, oscillatory integrals
∫
eF/z dx1···dxn

x1···xn
give solutions of the small

quantum cohomology D-module of X. His result also implies that the quantum cohomology
ring of X is isomorphic to the Jacobian ring of F , via an isomorphism which matches the
Poincaré pairing with the residue pairing. Givental-style mirror symmetry has been extended
to big quantum cohomology by Barannikov, Douai–Sabbah, and Mann [3,27,60]; this compares
the Frobenius manifold structure [28] defined by the big quantum cohomology of X with
K. Saito’s flat structure [71,72] associated to a miniversal unfolding of F .

Let us briefly review our main construction. Let X be a toric Deligne–Mumford stack with
semi-projective coarse moduli space. (This means that the coarse moduli space is projective
over affine and contains a torus-fixed point.) We introduce an unfolding F (x; y) of Givental’s
Landau–Ginzburg potential by choosing a finite subset G in the fan lattice N:

F (x; y) =
m∑

i=1

yiQ
λ(bi)xbi +

∑

k∈G
ykQ

λ(k)xk

where b1, . . . , bm are generators of one-dimensional cones of the stacky fan of X, Q is the
Novikov variable, λ(bi) and λ(k) ∈ H2(X,Q) are certain curve classes, x ∈ Hom(N,C×) is a
torus co-ordinate, and yi, yk are deformation parameters. See §4.2 for details. Generalizing
the construction in [52] to stacks, we introduce a formal and logarithmic Landau–Ginzburg
model (see §4.4)

Ŷ F (x;y) //

��

C

M̂
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where Ŷ → M̂ is a degenerating family of affine toric varieties over the base M̂ = Spf C[[Λ+]]×
Spf C[[y]] with C[[Λ+]] the Novikov ring (i.e. the completed semigroup ring of the monoid

Λ+ ⊂ H2(X,Q) of effective curves). The spaces Ŷ and M̂ have natural log structures defined
by their toric boundaries. We then consider the logarithmic twisted de Rham complex

(
Ω•
Ŷ/M̂{z}, zd + dF∧

)

and define the Gauss–Manin system GM(F ) to be the top cohomology of this complex. In the
equivariant case, we consider the potential Fχ = F −∑n

i=1 χi log xi in place of F , where χi

are torus-equivariant parameters. The equivariant Gauss–Manin system GM(Fχ) is equipped

with the Gauss–Manin connection ∇, the grading operator GrB and the higher residue pairing
P : GM(Fχ)×GM(Fχ)→ ST[z][[Λ+]][[y]]. We call the quadruple

(1.1)
(
GM(Fχ),∇,GrB, P

)

the Saito structure associated with the Landau–Ginzburg model.

Theorem 1.1 (see Theorems 4.28, 6.11 for the details). The Saito structure (1.1) is iso-
morphic to the big and equivariant quantum connection of the toric stack X together with the
Poincaré pairing, under the identification of the base spaces given by a mirror map.

One of the important aspects in our construction is that the Landau–Ginzburg model is
partially compactified across the large radius limit point Q = 0; the Gauss–Manin connection
then has logarithmic singularities at Q = 0. The choice of a partial compactification is subtle

when X is a toric stack, rather than a toric manifold, because the family Ŷ → M̂ then carries
an additional Galois symmetry of Picst(X) := Pic(X)/Pic(X), where X is the coarse moduli
space of X. The Galois symmetry has stabilizers along the compactifying divisor, and the

quotient family Ŷ/Picst(X)→ M̂/Picst(X) gives a partial compactification of the traditional
mirror family1. Our construction gives a generalization of the work of de Gregorio–Mann [22]
who studied the Jacobian ring at the limit Q = 0 for mirrors of weighted projective spaces
(see also [23] for a related partial compactification). The new ingredient for us is the refined
fan sequence (2.6) for stacky fans.

Our results yield a combinatorial description for the quantum D-module of toric stacks
which is closely related to the better-behaved GKZ system of Borisov–Horja [6]. We introduce
a fan D-module for a stacky fan (Definition 5.1) and show that the quantum D-module of the
corresponding toric stack X is isomorphic to the (Q, y)-adic completion of the fan D-module
(see Theorem 5.6). By taking the semiclassical limit z → 0 of the D-module, we obtain a
quantum Stanley–Reisner description of the big and equivariant quantum cohomology of X
as follows, generalizing the previous works [4, 5, 30,34,37,41,48,50,62]:

Theorem 1.2 (see Theorem 5.13 for the details). The big and equivariant quantum coho-
mology of X is isomorphic to the Jacobian ring of Fχ under the identification of parameters

given by the mirror map. The latter ring is isomorphic to the space
⊕̂

k∈N∩|Σ|C[[Λ+]][[y]]1k
equipped with the following product and H∗

T(pt,C)-module structure:

1k ⋆ 1ℓ = Qd(k,ℓ)
1k+ℓ, χ =

m∑

i=1

(χ · bi)yi1bi +
∑

ℓ∈G
(χ · ℓ)yℓ1ℓ

with χ ∈ H2
T(pt) = N⋆ ⊗ C. See (2.5) for the definition of d(k, ℓ) ∈ H2(X,Q).

1The correct mirror family should be thought of as a formal stack [Ŷ/Picst(X)] → [M̂/Picst(X)].



4 TOM COATES, ALESSIO CORTI, HIROSHI IRITANI, AND HSIAN-HUA TSENG

In the last part of the paper, we discuss the convergence of the mirror map and the mirror
isomorphism in Theorem 1.1. Beyond the weak Fano case or small quantum cohomology, it
was known [48] that the mirror isomorphism is not fully analytic: it is only defined over formal
power series in z in general. We prove a partial analyticity result for the mirror isomorphism
which in turn shows that the big and equivariant quantum cohomology itself is convergent
and analytic.

Theorem 1.3 (see Theorem 7.2, Corollary 7.3 for the details). The mirror map and the
isomorphism in Theorem 1.1 satisfy the following:

(1) The mirror map is analytic in (Q, y, χ).
(2) With respect to a basis of the Gauss–Manin system GM(Fχ) formed by polynomial dif-

ferential forms, the mirror isomorphism is a formal power series in z with coefficients
in analytic functions in (Q, y, χ).

It follows that the structure constants of the big and equivariant quantum cohomology of semi-
projective toric stacks are analytic functions in their arguments (τ, χ).

The proof uses mirror symmetry in an essential way. We combine the fact that the formal
asymptotic expansions of oscillatory integrals are Gevrey series of order 1 with a gauge fixing
result from [48, Proposition 4.8].

Remark 1.4. Hodge theoretic mirror symmetry for toric varieties or stacks has been studied
by many people. We explain how our results fit with this earlier work.

(1) In singularity theory, our Gauss–Manin system has been studied for isolated hyper-
surface singularities under the name of Brieskorn lattice. K. Saito [72] and M. Saito [73]
constructed flat (Frobenius manifold) structures on the base of miniversal deformations of
isolated singularities. This was generalized to global singularities by Sabbah, Barannikov,
and Douai–Sabbah [3, 26, 27, 70], and applications to mirror symmetry are discussed there.
See also Mann [60].

(2) More recently, Reichelt–Sevenheck [68, 69] constructed nc-Hodge structures, which
roughly speaking correspond to the Saito structures here, for mirrors of weak Fano toric
manifolds and discussed their relation to the GKZ system. They also used log structures on
the mirror to define the twisted de Rham complex; more precisely, they put log structures
along the toric boundary of each fiber of the mirror family Y →M, but not along Q = 0. They
described a logarithmic extension of the mirror D-module across Q = 0 using a GKZ-style
presentation. See also T. Mochizuki [63].

(3) Mirror symmetry for non-weak-Fano toric manifolds and its convergence were anal-
ysed by Iritani [48]. Fukaya–Oh–Ohta–Ono [30] gave a Jacobian description of the quantum
cohomology of general toric manifolds using Lagrangian Floer theory (see Chan–Lau–Leung–
Tseng [9] for an explicit computation in the weak Fano case). Gross [43] constructed mirrors
of the big quantum cohomology of P2 by counting tropical discs.

(4) A mirror theorem for weighted projective spaces was proved by Coates–Corti–Lee–
Tseng [16] and was generalized to toric stacks in our previous work [15]; see Cheong–Ciocan-
Fontanine–Kim [12] for a more general result. Based on these works, Landau–Ginzburg mirror
symmetry for small quantum D-modules was described by Iritani [50] for weak Fano toric
stacks, and by Douai–Mann [25] for weighted projective spaces. Iritani [50] also described the
natural integral structure on the mirror in terms of the Gamma class (see also [57]); a missing
piece in the present work is the identification of the integral (or rational, or real) structure
for mirrors of general toric stacks.

(5) González–Woodward [41] used gauged Gromov–Witten theory and quantum Kirwan
maps to give a Jacobian description for quantum cohomology of toric stacks.
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(6) After we finished a draft of this paper, we learned that Mann–Reichelt [61] studied
closely related logarithmic degenerations of mirrors of weak-Fano toric orbifolds along Q = 0.
They used an extended version of the refined fan sequence in the case where N has no torsion
(see [61, equation 2.17]) and obtained a logarithmic extension of the mirror D-module via a
GKZ-style presentation (see [61, Defintion 4.9, Theorem 6.6] and Remark 5.11).

Remark 1.5. It should be possible to construct the mirror map and the mirror isomorphism
for toric stacks via the Seidel representation [74] and shift operators [7], as [40, 52] did for
toric manifolds.

Acknowledgements. We thank Thomas Reichelt for his interest in our paper and helpful
comments. T.C. was supported in part by a Royal Society University Research Fellowship,
ERC Starting Investigator Grant number 240123, and the Leverhulme Trust. H.I. was sup-
ported in part by EPSRC grant EP/E022162/1 and JSPS Kakenhi Grant Number 16K05127,
16H06337, 25400069, 26610008, 23224002, 25400104, 22740042. H.-H.T. was supported in
part by NSF grant DMS-1506551 and a Simons Foundation Collaboration Grant.

2. Toric stacks

In this section, we establish notation for toric Deligne–Mumford stacks (toric stacks for
short) in the sense of Borisov, Chen and Smith [5]. For the basics on toric stacks or varieties,
we refer the reader to [5, 21,29,53,54].

2.1. Definition. A stacky fan [5] is a triple Σ = (N,Σ, β) consisting of

• a finitely generated abelian group N of rank n;
• a rational simplicial fan Σ in the vector space NR = N⊗Z R;
• a homomorphism β : Zm → N such that {R≥0b1, . . . ,R≥0bm} is the set of one-
dimensional cones of Σ, where bi = β(ei) is the image of the ith basis vector ei ∈ Zm.

Abusing notation, we shall identify a cone σ of Σ with the subset {i : bi ∈ σ} of {1, . . . ,m}.
For instance, we write I ∈ Σ for I ⊂ {1, . . . ,m} if the cone spanned by {bi : i ∈ I} belongs to
Σ, and we write i ∈ σ for a cone σ ∈ Σ if bi ∈ σ. Define

UΣ := Cm \
⋃

{1,...,m}\I /∈Σ
CI ,

where CI = {(Z1, . . . , Zm) ∈ Cm : Zi = 0 for i /∈ I}. Define the group G by

G := H−1(Cone(β)⊗L C×).

This is isomorphic to the product of the algebraic torus (C×)m−n and a finite group. The group
G acts on Cm via the connecting homomorphism H−1(Cone(β) ⊗L C×) → H0(Zm ⊗ C×) =
(C×)m. A toric Deligne–Mumford stack X associated to the stacky fan Σ is defined [5] to be
the quotient stack

X := [UΣ/G] .

We assume that

• Σ contains a cone of maximal dimension n = dimNR;
• the support |Σ| of the fan Σ is convex;
• the fan admits a strictly convex piecewise linear function f : |Σ| → R which is linear
on each cone.
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These assumptions are equivalent to the condition that the coarse moduli space X of X is
semi-projective [21], that is, X is projective over an affine variety and has a torus fixed point.
We set

L := Ker(β), M := Hom(N,Z).

By definition, L is the lattice of relations among b1, . . . , bm. The fan sequence is the exact
sequence:

(2.1) 0 −−−−→ L −−−−→ Zm β−−−−→ N

and the divisor sequence is its Gale dual [5]:

(2.2) 0 −−−−→ M
β⋆

−−−−→ (Zm)⋆
D−−−−→ L∨,

where L∨ := H1(Cone(β)⋆) ∼= Hom(G,C×) and the map D : (Zm)⋆ → L∨ is induced by the
natural map (Zm)⋆ → (Cone(β)[−1])⋆ = Cone(β)⋆[1]. The ordinary dual L⋆ = Hom(L,Z) can
be identified with the torsion-free part L∨/(L∨)tor of L∨ and the torsion part of L∨ is given
by (L∨)tor = Hom(Cok(β),C×). Note that Cok(β) ∼= π0(G) is isomorphic to the orbifold
fundamental group of X. The torsion part Ntor of N is isomorphic to the generic stabilizer
Ker(G → (C×)m) of X. We write ui = e⋆i ∈ (Zm)⋆ for the ith basis vector and Di := D(ui)
for the image of ui by D.

Notation 2.1. By the subscripts Q, R, C, we mean the tensor products with Q, R, C (over
Z), e.g. NR = N⊗R, LQ = L⊗Q. For an element k ∈ N, we denote by k the image of k in

NQ (or in NR). By abuse of notation, we write N ∩ |Σ| := {k ∈ N : k ∈ |Σ|}.
2.2. Torus action and divisor sequence. The (C×)m-action on UΣ ⊂ Cm naturally induces
the action of the Picard stack T = [(C×)m/G] on X [29]. A line bundle on X corresponds to
a G-equivariant line bundle on UΣ, which is determined by a character of G. Similarly, a T-
equivariant line bundle on X corresponds to a (C×)m-equivariant line bundle on UΣ, which is
determined by a character of (C×)m. Therefore we have the following natural identifications:

Pic(X) ∼= Hom(G,C×) = L∨,

PicT(X) ∼= Hom((C×)m,C×) = (Zm)⋆.

The natural map PicT(X) → Pic(X) can be identified with the map D : (Zm)⋆ → L∨ in the
divisor sequence (2.2). Let T := (C×)m/ Im(G → (C×)m) ∼= N ⊗ C× be the coarse moduli
space2 of T. The torus T acts on the coarse moduli space X of X. Taking first Chern classes
of (equivariant) line bundles, we obtain the following canonical identifications over Q:

H2(X,Q) ∼= L⋆
Q

H2
T(X,Q) ∼= (Qm)⋆

H2
T(pt,Q) ∼= MQ

(2.3)

such that the divisor sequence (2.2) over Q is identified with

0 −−−−→ H2
T(pt,Q) −−−−→ H2

T(X,Q) −−−−→ H2(X,Q) −−−−→ 0.

Via the identification (2.3), we regard ui = e⋆i ∈ (Qm)⋆, Di ∈ L⋆
Q as (equivariant or non-

equivariant) cohomology classes. These are the (equivariant or non-equivariant) Poincaré
duals of the toric divisor [{Zi = 0}/G] ⊂ [UΣ/G], where Zi is the ith co-ordinate on Cm.

2There exists an exact sequence of Picard stacks: 1 → BNtor → T → T → 1 and this sequence splits:
T ∼= BNtor × T; see [29, Proposition 2.5]. Thus the T-action on X lifts to a T-action on X.
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2.3. Inertia stack, Box and orbifold cohomology. Recall that the inertia stack IX is
defined to be the fiber product X×∆,X×X,∆ X of the diagonal morphisms ∆: X → X × X. A
point of IX is given by a pair (x, g) of a point x ∈ X and an automorphism g ∈ Aut(x). There
is a map inv : IX→ IX that sends (x, g) to (x, g−1). Borisov, Chen and Smith [5, Lemma 4.6]
showed that connected components of the inertia stack IX are indexed by the set Box:

Box :=
⋃

σ∈Σ
Box(σ), Box(σ) :=

{
v ∈ N

∣∣∣∣∣ v ∈ σ, v =
∑

i∈σ
cibi, ci ∈ [0, 1)

}
.

Let Xv denote the component of IX corresponding to v ∈ Box; then we have IX =
⊔

v∈Box Xv.
The component Xv is isomorphic to the closed toric substack of X associated with the minimal
cone σ(v) ∈ Σ containing v ∈ NR. See the proof of Lemma 4.7 below for the description of
the stabilizer gv ∈ G along Xv.

Notation 2.2. We introduce a function Ψ: N ∩ |Σ| → (Q≥0)
m by

Ψ(k) = (Ψi(k))1≤i≤m, Ψi(k) :=

{
ci i ∈ σ;
0 i ∈ {1, . . . ,m} \ σ,

where k ∈ N ∩ |Σ|, σ ∈ Σ is the minimal cone containing k and we write k =
∑

i∈σ cibi. The
age function | · | : N ∩ |Σ| → Q≥0 is defined to be |k| =∑m

i=1 Ψi(k).

Let Xv denote the coarse moduli space of Xv. The orbifold cohomology group [11] of X is
defined to be

H∗
CR(X) :=

⊕

v∈Box

H∗−2|v|(Xv ,C).

The T-equivariant orbifold cohomology group is defined similarly:

H∗
CR,T(X) :=

⊕

v∈Box

H
∗−2|v|
T (Xv ,C).

Chen and Ruan [11] introduced a super-commutative product structure on orbifold coho-
mology, called the Chen–Ruan cup product. For toric stacks, the Chen–Ruan product is
commutative. The orbifold cohomology ring of the toric stack X has been computed by
Borisov–Chen–Smith [5] in the complete case, Jiang–Tseng [55] in the semi-projective case,
and by Liu [58] in the equivariant case. The T-equivariant orbifold cohomology ring is:

H∗
CR,T(X)

∼=
⊕

k∈N∩|Σ|
Cφk

where the product structure is given by:

(2.4) φk1 · φk2 =

{
φk1+k2 if k1,k2 lie in the same cone of Σ;

0 otherwise

and the RT := H∗
T(pt,C) = Sym∗(MC)-module structure is given by χ 7→∑m

i=1(χ · bi)φbi for
χ ∈ MC. The non-equivariant orbifold cohomology ring is the quotient of H∗

CR,T(X) by the
ideal generated by equivariant parameters χ ∈MC, i.e.

H∗
CR(X)

∼=
⊕

k∈N∩|Σ|Cφk

〈
∑m

i=1(χ · bi)φbi : χ ∈MC〉
.
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For a box element v ∈ Box, φv represents the identity class 1v ∈ H0
T(Xv) supported on the

component Xv. The element φbi , 1 ≤ i ≤ m, represents the class ui (or Di in the non-
equivariant case) of a toric divisor; see §2.2. In particular, we have

φk =

(
m∏

i=1

u
⌊Ψi(k)⌋
i

)
1v

for v = k−∑m
i=1⌊Ψi(k)⌋bi ∈ Box.

Remark 2.3. Since the odd cohomology of Xv vanishes, the Serre spectral sequence for
Xv ×T ET → BT degenerates over Q at the E2 term, and we find that H∗

CR,T(X) is a free

module over RT = H∗
T(pt) of rank dimH∗

CR(X).

2.4. Refined fan sequence. We introduce an overlattice Λ of L ∼= Hom(Pic(X),Z) which
contains all curve classes in X. This overlattice Λ fits into a refined version of the fan sequence
(2.1). Let O be the subgroup of Qm ⊕N given by

O :=
∑

k∈N∩|Σ|
Z(Ψ(k),k).

Note that O is a subgroup of {(λ,k) ∈ Qm ⊕N : β(λ) = k}. We define:

Λ := {(λ, 0) ∈ O} ⊂ Qm.

The lattice Λ is a subgroup of LQ ⊂ Qm, and contains L. For k1,k2 ∈ N ∩ |Σ|, define an
element d(k1,k2) ∈ Qm by

(2.5) d(k1,k2) := Ψ(k1) + Ψ(k2)−Ψ(k1 + k2).

It is easy to see that d(k1,k2) ∈ Λ, and moreover that Λ is generated by these classes:

Λ =
∑

k1,k2∈N∩|Σ|
Zd(k1,k2).

We obtain the following extension of the fan sequence (2.1):

(2.6)

0 // L //
� _

��

Zm //
� _

��

N

0 // Λ // O // N // 0

where the map O → N is projection to the second factor and the map Zm → O is given by
sending ei ∈ Zm to (ei, bi) ∈ O. We call the exact sequence in the second row the refined fan
sequence. Note that the torsion part Otor of O is isomorphic to Ntor under projection, and
hence the refined fan sequence splits.

Example 2.4. The fan sequence and the refined fan sequence for the toric stack X = P(1, 1, 2)
are:

0 // Z
_�

��

t(1 1 2)
// Z3

(b1 b2 b3) //
_�

��

Z2 // 0

0 // 1
2Z

// Z3 + Z

(
1/2
1/2
0

)
// Z2 // 0
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where N = Z2, L = Z, Λ = 1
2Z, b1 = t(1, 0), b2 = t(−1, 2), b3 = t(0,−1) and O = Z3 +

Z t(1/2, 1/2, 0).

Example 2.5. The refined fan sequence for the toric stack X = Bµ2 is

0 // 0 // Z/2Z
∼= // Z/2Z // 0

where N = Z/2Z, O = Z/2Z and Λ = 0.

Remark 2.6. The set of degrees in H2(X,Q) ∼= LQ of stable maps to X is generated by
representable toric morphisms f : P1

r1,r2 → X, where P1
r1,r2 denotes the one-dimensional toric

stack with coarse moduli space equal to P1, isotropy groups µr1 , µr2 at 0, ∞ respectively,
and no other isotropy groups. These toric morphisms are classified in [15, §3.5]. It is easy
to see that the degrees l(c, σ, j) of such toric morphisms given in [15, Definition 12, Remark
13] can be written as d(k1,k2) for some k1,k2 ∈ N∩ |Σ| lying in two maximal cones meeting
along a codimension one face. Therefore Λ contains all homology classes of stable maps. We
will prove in Lemma 4.8(2) below that Λ is the dual lattice of the Picard group of the coarse
moduli space. On the other hand, O should correspond to the group generated by classes in
H2(X,L;Q) ∼= Qm of orbi-discs with boundaries in a Lagrangian torus orbit L ⊂ X. The
notation O is intended to mean degrees of “open” curves.

2.5. Mori cone and associated monoids. For a cone σ ∈ Σ, we define the following cones:

C̃σ := {λ ∈ Rm : β(λ) ∈ σ, λi ≥ 0 for i /∈ σ} ,
Cσ := LR ∩ C̃σ = {λ ∈ LR : Di · λ ≥ 0 for i /∈ σ} .

(2.7)

Note that Di ·λ is the ith component of λ ∈ LR regarded as an element of Rm. We also define

OE(X) :=
∑

σ∈Σ
C̃σ ⊂ Rm,

NE(X) :=
∑

σ∈Σ
Cσ ⊂ LR.

Under the identification LR
∼= H2(X,R) from (2.3), NE(X) corresponds to the Mori cone,

i.e. the cone generated by effective curves. The cone OE(X) should be its open analogue. We
define:

Λ+ := Λ ∩NE(X),

O+ := {(λ,k) ∈ O : λ ∈ OE(X)} .

Lemma 2.7. Projection to the second factor defines a map O+ → N ∩ |Σ|. The fiber of this
map at k ∈ N ∩ |Σ| equals (Ψ(k),k) + Λ+. In particular, the fiber at 0 ∈ N ∩ |Σ|, which is
Λ ∩OE(X), equals Λ+.

Proof. It is clear from the definition that the projection to the second factor of an element in
O+ lies in N∩|Σ|. Also it is clear that (Ψ(k),k)+Λ+ is contained in the fiber at k ∈ N∩|Σ|.
Let (λ,k) lie in O+. We have (λ,k) = (λ − Ψ(k), 0) + (Ψ(k),k). We want to show that
λ−Ψ(k) ∈ Λ+. It suffices to show that λ−Ψ(k) ∈ NE(X), since it is clear that λ−Ψ(k) lies

in Λ. By assumption there exist λσ ∈ C̃σ for σ ∈ Σ such that λ =
∑

σ∈Σ λσ. We have that

kσ = β(λσ) ∈ σ and k = β(λ). Then

λ−Ψ(k) =
∑

σ∈Σ
(λσ −Ψ(kσ)) +

∑

σ∈Σ
Ψ(kσ)−Ψ(k).



10 TOM COATES, ALESSIO CORTI, HIROSHI IRITANI, AND HSIAN-HUA TSENG

Here λσ − Ψ(kσ) lies in Cσ and
∑

σ∈Σ Ψ(kσ)− Ψ(k) lies in Cτ for a cone τ containing k. It
follows that λ−Ψ(k) lies in

∑
σ∈Σ Cσ = NE(X). �

Remark 2.8. The group ring C[O+] of O+ can be viewed as an equivariant and orbifold
generalization of Batyrev’s quantum ring [4, 34]. See Theorem 5.13 below for its relation to
quantum cohomology.

3. Toric Gromov–Witten theory

In this section, we review Gromov–Witten invariants, quantum cohomology, the quantum
connection, and the Givental cone. Most of the arguments apply to semi-projective smooth
Deligne–Mumford stacks equipped with T-action; we restrict ourselves, however, to the toric
Deligne–Mumford stacks X from §2. We also recall the main result of our previous paper [15].

3.1. Gromov–Witten invariants. Gromov–Witten theory for symplectic orbifolds or
smooth Deligne–Mumford stacks has been developed by Chen–Ruan [10] and Abramovich–
Graber–Vistoli [1]. We refer the reader to [1, 10, 75] for a detailed discussion. For l ≥ 0 and
d ∈ H2(X,Z), we denote by X0,l,d the moduli stack of genus-zero twisted stable maps to X of
degree d (this is denoted by K0,l(X, d) in [1]). Note that X0,l,d is empty if l ≤ 2 and d = 0.

There are evaluation maps evi : X0,l,d → IX, i = 1, . . . , l, to the rigidified cyclotomic inertia

stack IX [1, §3.4]. For cohomology classes α1, . . . , αl ∈ H∗
CR,T(X) and non-negative integers

k1, . . . , kl, equivariant Gromov–Witten invariants are defined to be the T-equivariant integrals

〈
α1ψ

k1 , . . . , αlψ
kl
〉
0,l,d

=

∫ T

[X0,l,d]vir

l∏

i=1

ψki
i ev⋆i (αi)

where [X0,l,d]
vir is the (equivariant) virtual fundamental class [1, 75] and ψi is the first Chern

class of the ith universal cotangent line bundle over X0,l,d. We note that:

• since the underlying complex analytic spaces of the rigidified inertia stack and the
inertia stack are the same, we can pull back the cohomology classes αi via evi;
• when X is non-compact, we can define the right-hand side by the Atiyah–Bott-style
virtual localization formula [42,58]. In this case the integral takes values in the fraction
field ST := Frac(RT) of RT = H∗

T(pt,C).

A special case of Gromov–Witten invariants yields the orbifold Poincaré pairing : it is defined
by

(α, β) := 〈1, α, β〉0,3,0 =
∫

IX
α ∪ inv⋆ β

where the map inv was defined in §2.3. The pairing takes values in RT or in ST, depending
on whether X is compact or non-compact.

3.2. Quantum cohomology and the quantum connection. Recall the lattice Λ ⊂
H2(X,Q) and the monoid Λ+ of curve classes from §§2.4–2.5. The quantum cohomology of X
is defined over the Novikov ring C[[Λ+]], which is the completion of the group ring C[Λ+]. We
write Qd ∈ C[[Λ+]] for the element corresponding to d ∈ Λ+. The big equivariant quantum
product ⋆ is a formal family of commutative ring structures parametrized by τ ∈ H∗

CR,T(X),
defined by

(3.1) (α ⋆ β, γ) =
∞∑

l=0

1

l!
〈α, β, γ, τ, . . . , τ〉0,l+3,dQ

d
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where α, β, γ ∈ H∗
CR,T(X). Since the orbifold Poincaré pairing is non-degenerate, this uniquely

defines α ⋆ β. Choose a homogeneous basis {Ti} of H∗
CR,T(X) over RT and write τ =

∑
i τ

iTi.

We regard {τ i} as co-ordinates on H∗
CR,T(X). For a ring K, we write K[[τ ]] = K[[{τ i}]] for

the ring of formal power series in {τ i}. The big equivariant quantum product defines a
commutative ring structure on

H∗
CR,T(X)⊗RT

RT[[Λ+]][[τ ]].

Note that we do not need the fraction field ST even when X is non-compact. This is because
the evaluation map evi : X0,l,d → IX is always proper, and we can define the quantum product
in terms of the push-forward along the ev3. The properness of evi is ensured by the fact that
X is semi-projective. In particular, the non-equivariant quantum product is defined on

H∗
CR(X)⊗ C[[Λ+]][[τ ]]

as the non-equivariant limit. We also note that the Chen–Ruan cup product is the limit of
the quantum product as Q→ 0 and τ → 0.

The quantum connection is a pencil of flat connections with pencil parameter z. For
ξ ∈ L⋆

C
∼= H2(X,C) and a ring K, we write ξQ ∂

∂Q for the derivation of K[[Λ+]] such that

ξQ ∂
∂Q · Qd = (ξ · d)Qd. We also fix a splitting L⋆

C → (Cm)⋆ ∼= H2
T(X,C) (over C) of the

composition of the divisor sequence (2.2) with projection to the free part L∨ → L⋆, and write

ξ̂ ∈ H2
T(X,C) for the lift of ξ ∈ L⋆

C with respect to the splitting. The quantum connection is
defined by

∇ξQ ∂
∂Q

= ξQ
∂

∂Q
+

1

z
(ξ̂⋆)

∇ ∂

∂τi
=

∂

∂τ i
+

1

z
(Ti⋆)

(3.2)

for ξ ∈ H2(X,C). These operators define maps

H∗
CR,T(X)⊗RT

RT[z][[Λ+]][[τ ]]→ z−1H∗
CR,T(X)⊗RT

RT[z][[Λ+]][[τ ]].

The quantum connection is flat, i.e. [∇~v,∇~w] = ∇[~v, ~w]. Quantum cohomology has a grading
structure. Define the Euler vector field by

(3.3) EA = c1(X)Q
∂

∂Q
+
∑

i

(
1− 1

2 deg Ti
)
τ i

∂

∂τ i
+

n∑

i=1

χi
∂

∂χi

where c1(X) = D1+ · · ·+Dm ∈ L⋆ is the first Chern class of TX, deg Ti means the age-shifted
degree of Ti, and (χ1, . . . , χn) is a basis of MQ = H2

T(pt,Q) (so that RT = C[χ1, . . . , χn]).

EA is a derivation of RT[[Λ+]][[τ ]]. We define Gr0 ∈ EndC(H
∗
CR,T(X)) by

(3.4) Gr0(α) =
1

2
(deg α)α

for a homogeneous element α ∈ H∗
CR,T(X). We note that Gr0 is not linear over H∗

T(pt,C) =

RT. The grading on H∗
CR,T(X)⊗RT

RT[z][[Λ+]][[τ ]] is defined by the operator

GrA := z
∂

∂z
+ EA +Gr0
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where z ∂
∂z + EA acts on the coefficient ring RT[z][[Λ+]][[y]] and Gr0 acts on H∗

CR,T(X). That
is, we have

(3.5) GrA(cα) =

((
z
∂

∂z
+ EA

)
c

)
α+ cGr0 α

for c ∈ RT[z][[Λ+]][[y]] and α ∈ H∗
CR,T(X). The grading structure is compatible with the

quantum connection in the sense that
[
∇ξQ ∂

∂Q
,GrA

]
= 0,

[
∇ ∂

∂τi
,GrA

]
= (1− 1

2 deg Ti)∇ ∂

∂τi
.

There is a canonical fundamental solution for the quantum connection. Define M(τ, z) ∈
EndRT

(H∗
CR,T(X)) ⊗RT((z

−1))[[Λ+]][[τ ]] by

M(τ, z)α = α+
∑

d∈Λ+

∞∑

l=0

∑

i

Qd

l!

〈
α, τ, . . . , τ,

Ti
z − ψ

〉

0,l+2,d

T i

where {T i} is the basis of H∗
CR,T(X)⊗RT

ST dual to {Ti} with respect to the orbifold Poincaré

pairing, so that (Ti, T
j) = δji .

Proposition 3.1. The fundamental solution M(τ, z) satisfies the following differential equa-
tions:

M(τ, z)∇ ∂

∂τi
α =

∂

∂τ i
M(τ, z)α

M(τ, z)∇ξQ ∂
∂Q
α =

(
ξQ

∂

∂Q
+ z−1ξ̂

)
M(τ, z)α

M(τ, z)(GrA α) = GrA(M(τ, z)α)

for α ∈ H∗
CR,T(X) ⊗RT

RT[z][[Λ+]][[τ ]]. Moreover, M(τ, z) preserves the Poincaré pairing in

the sense that (M(τ,−z)α,M(τ, z)β) = (α, β) for all α, β ∈ H∗
CR,T(X).

Proof. These properties are well-known; see [35, Corollary 6.7], [65, Proposition 2], [36, §1],
[19, Proposition 2.4]. The first equation follows from the topological recursion relations as
explained in [65], the second equation follows by combining the first one with the divisor
equation (see e.g. [19, §2.6]), and the last one follows from the degree axiom for Gromov–
Witten invariants. That M(τ, z) preserves the Poincaré pairing is shown in [36, §1], [19,
Proposition 2.4]. �

We define the J-function to be

J(τ, z) = zM(τ, z)1

= z1+ τ +
∑

d∈Λ+,l≥0
(d,l)6=(0,0)

Qd

l!

〈
τ, . . . , τ,

T i

z − ψ

〉

0,l+1,d

Ti(3.6)

where 1 is the identity class supported on the non-twisted sector X ⊂ IX.

Remark 3.2. In the non-equivariant theory, we can introduce the connection in the z-
direction by the formula:

(3.7) ∇z ∂
∂z

= Gr−∇EA − n

2
.
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3.3. Galois symmetry. We introduce the Galois symmetry of the equivariant quantum
connection. This is an adaptation of [50, Proposition 2.3] to our setting. The age of a line
bundle L → X along the twisted sector Xv ⊂ IX, v ∈ Box, is defined to be the rational
number f = agev(L) ∈ [0, 1) such that the stabilizer gv along Xv acts on fibers of L|Xv

by
exp(2π

√
−1f). Recall from §2.2 that Pic(X) ∼= L∨. For ξ ∈ L∨, we write Lξ for the line

bundle corresponding to ξ. We define a linear map g0(ξ) : H
∗
CR,T(X)→ H∗

CR,T(X) by

g0(ξ)

( ⊕

v∈Box

τv

)
=
⊕

v∈Box

e2π
√
−1 agev(Lξ)τv

with τv ∈ H∗
T(Xv ,C). This map preserves the orbifold Poincaré pairing. Let

g(ξ)∗ : C[[Λ+]][[τ ]] → C[[Λ+]][[τ ]] denote the action on the variables (Q, τ) given as the pull-
back of the cohomology parameter τ by g0(ξ) and

g(ξ)∗Qd = e−2π
√
−1ξ·dQd

with d ∈ Λ+. This defines a morphism g(ξ) : Spf C[[Λ+]][[τ ]] → Spf C[[Λ+]][[τ ]] which induces
a map g0(ξ) on cohomology at Q = 0. We call the maps g0(ξ), g(ξ)

∗ the Galois action of
ξ ∈ L∨. Note that the Galois action descends to the action of the “stacky” Picard group (see
Lemma 4.8(2))

Picst(X) := Pic(X)/Pic(X).

The following proposition can be proved using an argument similar to [50, Proposition 2.3].

Proposition 3.3. The quantum connection is equivariant under the Galois action in the
sense that the map g0(ξ) : H

∗
CR,T(X)→ H∗

CR,T(X) intertwines the quantum connection ∇ with

g(ξ)∗∇ for ξ ∈ L∨:

g0(ξ) ◦ ∇ηQ ∂
∂Q
◦ g0(ξ)−1 = (g(ξ)∗∇)ηQ ∂

∂Q
= ηQ

∂

∂Q
+

1

z
g(ξ)∗(η̂⋆)

g0(ξ) ◦ ∇ ∂

∂τi
◦ g0(ξ)−1 = (g(ξ)∗∇) ∂

∂τi
=

∂

∂τ i
+

1

z
g(ξ)∗((g0(ξ)Ti)⋆).

where η ∈ L⋆
C. Moreover the fundamental solution M(τ, z) in Proposition 3.1 satisfies

g(ξ)∗M(τ, z) = g0(ξ)M(τ, z)g0(ξ)
−1.

3.4. Givental cone. Givental’s symplectic vector space [15, 38, 39] in equivariant Gromov–
Witten theory is

H = H∗
CR,T(X) ⊗RT

ST((z
−1))[[Λ+]]

equipped with the symplectic form:

Ω(f, g) = −Resz=∞(f(−z), g(z))dz.
The space H has a standard polarization H = H+ ⊕H−, where

H+ = H∗
CR,T(X)⊗ ST[z][[Λ+]],

H− = z−1H∗
CR,T(X) ⊗ ST[[z−1]][[Λ+]]

are Ω-isotropic subspaces. We can identify H with the contangent bundle T ⋆H+ via this
polarization. The equivariant Givental cone LX ⊂ H is defined as the graph of the differential
of the genus-zero descendant potential, defined in the formal neighbourhood of −z1 ∈ H+

[15, 39]. Equivalently, we can describe it as the set of points in H of the form:

(3.8) −z1+ t(z) +
∞∑

l=0

∑

d∈Λ+

∑

i

Qd

l!

〈
t(ψ), . . . , t(ψ),

Ti
−z − ψ

〉

0,l+1,d

T i
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where {Ti}, {T i} are the mutually dual bases of H∗
CR,T(X)⊗RT

ST with respect to the orbifold

Poincaré pairing, i.e. (Ti, T
j) = δji , and t(z) ∈ H+. For example, the J-function J(τ,−z)

(3.6) is a point on LX. A more precise definition of the notion of points on LX is as follows.
Let t = (t1, . . . , tN ) be an arbitrary set of formal variables. An ST[[Λ+]][[t]]-valued point on LX
is a point of the form (3.8) with

t(z) ∈ H+[[t]], t(z)|Q=0,t=0 = 0.

The Givental cone is a cone – i.e. it is invariant under dilation in H, – and has very special
geometric properties, which are sometimes referred to as being “over-ruled”. We refer the
reader to [39] or [13, Appendix B] for details. In this paper, we need the following fact.

Proposition 3.4 ([39], [13, Proposition B.4]). The tangent space of LX at an ST[[Λ+]][[t]]-
valued point is spanned over ST[z][[Λ+]][[t]] by the derivatives of the J-function:

∂τ iJ(τ,−z) =M(τ,−z)Ti
for some τ ∈ H∗

CR,T(X)⊗RT
ST[[Λ+]][[t]] with τ |Q=t=0 = 0.

3.5. Mirror theorem. We next review the mirror theorem from [15]. We fix a finite subset
G ⊂ N ∩ |Σ| in this section.

Definition 3.5. Let KG
0 denote the set of λ = (λi, λk : 1 ≤ i ≤ m,k ∈ G) ∈ Qm × ZG such

that
∑m

i=1 λibi +
∑

k∈G λkk = 0 and that {1 ≤ i ≤ m : λi /∈ Z} ∈ Σ. For λ ∈ KG
0 , we define

v(λ) :=
m∑

i=1

⌈λi⌉bi +
∑

k∈G
λkk.

Since v(λ) =
∑m

i=1〈−λi〉bi, v(λ) belongs to Box. We also set

d(λ) := (λ1, . . . , λm) +
∑

k∈G
λkΨ(k) ∈ LQ ⊂ Qm

where Ψ is given in Notation 2.2.

Lemma 3.6. For λ ∈ KG
0 , d(λ) ∈ Λ (see §2.4 for Λ).

Proof. Using Ψ(v(λ)) = (〈−λ1〉, . . . , 〈−λm〉), we deduce

d(λ) := (⌈λ1⌉, . . . , ⌈λm⌉) +
∑

k∈G
λkΨ(k)−Ψ(v(λ)).

We also have
∑m

i=1⌈λi⌉bi +
∑

k∈G λkk− v(λ) = 0. Consequently, we have

(d(λ), 0) =

m∑

i=1

⌈λi⌉(Ψ(bi), bi) +
∑

k∈G
λk(Ψ(k),k) − (Ψ(v(λ)), v(λ))

in Qm ×N. The right-hand side belongs to O, and thus d(λ) ∈ Λ. �

Definition 3.7 ([15]). Let G ⊂ N ∩ |Σ| be a finite subset. The G-extended I-function is the
cohomology-valued power series

I(Q, y, t, z) = ze
∑m

i=1 tiui/z
∑

λ∈KG
0

Qd(λ)et·d(λ)yλ


 ∏

i∈{1,...,m}∪G

∏
c≤0,〈c〉=〈λi〉 ui + cz

∏
c≤λi,〈c〉=〈λi〉 ui + cz


1v(λ)

where

• t = (t1, . . . , tm) and y = (yk : k ∈ G) are parameters;
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• t · d(λ) :=∑m
i=1 ti(Di · d(λ)) and yλ :=

∏
k∈G y

λk

k
;

• for 1 ≤ i ≤ m, ui is the equivariant Poincaré dual of a toric divisor in §2.2, and for
i ∈ G we set ui := 0;
• 1v(λ) is the identity class supported on the twisted sector Xv(λ).

The G-extended I-function belongs to H∗
CR,T(X) ⊗RT

RT((z
−1))[[Λ+]][[t, y]] – see Lemma 4.18

for a proof of this in a more general setting.

Theorem 3.8 ([15, Theorem 31]). The G-extended I-function I(Q, y, t, z) is an ST[[Λ+]][[y, t]]-
valued point on the equivariant Givental cone LX of the toric Deligne–Mumford stack X.

4. The Gauss–Manin System and the Mirror Isomorphism

In this section, we introduce a (partially compactified) Landau–Ginzburg model that corre-
sponds under mirror symmetry to the toric stack X, and show that the quantum connection for
X is isomorphic to the Gauss–Manin system associated with the Landau–Ginzburg potential.
The construction closely follows the one in [52] for toric manifolds.

4.1. Landau–Ginzburg model. Recall the refined fan sequence (2.6). Applying the exact
functor Hom(−,C×) to it, we obtain

1 −−−−→ Hom(N,C×) −−−−→ Hom(O,C×) −−−−→ Hom(Λ,C×) −−−−→ 1.

Note that Hom(N,C×) is a disjoint union of |Ntor| copies of the algebraic torus (C×)n.
The uncompactified Landau–Ginzburg model is given by the smooth family of algebraic
varieties Hom(O,C×) → Hom(Λ,C×) equipped with the Landau–Ginzburg potential
f : Hom(O,C×)→ C:

f = w1 + · · ·+ wm

where wi ∈ C[O] is a function on Hom(O,C×) given by the evaluation at (ei, bi) ∈ O.
Next we introduce a partial compactification of the above construction using the cones and

monoids from §2.5. The partially compactified Landau–Ginzburg model is given by the flat
family of algebraic varieties:

SpecC[O+]→ SpecC[Λ+]

induced by the inclusion Λ+ → O+ of monoids, equipped with the potential function
f : SpecC[O+] → C as above (since (ei, bi) ∈ O+, wi extends to a function on SpecC[O+]).
When we refer to the Landau–Ginzburg model, we will mean the partially compactified one
unless otherwise stated.

We introduce a co-ordinate system on the Landau–Ginzburg model. We write w(λ,k) ∈
C[O+] for the element corresponding to (λ,k) ∈ O+. Define functions wi, wk for k ∈ N∩ |Σ|,
and Qλ ∈ C[O+] for λ ∈ Λ+ by

wi := w(ei,bi), wk := w(Ψ(k),k), Qλ := w(λ,0).

See Notation 2.2 for Ψ. We have that wi = wbi and wk = (
∏m

i=1 w
⌊Ψi(k)⌋
i )wv for v = k −∑m

i=1⌊Ψi(k)⌋bi ∈ Box. By Lemma 2.7, we have

(4.1) C[O+] =
⊕

k∈N∩|Σ|
C[Λ+]wk.

We choose a splitting ς : N → O of the refined fan sequence (2.6). Using the splitting ς, we
let xk ∈ C[O] with k ∈ N ∩ |Σ| denote the element corresponding to ς(k) ∈ O. (Note that
ς(k) may not lie in O+). Then we have:

wk = Qλ(k)xk, wi = Qλ(bi)xbi
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with k ∈ N ∩ |Σ|, λ(k) := (Ψ(k),k) − ς(k) ∈ Λ. Finally, by choosing an isomorphism

N ∼= Zn ×Ntor, we write xk = xk11 · · · xknn xζ for k = (k1, . . . , kn, ζ) ∈ N.

Remark 4.1. For a maximal cone σ0 ∈ Σ, we can define a splitting ς : N → O by the
requirement that ς(bi) = (ei, bi) for all i ∈ σ0. For this choice of ς, λ(k) = (Ψ(k),k) − ς(k)
lies in Λ+.

With this choice of co-ordinates, we define the equivariant Landau–Ginzburg potential to
be the multi-valued function on SpecC[O+]:

fχ = w1 + · · ·+ wm −
n∑

i=1

χi log xi

where χ = (χ1, . . . , χn) ∈ Lie(T) = NC
∼= Cn are equivariant parameters. (We can also view

χi, 1 ≤ i ≤ n, as a basis of M = N⋆.)

Remark 4.2. The equivariant potential fχ depends on the choice of splittings ς and
N/Ntor → N. If we choose different splittings then the equivariant potential is shifted by a

term of the form
∑n

i=1 χi(logQ
di + logw(0,ζi)) for some di ∈ Λ, ζi ∈ Ntor.

Example 4.3. Recall from Example 2.4 that the fan sequence and refined fan sequence for
the toric stack X = P(1, 1, 2) are:

0 // Z
_�

��

t(1 1 2) // Z3 (b1 b2 b3) //
_�

��

Z2 // 0

0 // 1
2Z

// Z3 + Z

(
1/2
1/2
0

)
// Z2 // 0

where N = Z2, L = Z, Λ = 1
2Z, b1 = t(1, 0), b2 = t(−1, 2), b3 = t(0,−1) and O = Z3 +

Z t(1/2, 1/2, 0). When we construct a mirror Landau–Ginzburg model using the (unrefined)
fan sequence as considered in [32,50], we obtain a family

C3 = SpecC[Z3
≥0]→ C = SpecC[L+] (w1, w2, w3) 7→ Q = w1w2w

2
3

equipped with the potential f = w1 +w2 +w3, where we set L+ := L∩NE(X) ∼= Z≥0. When
we pull back this family via the map SpecC[Λ+] → SpecC[L+], t 7→ Q = t2, we obtain the
family

{(w1, w2, w3, t) ∈ C4 : w1w2w
2
3 = t2} → C, (w1, w2, w3, t) 7→ t

with non-normal total space. The Landau–Ginzburg model (based on the refined fan sequence)
is given by the normalization of this: it is

{(w1, w2, w3, u) ∈ C4 : w1w2 = u2} → C, (w1, w2, w3, u) 7→ uw3

where t = uw3. This is the same as the family constructed by de Gregorio–Mann [22].

Example 4.4. Recall from Example 2.5 that the refined fan sequence for X = Bµ2 is

0 // 0 // Z/2Z
∼= // Z/2Z // 0

where N = Z/2Z, O = Z/2Z and Λ = 0. Thus the Landau–Ginzburg model is the identity
map from the two-point set to itself, equipped with the zero potential.
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4.2. An unfolding of the Landau–Ginzburg potential. We consider an unfolding of the
Landau–Ginzburg potential given by choosing a finite set G ⊂ N ∩ |Σ|. We assume that G is
disjoint from {b1, . . . , bm} and set S := {b1, . . . , bm} ∪ G. Introduce co-ordinates yk for each
k ∈ S and set y = {yk : k ∈ S}; we sometimes write yi = ybi for 1 ≤ i ≤ m. Define

F (x; y) :=
∑

k∈S
ykwk =

m∑

i=1

yiwi +
∑

k∈G
ykwk =

∑

k∈S
ykQ

λ(k)xk,

Fχ(x; y) := F (x; y)−
n∑

i=1

χi log xi.

We call F (x; y), Fχ(x; y) the G-unfolded Landau–Ginzburg potentials. The unfolding F (x; y)
is an element of C[O+][y]. Under the specialization

yi = 1 for 1 ≤ i ≤ m
yk = 0 for k ∈ G(4.2)

the potentials F (x; y), Fχ(x; y) become, respectively, the original ones f(x), fχ(x). We refer
to the shifted origin (4.2) of y as y∗.

Remark 4.5. The deformation parameters y1, . . . , ym for F (x; y) are redundant in the sense
that those deformations can be reduced to a deformation along Q ∈ SpecC[Λ+] via a rescaling
of the variables x. It is however convenient to keep y1, . . . , ym as deformation parameters when
we use C[Λ+] as a ground ring. See also Remark 5.4.

Remark 4.6. The paper [52] introduced infinitely many deformation parameters yk for all
k ∈ N ∩ |Σ|; each k corresponds to a basis element φk for H∗

T(X) over C. This gives a
natural identification between the deformation space of F and equivariant cohomology. On
the other hand, in the present paper, we restrict to finitely many deformation terms; this is
compensated for by working over the ground ring RT = H∗

T(pt,C).

4.3. Galois action on the Landau–Ginzburg model. Similarly to the Galois symmetry
in quantum cohomology (§3.3), we can define an action of Picst(X) = Pic(X)/Pic(X) on the
Landau–Ginzburg model.

Recall that Pic(X) ∼= L∨ and introduce a bilinear pairing

age : L∨ ×O→ Q/Z ∼= [0, 1) ∩Q

as follows. We recall an explicit description of L∨ = H1(Cone(β)⋆) from [5, §2]. Choose a

free resolution 0 → K
ι→ F → N → 0 of N and a lift β̃ : Zm → F of β. Then Cone(β) is

quasi-isomorphic to the complex ι⊕ β̃ : K ⊕ Zm → F of free modules, and

L∨ = Cok
(
ι⋆ ⊕ β̃⋆ : F ⋆ → K⋆ ⊕ (Zm)⋆

)
.

Let ξ ∈ L∨ and (λ,k) ∈ O be given. We choose a lift ξ̃ ∈ K⋆ ⊕ (Zm)⋆ of ξ and a lift k̃ ∈ F
of k ∈N. Then k̃− β̃(λ) ∈ FQ lies in the kernel of FQ → NQ and thus lies in KQ. Hence we

obtain the element (k̃− β̃(λ), λ) of KQ ⊕Qm. We define

age(ξ, (λ,k)) :=
(
ξ̃ · (k̃− β̃(λ), λ) mod Z

)
∈ Q/Z.

It is easy to see that this is independent of the choices made and defines a bilinear form.
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Lemma 4.7. (1) Let Lξ denote the line bundle corresponding to ξ ∈ L∨. For v ∈ Box,
age(ξ, (Ψ(v), v)) equals the age agev(Lξ) of the line bundle Lξ along the sector Xv.

(2) age(ξ, (λ,k)) = 0 for all ξ ∈ L∨ if and only if (λ,k) ∈ O lies in the image of the
inclusion Zm → O, ei 7→ (ei, bi).

(3) We have age(ξ, (λ,k)) = 0 for all (λ,k) ∈ O, if and only if the line bundle Lξ corre-
sponding to ξ ∈ L∨ is the pull-back of a line bundle on the coarse moduli space X.

Proof. (1) Recall from §2.2 that the line bundle Lξ is given by the quotient of UΣ ×C by the
G-action g · (Z, v) = (g · Z, ξ(g)v), where we regard ξ ∈ L∨ ∼= Hom(G,C×) as a character
of G. On the other hand, the stabilizer gv ∈ G associated with v ∈ Box is defined as
follows (see [5, Lemma 4.6]). We use the notation in the paragraph preceding this lemma.

Choose a lift ṽ ∈ F of v. Then ṽ − β̃(Ψ(v)) ∈ FQ lies in the kernel of FQ → NQ, and thus

(ṽ − β̃(Ψ(v)),Ψ(v)) lies in KQ ⊕ Qm. The stabilizer gv ∈ G = H−1(Cone(β) ⊗L C×) is then
given by

gv = e2π
√
−1(ṽ−β̃(Ψ(v)),Ψ(v)) ∈ Ker

(
(K ⊕ Zm)⊗ C× → F ⊗ C×

)
.

Therefore gv acts on fibers of Lξ along Xv by exp(2π
√
−1 age(ξ, (Ψ(v), v)), and part (1) follows.

(2) Suppose that age(ξ, (λ,k)) = 0 for all ξ ∈ L∨. With notation as above, we have that

(k̃− β̃(λ), λ) ∈ K⊕Zm. This implies that λ ∈ Zm and β(λ) = k. Thus (λ,k) =
∑m

i=1 λi(ei, bi)
lies in the image of Zm.

(3) Note that O is generated by (Ψ(v), v) with v ∈ Box and (ei, bi), i = 1, . . . ,m. Therefore,
by parts (1) and (2), we have that age(ξ, (λ,k)) = 0 for all (λ,k) ∈ O if and only if the age
of Lξ along each twisted sector Xv is 0. This happens if and only if Lξ is the pull-back of a
line bundle from the coarse moduli space. �

The above lemma says that the bilinear pairing age(·, ·) descends to a perfect pairing
age : Picst(X)×O/Zm → Q/Z. We define the action of Picst(X) on C[O+] by

ξ · w(λ,k) = e2π
√
−1 age(ξ,(λ,k))w(λ,k)

for ξ ∈ Picst(X) and (λ,k) ∈ O+. This defines the Picst(X)-action on the total space
SpecC[O+]. The group Picst(X) also acts on the unfolding parameters y = {yi, yk : 1 ≤
i ≤ m,k ∈ G} of the G-unfolded Landau–Ginzburg potential by

ξ · yi = yi, ξ · yk = e−2π
√
−1 age(ξ,(Ψ(k),k))yk.

The G-unfolded potential F (x; y) is invariant under the Picst(X)-action. The equivariant
potential Fχ(x; y) is not Picst(X)-invariant, but the Picst(X)-action shifts Fχ(x; y) only by a
(constant) linear form in χ1, . . . , χn, hence its derivative in x is Picst(X)-invariant.

Lemma 4.8. (1) For ξ ∈ L∨ and λ ∈ Λ, we have age(ξ, λ) ≡ ξ · λ mod Z, where we regard
λ as an element of O by the inclusion Λ ⊂ O. In particular, ξ · Qλ equals the Galois action
(g(ξ)∗)−1Qλ for the Novikov variables defined in §3.3.

(2) For ξ ∈ Pic(X) and λ ∈ Λ, we have ξ · λ ∈ Z. Moreover, we have Pic(X) ∼= Λ⋆.

Proof. With notation as above, we have the exact sequence 0 → L → K ⊕ Zm ι⊕β̃−−→ F ,
where the map L → K ⊕ Zm is given by λ 7→ (−β̃(λ), λ). Thus the natural pairing between

L∨ = Cok(F ⋆ → K⋆ ⊕ (Zm)⋆) and LQ is given by ξ · λ = ξ̃ · (−β̃(λ), λ) where λ ∈ LQ and

ξ̃ ∈ K⋆ ⊕ (Zm)⋆ is a representative of ξ ∈ L∨. Part (1) follows from this and the definition of
age(ξ, λ). The first statement of part (2) follows from part (1) and Lemma 4.7(3). This gives
a natural map Pic(X) → Λ⋆, which is injective since Pic(X) has no torsion [21, Proposition
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4.2.5]. To show the second statement, we embed both Pic(X) and Λ⋆ into Pic(X) ∼= L∨; the
natural map Λ⋆ → L∨ is given by taking the Gale dual of (2.6):

0 // M // (Zm)⋆ // L∨

0 // M // O⋆ //
?�

OO

Λ⋆ //
?�

OO

0

Via these embeddings, we have Pic(X) ⊂ Λ⋆ ⊂ L∨. To see the converse inclusion Λ⋆ ⊂
Pic(X) it suffices, in view of Lemma 4.7(3), to show that an element ξ ∈ Λ⋆ ⊂ L∨ satisfies
age(ξ, (λ,k)) = 0 for all (λ,k) ∈ O. Note that ξ ∈ Λ⋆ comes from an element of O⋆ in the
above diagram. By the definition of the age pairing, it follows easily that age(ξ, (λ,k)) = 0.
The conclusion follows. �

4.4. The Gauss–Manin system. In this section we fix a subset G ⊂ N ∩ |Σ| disjoint from
{b1, . . . , bm}, and construct a Gauss–Manin system associated to the G-unfolded Landau–
Ginzburg potential (§4.2). The Gauss–Manin system constitutes, together with the higher
residue pairing introduced in §6, the Saito structure of the Landau–Ginzburg model.

4.4.1. Definition. We consider a formal completion of the total space SpecC[O+] along the
fiber at {Q = 0} ∈ SpecC[Λ+]. Let K be a ring, and let m denote the ideal of K[Λ+]
generated by Qλ with λ ∈ Λ+ \ {0}. Let m̃ ⊂ K[O+] be the ideal generated by m. We set

K[[Λ+]] := the completion of K[Λ+] with respect to the m-adic topology,

K{O+} := the completion of K[O+] with respect to the m̃-adic topology.

Note that we have (cf. (4.1))

(4.3) K{O+} =
⊕̂

k∈N∩|Σ|
K[[Λ+]]wk

where the right-hand side is the completed direct sum with respect to the m-adic topology.
We also write

K[[y]] = K[[y1 − 1, . . . , ym − 1, {yk : k ∈ G}]]
K[χ] = K[χ1, . . . , χn].

(4.4)

Note that we use the completion at the shifted origin (4.2) of y. In this section we consider
the formal Landau–Ginzburg model given by the G-unfolded potential F (x; y)

Ŷ F (x;y)
//

��

C

M̂

with Ŷ = Spf C{O+}[[y]] and M̂ = Spf C[[Λ+]][[y]]. We regard Ŷ, M̂ as formal log schemes
whose log structures are given by their toric boundaries (see e.g. [44, Ch. 3]); the family

Ŷ → M̂ is then log smooth. The Gauss–Manin system is given as the top cohomology of the
logarithmic twisted de Rham complex (Ω•

Ŷ/M̂{z}, zd + dF∧) where

Ωk
Ŷ/M̂{z} =

⊕

i1<···<ik

C[z]{O+}[[y]]
dxi1 · · · dxik
xi1 · · · xik

.
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In what follows, we give a more concrete definition. Introduce the relative differential forms3

ω := |Ntor|−1 dx1
x1
∧ · · · ∧ dxn

xn
and ωi := ιxi

∂
∂xi

ω.

Definition 4.9. (1) The equivariant Gauss–Manin system GM(Fχ) is defined to be the cok-
ernel of the map

zd+ dFχ∧ :
n⊕

i=1

C[z]{O+}[[y]][χ]ωi → C[z]{O+}[[y]][χ]ω,

where d denotes the differential in the variable x which is linear over C[z][[Λ+]][[y]][χ]; we define

dwk =
∑n

i=1 kiw
k dxi

xi
; and the map zd+ dFχ∧ is given explicitly by

(4.5) (zd+ dFχ∧)wkωi =

(
zki +

∑

ℓ∈S
liyℓwℓ − χi

)
wkω

where ki, li denote the ith components of k, ℓ ∈ NQ
∼= Qn respectively.

(2) The non-equivariant Gauss–Manin system GM(F ) is defined to be the cokernel of the
map

zd+ dF∧ :
n⊕

i=1

C[z]{O+}[[y]]ωi → C[z]{O+}[[y]]ω.

Clearly we have GM(F ) ∼= GM(Fχ)/
∑n

i=1 χiGM(Fχ).

Remark 4.10. The quantity (4.5) gives a relation in GM(Fχ) which can be viewed as defining
the action of χi. In fact, it is easy to check that

(4.6) χi : wkω 7→
(
zki +

∑

ℓ∈S
liyℓwℓ

)
wkω, 1 ≤ i ≤ n

defines commuting C[z][[Λ+]][[y]]-module endomorphisms χi on C[z]{O+}[[y]]ω, and that there
is a canonical isomorphism:

(4.7) GM(Fχ) ∼= C[z]{O+}[[y]]ω ∼=
⊕̂

k∈N∩|Σ|
C[z][[Λ+]][[y]]wkω.

It is also easy to see that, under the action (4.6), GM(Fχ) = C[z]{O+}[[y]] is a module over
RT[z][[Λ+]][[y]], where RT = H∗

T(pt,C) = C[χ].

4.4.2. The Gauss–Manin connection and the grading operator. The equivariant Gauss–Manin
system is equipped with a natural flat connection ∇, called the Gauss–Manin connection,
and a grading operator. For ξ ∈ L⋆

C, let ξQ
∂
∂Q be the derivation of K[[Λ+]] such that ξQ ∂

∂Q ·
Qλ = (ξ · λ)Qλ. For a vector field ~v in the parameters (Q, y), the connection operator
∇~v : GM(Fχ)→ z−1 GM(Fχ) is defined by the formula:

∇~v = ∂~v + z−1(~vFχ)

where we use the splitting from §4.1 and think of elements in GM(Fχ) ∼= C[z]{O+}[[y]] as func-
tions in (z, x,Q, y). More precisely, we define the actions of ∇ξQ ∂

∂Q
, ∇ ∂

∂yℓ

on the topological

3The volume form ω is normalized so that the integral against the maximal compact subgroup of
Hom(N,C×) equals (2π

√
−1)n. The factor |Ntor|−1 plays a role in §6, when we show that the pairings

match.
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C[z][[Λ+]][[y]]-basis wkω of GM(Fχ) – see (4.7) – by

∇ξQ ∂
∂Q
wkω := (ξ · λ(k))wkω +

1

z

(∑

ℓ∈S
(ξ · λ(ℓ))yℓwℓ

)
wkω

∇ ∂
∂yℓ

wkω :=
1

z
wℓwkω =

1

z
Qd(k,ℓ)wℓ+kω,

(4.8)

where k ∈ N ∩ |Σ|, ℓ ∈ S, ξ ∈ L⋆
C, and extend them (continuously) to the whole of GM(Fχ)

by the Leibnitz rule. Recall that λ(ℓ) ∈ Λ was introduced in §4.1 by choosing a splitting
ς : N→ O and that d(k, ℓ) was defined in (2.5). Define the Euler vector field by

(4.9) EB = c1(X)Q
∂

∂Q
+
∑

k∈S
(1− |k|)yk

∂

∂yk
+

n∑

i=1

χi
∂

∂χi

where c1(X) := D1+· · ·+Dm ∈ L⋆ and |k| =
∑m

i=1 Ψi(k) is the age function from Notation 2.2.

Define the grading operator GrB : GM(Fχ)→ GM(Fχ) by requiring that

GrB(wkω) = |k|wkω

GrB(cΩ) =
((
z ∂
∂z + EB

)
c
)
Ω+ cGrB(Ω)

(4.10)

for c = c(z,Q, y) ∈ C[z][[Λ+]][[y]] and Ω ∈ GM(Fχ). The following proposition is an immediate
consequence of the definitions.

Proposition 4.11. The connection operators ∇ξQ ∂
∂Q

and ∇ ∂
∂yk

are linear over RT, that is,

they commute with the action (4.6) of equivariant parameters χi. Moreover:
[
∇ξQ ∂

∂Q
,∇ηQ ∂

∂Q

]
=

[
∇ξQ ∂

∂Q
,∇ ∂

∂yk

]
=

[
∇ ∂

∂yk

,∇ ∂
∂yℓ

]
= 0,

[
∇ξQ ∂

∂Q
,GrB

]
= 0,

[
∇ ∂

∂y
k

,GrB
]
= ∇[

∂
∂yk

,EB
] = ∇(1−|k|) ∂

∂y
k

,

GrB(cΩ) =
((
z ∂
∂z + EB

)
c
)
Ω+ cGrB(Ω)

where ξ, η ∈ L⋆
C; k, ℓ ∈ S; c = c(z, χ,Q, y) ∈ RT[z][[Λ+]][[y]]; and Ω ∈ GM(Fχ).

Remark 4.12. We can also work with a different Euler vector field ẼB and grading operator

G̃r
B
defined by

ẼB =
∑

k∈S
yk

∂

∂yk
+

n∑

i=1

χi
∂

∂χi
, G̃r

B
(wkω) = 0

together with G̃r
B
(cΩ) =

((
z ∂
∂z + ẼB

)
c
)
Ω + cG̃r

B
(Ω) for c ∈ C[z][[Λ+]][[y]], Ω ∈ GM(Fχ).

This choice of Euler vector field and the grading operator was made4 in [52]. It has the
advantage that they are linear over C[[Λ+]], whereas the current choice has the advantage
that the origin Q = 0, y = y∗ – where y∗ is the shifted origin in (4.2) – is a fixed point of the
Euler flow. The two choices are, however, essentially equivalent. We can easily check that

GrB−G̃r
B
= ∇EB−ẼB +

κ

z

where κ ∈MQ is the equivariant parameter defined by κ = (e⋆1 + · · · + e⋆m) ◦ ς : N→ Q, and
ς(k) = (ς(k),k) with ς : N→ Qm.

4The Euler vector field in [52] does not contain the term
∑n

i=1 χi
∂

∂χi
since the χi-direction is contained as

part of the (infinite-dimensional) y-directions in the setting of [52].
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Remark 4.13. By Remark 4.2, a different choice of the splitting ς shifts Fχ(x; y) only by a
quantity which does not depend on x, and thus the Gauss–Manin system GM(Fχ) is indepen-
dent of the choice of splitting as an RT[z][[Λ+]][[y]]-module. This shift of Fχ(x; y), however,
depends on Q. Therefore the Gauss–Manin connection ∇ξQ ∂

∂Q
in the Q-direction depends on

the choice of ς; the difference of the connections ∇ξQ ∂
∂Q

corresponding to two splittings is the

multiplication by 1
z

∑n
i=1 χi(ξ · di) for some di ∈ Λ.

Remark 4.14. The connection operators and grading operators descend to the non-
equivariant Gauss–Manin system. In the non-equivariant case, the operator ∇ξQ ∂

∂Q
does

not depend on the choice of splitting ς. Also we can introduce the connection ∇z ∂
∂z

in the

z-direction by the formula:

∇z ∂
∂z

= GrB−∇EB − n

2
.

Compare with the quantum connection in the z-direction (3.7).

4.4.3. Galois symmetry. Since dFχ is invariant under the Galois action in §4.3, the Picst(X)-
action on C[z]{O+}[[y]] induces a Picst(X)-action on the equivariant Gauss–Manin system
GM(Fχ) such that ω is Picst(X)-invariant. It is easy to check that the Gauss–Manin connection
satisfies

∇ηQ ∂
∂Q

(ξ · Ω) = ξ · ∇ηQ ∂
∂Q

Ω

∇ ∂
∂yℓ

(ξ · Ω) = e−2π
√
−1 age(ξ,(Ψ(k),k))ξ · ∇ ∂

∂yℓ

Ω

where ξ ∈ Picst(X), η ∈ L⋆
C, ℓ ∈ S, Ω ∈ GM(Fχ). Moreover the Galois action commutes with

the grading operator GrB.

4.5. Solution and freeness. We next describe a cohomology-valued solution (localization
map) to the equivariant Gauss–Manin system and show that the equivariant Gauss–Manin
system is free over RT[z][[Λ+]][[y]].

Definition 4.15 (cf. Definition 3.5). For k ∈ N ∩ |Σ|, let KG
k

denote the set of λ = (λi, λℓ :

1 ≤ i ≤ m, ℓ ∈ G) ∈ Qm×ZG such that k+
∑m

i=1 λibi +
∑

ℓ∈G λℓℓ = 0 and that {1 ≤ i ≤ m :

λi /∈ Z} ∈ Σ. For λ ∈ KG
k
, we define

v(λ) := k+

m∑

i=1

⌈λi⌉bi +
∑

ℓ∈G
λℓℓ.

Since v(λ) =
∑m

i=1〈−λi〉bi, v(λ) belongs to Box. We also set

d(λ) := Ψ(k) + (λ1, . . . , λm) +
∑

ℓ∈G
λℓΨ(ℓ) ∈ LQ ⊂ Qm

where Ψ is given in Notation 2.2.

The proof of the following lemma is similar to Lemma 3.6, and is omitted.

Lemma 4.16. For λ ∈ KG
k
, d(λ) ∈ Λ.

Definition 4.17 (cf. Definition 3.7). The localization map Loc

Loc: GM(Fχ)→ H∗
CR,T(X)⊗RT

RT((z
−1))[[Λ+]][[y]]
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is a C[z][[Λ+]][[y]]-linear map defined by

(4.11) Loc(wkω) = e
∑m

i=1 ui log yi/z
∑

λ∈KG
k

Qd(λ)yλ


 ∏

i∈{1,...,m}∪G

∏
c≤0,〈c〉=〈λi〉 ui + cz

∏
c≤λi,〈c〉=〈λi〉 ui + cz


1v(λ),

where

• yλ :=
∏m

i=1 y
λi

i

∏
k∈G y

λk

k
;

• for 1 ≤ i ≤ m, ui is the equivariant Poincaré dual of a toric divisor in §2.2; for i ∈ G,
we set ui := 0;
• 1v(λ) is the identity class supported on the twisted sector Xv(λ).

For 1 ≤ i ≤ m, λi is a (possibly negative) rational number, and both log yi and y
λi

i should be
expanded in Taylor series at yi = 1 – see (4.4).

The following lemma shows that the localization map takes values in H∗
CR,T(X) ⊗RT

RT((z
−1))[[Λ+]][[y]].

Lemma 4.18. Take λ ∈ KG
k
. If either λℓ < 0 for some ℓ ∈ G or d(λ) /∈

⋃
σ∈Σ Cσ, then the

summand corresponding to λ in the left-hand side of (4.11) vanishes (see (2.7) for Cσ).

Proof. If λℓ < 0 for some ℓ ∈ G, then the summand contains a factor
∏

λℓ<c≤0 cz = 0 and

thus vanishes. Suppose that λℓ ≥ 0 for all ℓ ∈ G and that d(λ) /∈ ⋃σ∈Σ Cσ. Let σ0 ∈ Σ be
the minimal cone containing v(λ). Note that σ0 = {1 ≤ i ≤ m : λi /∈ Z}. By assumption
we have I := {1 ≤ i ≤ m : Di · d(λ) < 0} /∈ Σ. Set J := {1 ≤ i ≤ m : λi ∈ Z<0}. Since
Di · d(λ) = Ψi(k) + λi +

∑
ℓ∈G λℓΨi(ℓ), we have

I ⊂ J ∪ σ0.
This implies that J ∪ σ0 /∈ Σ. The summand corresponding to λ contains a factor

∏
i∈J ui.

But (
∏

i∈J ui)1v(λ) = 0 since
⋂

i∈J
{Zi = 0} ∩ Xv(λ) =

⋂

i∈J∪σ0

{Zi = 0} = ∅

by the definition of UΣ in §2.1. The conclusion follows. �

Remark 4.19. Loc(ω) is essentially equivalent to the G-extended I-function in Definition
3.7. This will be explained in the next section.

Remark 4.20. The name “localization map” stems from Givental’s heuristic argument [32]
involving S1-equivariant Floer theory. In fact, we can compute Loc via equivariant localization
on polynomial loop spaces, generalizing the method in [16,33,47].

Remark 4.21. Let ST×C× denote the fraction field ofH∗
T×C×(pt) = RT[z], where z is regarded

as the equivariant parameter for C×. The localization map takes values also in H∗
CR,T(X)⊗RT

ST×C× [[Λ+]][[y]]. This fact will be used in §6.3 below.

We show that the localization map gives a solution to the Gauss–Manin system. Recall
that we introduced a splitting ς : N → O in §4.1. We write ς(k) = (ς(k),k) for k ∈ N. The
map ς(k) : NQ → Qm defines a splitting of the fan sequence (2.1) over Q, and thus induces a

splitting L⋆
C → (Cm)⋆, ξ 7→ ξ̂ of the divisor sequence (2.2) such that ξ̂ vanishes on the image

of ς.
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Proposition 4.22. The localization map is linear over RT[z][[Λ+]][[y]] and satisfies the follow-
ing differential equations:

Loc(∇ξQ ∂
∂Q

Ω) =

(
ξQ

∂

∂Q
+

1

z
ξ̂

)
Loc(Ω), ξ ∈ L⋆

C

Loc(∇ ∂
∂yℓ

Ω) =
∂

∂yℓ
Loc(Ω), ℓ ∈ S

Loc(GrBΩ) =

(
z
∂

∂z
+ EB +Gr0

)
Loc(Ω)

where Ω ∈ GM(Fχ), ξ̂ ∈ (Cm)⋆ ∼= H2
T(X,C) is the lift of ξ described above, and Gr0 ∈

EndC(H
∗
CR,T(X)) is the grading operator in (3.4). We note that z ∂

∂z+EB acts on the coefficient

ring RT[z][[Λ+]][[y]] and Gr0 acts on H∗
CR,T(X), cf. (3.5).

Proof. It suffices to establish these formulas for Ω = wkω. For λ ∈ Qm × ZG, we set

�λ =
∏

i∈{1,...,m}∪G

∏
c≤0,〈c〉=〈λi〉 ui + cz

∏
c≤λi,〈c〉=〈λi〉 ui + cz

.

For notational convenience, write λbi = λi for the ith component of λ ∈ Qm×ZG, 1 ≤ i ≤ m,
and think of λ as an element of QS. Hence KG

k
is regarded as a subgroup of QS . We also set

ubi = ui for 1 ≤ i ≤ m. For ℓ ∈ S, we have the natural identification

KG
k+ℓ
∼= KG

k
, λ 7→ λ′ = λ+ eℓ.

Under this identification, we can easily check that

d(λ′) = d(λ) + d(k, ℓ), v(λ′) = v(λ), �λ = (uℓ + λ′
ℓ
z)�λ′ .

Using this, for ℓ ∈ S, k ∈ N ∩ |Σ|, we have

Loc(∇ ∂
∂y

ℓ

wkω) = Loc(z−1Qd(ℓ,k)wℓ+k)

= z−1Qd(ℓ,k)e
∑m

i=1 ui log yi/z
∑

λ∈KG
k+ℓ

Qd(λ)yλ�λ1v(λ)

= z−1e
∑m

i=1 ui log yi/z
∑

λ′∈KG
k

(uℓ + λ′ℓz)y
−1
ℓ
Qd(λ′)yλ

′
�λ′1v(λ′) =

∂

∂yℓ
Loc(wkω).

(4.12)

For ξ ∈ L⋆
C and k ∈ N ∩ |Σ|,

Loc(∇ξQ ∂
∂Q
wkω) = Loc

(
(ξ · λ(k))wkω + z−1

∑
ℓ∈S(ξ · λ(ℓ))yℓ∇ ∂

∂y
ℓ

wkω

)

=
(
(ξ · λ(k)) +∑

ℓ∈S(ξ · λ(ℓ))yℓ ∂
∂yℓ

)
Loc(wkω),

(4.13)

where we used the previous calculation (4.12) in the second line. By the choice of the lift ξ̂,
we have for λ ∈ KG

k
,

ξ · λ(k) +
∑

ℓ∈S
(ξ · λ(ℓ))λℓ = ξ̂ ·Ψ(k) +

∑

ℓ∈S
(ξ̂ ·Ψ(ℓ))λℓ = ξ · d(λ),

∑

ℓ∈S
(ξ · λ(ℓ))uℓ =

m∑

i=1

(ξ̂ ·Ψ(bi))ui = ξ̂.
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This implies, for λ ∈ KG
k
,

(
ξ · λ(k) +

∑

ℓ∈S
(ξ · λ(ℓ))yℓ

∂

∂yℓ

)
yu/zQd(λ)yλ =

(
ξQ

∂

∂Q
+

1

z
ξ̂

)
yu/zQd(λ)yλ

where we write yu/z = e
∑m

i=1 ui log yi/z. Therefore (4.13) equals (ξQ ∂
∂Q + z−1ξ̂) Loc(wkω) as

required. Note that we have for λ ∈ KG
k
,

(
z
∂

∂z
+Gr0

)
�λ = −

(∑

ℓ∈S
⌈λℓ⌉

)
�λ,

(
z
∂

∂z
+ EB +Gr0

)
yu/z = 0,

EB(Qd(λ)yλ) =

(
|k|+

∑

ℓ∈S
λℓ

)
Qd(λ)yλ, Gr0 1v(λ) =

(∑

ℓ∈S
〈−λℓ〉

)
1v(λ).

These formulas imply that (z ∂
∂z + EB + Gr0) Loc(wkω) = |k|Loc(wkω) = Loc(GrB(wkω)).

Finally we check that Loc is linear over RT. We have, for 1 ≤ i ≤ n,
Loc(χi · wkω) = zki Loc(wkω) +

∑

ℓ∈S
liyℓ Loc(z∇ ∂

∂yℓ

wkω)

= z

(
ki +

∑

ℓ∈S
liyℓ

∂

∂yℓ

)
Loc(wkω)

where we again used (4.12). Since

z

(
ki +

∑

ℓ∈S
liyℓ

∂

∂yℓ

)
yu/zyλ = χiy

u/zyλ

for λ ∈ KG
k
, the conclusion follows. �

Proposition 4.23. The localization map is equivariant with respect to the Galois action in
§3.3 and §4.3, that is, we have

Loc(ξ · Ω) = g0(ξ) (ξ · Loc(Ω))
where ξ ∈ Picst(X), Ω ∈ GM(Fχ), and ξ on the right-hand side acts on the coefficient ring
RT((z

−1))[[Λ+]][[y]].

Proof. By the definitions of Loc(wkω) and the Galois action, it suffices to check that

age(ξ, (Ψ(k),k)) ≡ age(ξ, d(λ)) −
∑

ℓ∈G
λℓ age(ξ, ℓ) + agev(k)(Lξ) mod Z.

Since agev(k)(Lξ) ≡ age(ξ, (Ψ(v(k)), v(k))) by Lemma 4.7(1), this reduces to showing that

(Ψ(k),k) ≡ d(λ)−
∑

ℓ∈G
λℓℓ+ (Ψ(v(k)), v(k)) mod Zm

by Lemma 4.7(2). This is straightforward. �

Let Loc(0) denote the restriction of Loc to Q = 0, y = y∗ (where y∗ is the shifted origin
from equation 4.2). Write mG for the ideal of C[[Λ+]][[y]] generated by m, yi − 1 (1 ≤ i ≤ m)

and yℓ (ℓ ∈ G). Then Loc(0) defines a map:

Loc(0) : GM(Fχ)/m
G GM(Fχ) ∼=

⊕

k∈N∩|Σ|
C[z]wkω −→ H∗

CR,T(X)⊗RT
RT((z

−1)).
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Proposition 4.24. The image of Loc(0) is H∗
CR,T(X)⊗RT

RT[z] and Loc(0) is an isomorphism
onto its image.

Proof. Only the summand with λ = (−Ψ(k), 0) ∈ Qm × ZG in (4.11) contributes to

Loc(0)(wkω). For k ∈ N ∩ |Σ|, we have

Loc(0)(wkω) =


 ∏

−Ψi(k)<c≤0,〈c〉=〈−Ψi(k)〉
(ui + cz)


 1k−

∑m
i=1⌊Ψi(k)⌋bi = φk +O(z),

where recall that {φk : k ∈ N ∩ |Σ|} is a C-basis of H∗
T(X) (see §2.3). Since Loc(0)(wkω) is

homogeneous of (z ∂
∂z +Gr0)-degree |k|, the conclusion follows. �

Remark 4.25. The map Loc(0) determines a “limit opposite subspace” at the large radius
limit Q = 0, y = y∗ of the Gauss–Manin system, in the sense of [73], [20, Definition 2.10], [18,
Definition 4.103]. This together with the limit primitive section ω at Q = 0, y = y∗ determines
a Frobenius manifold structure corresponding to quantum cohomology.

Theorem 4.26. The equivariant Gauss–Manin system GM(Fχ) is a free module over
RT[z][[Λ+]][[y]] of rank dimH∗

CR(X). Moreover we can choose an RT[z][[Λ+]][[y]]-basis

Ω1, . . . ,ΩN of GM(Fχ) which is homogeneous with respect to the GrB-grading.

Proof. Using Proposition 4.24, we can choose GrB-homogeneous elements Ω1, . . . ,ΩN in
GM(Fχ) such that Loc(0)(Ω1), . . . ,Loc

(0)(ΩN ) is an RT[z]-basis of H
∗
CR,T(X)⊗RT

RT[z], where

N = dimH∗
CR(X). We claim that Ω1, . . . ,ΩN give a free RT[z][[Λ+]][[y]]-basis of GM(Fχ).

That Ω1, . . . ,ΩN generate GM(Fχ) is implied by the following well-known fact. Let K be
a commutative ring with an ideal m ⊂ K such that K is complete with respect the m-adic
topology. If a K-moduleM is Hausdorff with respect to the m-adic topology (

⋂
pm

pM = {0})
and Ω1, . . . ,ΩN ∈ M generate M/mM over K/m, then Ω1, . . . ,ΩN generate M over K. See
for instance [76, Corollary 2, §3, Ch.VIII]. That Ω1, . . . ,ΩN are linearly independent over
RT[z][[Λ+]][[y]] follows from the fact that Loc(Ω1), . . . ,Loc(ΩN ) are linearly independent in
H∗

CR,T(X)⊗RT
RT((z

−1))[[Λ+]][[y]]. �

Corollary 4.27. The non-equivariant Gauss–Manin system GM(F ) is a free module over
C[z][[Λ+]][[y]] of rank dimH∗

CR(X).

4.6. Mirror isomorphism. In this section we prove the following theorem.

Theorem 4.28. There is a mirror map

τ = τ(y) ∈ H∗
CR,T(X) ⊗RT

RT[[Λ+]][[y]]

with τ(y∗)|Q=0 = 0 (see (4.2) for y∗) and an RT[z][[Λ+]][[y]]-linear mirror isomorphism

Θ: GM(Fχ)
∼=−→ H∗

CR,T(X) ⊗RT
RT[z][[Λ+]][[y]]

with Θ|Q=0,y=y∗ = Loc(0) such that the following holds.

(1) Θ intertwines the Gauss–Manin connection with the pull-back τ∗∇ of the quantum
connection by τ ;

(2) the Euler vector fields (3.3), (4.9) correspond under τ : τ∗EB = EA;
(3) Θ intertwines the grading operators: Θ ◦GrB = (z ∂

∂z + EB +Gr0) ◦Θ;
(4) τ and Θ intertwine the Galois symmetries: τ(y) = g0(ξ)(ξ · τ(y)) and Θ(ξ · Ω) =

g0(ξ)(ξ ·Θ(Ω)) for ξ ∈ Picst(X), where ξ on the right-hand side acts on the coefficient
ring C[z][[Λ+]][[y]], and g0(ξ) ∈ EndRT

(H∗
CR,T(X)) is defined in §3.3.
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Remark 4.29. Recall that we chose a splitting L⋆
C → (Cm)⋆ when defining the quantum

connection in the Q-direction (see §3.2) and we chose a splitting ς : N→ O when defining the
Landau–Ginzburg potential Fχ (see §4.1). In the above theorem, it is assumed that these two
choices are compatible in the sense explained before Proposition 4.22.

Remark 4.30. The construction of the isomorphism Θ in the proof below gives the following
commutative diagram:

GM(Fχ)
Θ //

Loc $$■
■
■
■
■
■
■
■
■

H∗
CR,T(X)⊗RT

RT[z][[Λ+]][[y]]

M(τ(y),z)
uu❦❦❦❦

❦❦
❦❦
❦❦
❦❦
❦❦
❦

H[[y]]

where H = H∗
CR,T (X)⊗RT

ST((z
−1))[[Λ+]] is Givental’s symplectic space from §3.4 and M(τ, z)

is the fundamental solution in Proposition 3.1. Note that the images of Loc and M(τ(y), z)
lie in the smaller space H∗

CR,T (X) ⊗RT
RT((z

−1))[[Λ+]][[y]].

Remark 4.31. The Galois action ξ · (−) on C[[Λ+]][[y]] corresponds, under the mirror map, to
the pull-back of functions by g(ξ)−1 : Spf C[[Λ+]][[τ ]] → Spf C[[Λ+]][[τ ]]. We have already seen
in Lemma 4.8(1) that the Galois actions on the Novikov variables Q are the same on both
sides.

First we explain the relationship between the I-function and the localization map. Let
I(Q, y, t, z) denote the G-extended I-function from Definition 3.7. For convenience, we denote
by LX = LX|z→−z the Givental cone with the sign of z flipped.

Lemma 4.32. The functions z Loc(ω) and I(Q, y, t, z) coincide under the change of variables

ti = log yi, yℓ = yℓ

m∏

i=1

y
−Ψi(ℓ)
i .

Therefore z Loc(ω) defines an ST[[Λ+]][[y]]-valued point on the equivariant Givental cone LX.
Moreover, Loc(wkω) lies in the tangent space of LX at this point for every k ∈ N ∩ |Σ|.
Proof. The first statement follows from a straightforward computation. We show that
Loc(wkω) lies in the tangent space at z Loc(ω). If k ∈ S, Proposition 4.22 gives that
Loc(wkω) =

∂
∂yk

z Loc(ω), and thus Loc(wkω) is a tangent vector. Suppose k /∈ S. We con-

sider the (G∪{k})-extended version of the equivariant Gauss–Manin system GM′(Fχ) and the
localization map Loc′. It is obvious that GM′(Fχ)|yk=0

∼= GM(Fχ) and that Loc′ |yk=0 = Loc.
Hence we obtain

Loc(wkω) = Loc′(wkω)

∣∣∣∣
yk=0

=
∂

∂yk
z Loc′(ω)

∣∣∣∣
yk=0

.

This, together with the fact that z Loc′(ω) lies in LX, implies the lemma. �

The above lemma implies that for every Ω ∈ GM(Fχ), the vector Loc(Ω) lies in the tangent

space at z Loc(ω) ∈ LX. By Theorem 4.26, we can take a GrB-homogeneous RT[[Λ+]][[y]]-basis
Ω1, . . . ,ΩN of GM(Fχ). Since Loc(Ωi) is a tangent vector, Proposition 3.4 implies that there
exist τ(y) ∈ H∗

CR,T(X) ⊗RT
ST[[Λ+]][[y]] and Υi(y, z) ∈ H∗

CR,T(X) ⊗RT
ST[z][[Λ+]][[y]] such that

τ(y∗)|Q=0 = 0 and

(4.14) Loc(Ωi) =M(τ(y), z)Υi(y, z) 1 ≤ i ≤ N.
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This τ(y) gives the mirror map. First we claim that τ(y) and Υi(y, z) are defined over RT,
i.e. they are elements of H∗

CR,T(X) ⊗RT
RT[z][[Λ+]][[y]]. As noted in [17, 45], we can view the

relation (4.14) as a Birkhoff factorization [67] of the matrix (Loc(Ω1), . . . ,Loc(ΩN )):

(4.15)




| |
Loc(Ω1) · · · Loc(ΩN )
| |


 =M(τ(y), z)




| |
Υ1(y, z) · · · ΥN(y, z)
| |


 .

Here we regard both sides as elements of the loop group LGLN (C) with loop parameter z;
note thatM(τ(y), z) = I+O(z−1) and that (Υ1(y, z), . . . ,ΥN (y, z)) does not contain negative
powers of z. The left-hand side belongs to

EndRT
(H∗

CR,T(X))⊗RT
RT((z

−1))[[Λ+]][[y]]

and is invertible (over RT) at Q = 0 and y = y∗, by the choice of Ω1, . . . ,ΩN . Therefore
the Birkhoff factorization can be performed over RT uniquely and recursively in powers of
y − y∗ and Q. This shows that Υi(y, z) and M(τ(y), z) are defined over RT. Moreover the
asymptotics J(τ(y), z) = zM(τ(y), z)1 = z1 + τ(y) + O(z−1) shows that τ(y) is also defined
over RT.

We define an RT[[Λ+]][[y]]-linear isomorphism Θ by

Θ(Ωi) := Υi(y, z).

That Θ intertwines the quantum connection follows from the fact that Loc and M(τ, z) are

solutions (see Propositions 3.1, 4.22). By differentiating (4.14) by ξQ ∂
∂Q +z−1ξ̂ and ∂

∂yℓ
(with

ℓ ∈ S), we obtain

Loc(∇ξQ ∂
∂Q

Ωi) =M(τ(y), z)∇ξQ ∂
∂Q

Υi(y, z),

Loc(∇ ∂
∂y

ℓ

Ωi) =M(τ(y), z)(τ∗∇) ∂
∂y

ℓ

Υi(y, z),

where note that (τ∗∇) ∂
∂y

ℓ

= ∂
∂yℓ

+z−1( ∂τ
∂yℓ
⋆). This implies that Θ(∇ξQ ∂

∂Q
Ωi) = ∇ξQ ∂

∂Q
Υi(y, z)

and Θ(∇ ∂
∂yℓ

Ωi) = (τ∗∇) ∂
∂yℓ

Θ(Ωi). Thus Θ intertwines the flat connections.

Next we show that Θ preserves grading. By the choice of Ωi, Ti := Loc(Ωi)|Q=0,y=y∗,z=0

with 1 ≤ i ≤ N form a homogeneous basis of H∗
CR,T(X) over RT. Expanding in the basis {Ti},

we regard (4.15) as an equation in matrices whose entries lie in RT((z
−1))[[Λ+]][[y]]. Proposition

4.22 implies that the matrix L := (Loc(Ω1), . . . ,Loc(ΩN )) satisfies the homogeneity equation:

ÊL+ [gr0, L] = 0

where Ê = z ∂
∂z + EB and gr0 = diag(|1|, |2|, . . . , |N |) with |i| = 1

2 deg Ti. This implies the
following equation for the matrices M =M(τ(y), z) and Y = (Υ1(y, z), . . . ,ΥN (y, z)):

M−1(ÊM + [gr0,M ]) = −(ÊY + [gr0, Y ])Y −1

SinceM = I+O(z−1) and Y does not contain negative powers of z, both sides have to vanish.
Therefore we have (

z
∂

∂z
+ EB +Gr0

)
M(τ(y), z)1 = 0,

(
z
∂

∂z
+ EB +Gr0

)
Υi(y, z) = |i|Υi(y, z).
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The second equation implies that Θ ◦GrB = (z ∂
∂z + EB +Gr0) ◦Θ. The first equation gives

(EB +Gr0)τ(y) = τ(y)

which is equivalent to τ∗EB = EA.
Finally we show that τ and Θ intertwine the Galois actions. We may assume that the basis

Ω1, . . . ,ΩN of GM(Fχ) consists of simultaneous eigenvectors for the Picst(X)-action. The
relation Loc(Ωi) =M(τ(y), z)Θ(Ωi) implies

M(τ(y), z)Θ(ξ · Ωi) = Loc(ξ · Ωi) = g0(ξ)(ξ · Loc(Ωi))

= g0(ξ)(ξ ·M(τ(y), z))(ξ ·Θ(Ωi))

=
(
ξ · (g(ξ)∗M(τ, z))|τ=τ(y)

)
g0(ξ)(ξ ·Θ(Ωi))

where we used Proposition 4.23 in the first line and Proposition 3.3 in the third line. From
uniqueness of Birkhoff factorization, we conclude that

M(τ(y), z) = ξ · (g(ξ)∗M(τ, z))|τ=τ(y), Θ(ξ · Ωi) = g0(ξ)(ξ ·Θ(Ωi)).

It follows that Θ(ξ · Ω) = g0(ξ)(ξ ·Θ(Ω)) for all Ω ∈ GM(Fχ). Using M(τ, z)1 = 1+ z−1τ +
O(z−2), we find that τ(y) = g0(ξ)(ξ · τ(y)). The theorem is proved.

5. Presentations of the Quantum D-Module and Quantum Cohomology Ring

In this section, we recast the construction of the equivariant Gauss–Manin system in combi-
natorial terms, and give presentations of the quantumD-module and the quantum cohomology
ring of X.

5.1. The fan D-module. Recall that the equivariant Gauss–Manin system has a topological
basis {wkω : k ∈ N ∩ |Σ|} over C[z][[Λ+]][[y]] – see (4.7). In this section, replacing wkω with
the the symbol 1k, we define the fan D-module in an abstract and combinatorial way. This
is closely related to the better-behaved GKZ system of Borisov and Horja [6], also known as
the multi-GKZ system [51].

Recall the following notation from §2 and §4.2:
• the stacky fan Σ = (N,Σ, β) (see §2.1);
• the map β : Zm → N sending ei to bi;

• the fan sequence 0→ L→ Zm β→ N from (2.1);
• the divisor sequence 0 →M → (Zm)⋆ → L∨ from (2.2); tensored with Q, this yields
0→ H2

T(pt,Q)→ H2
T(X,Q)→ H2(X,Q)→ 0;

• the monoid and lattice Λ+ ⊂ Λ ⊂ LQ (see §2.4–§2.5); we write Qd, d ∈ Λ, for the
element in the group ring C[Λ] that corresponds to d;
• the finite subset G ⊂ N ∩ |Σ| disjoint from {b1, . . . , bm}; set S := G ∪ {b1, . . . , bm};
• deformation parameters yk with k ∈ S; we also write yi := ybi for 1 ≤ i ≤ m.

To avoid the use of a splitting of the divisor sequence over C (see §3.2), we introduce a vector
field zϑρ corresponding to an equivariant cohomology class ρ ∈ H2

T(X,C)
∼= (Cm)⋆. We require

that zϑρ acts on the parameters Qd, yk as

zϑρ ·Qd = z(ρ · d)Qd, zϑρ · yk = 0

where d ∈ Λ, k ∈ S, and ρ ∈ L⋆
C is the image of ρ under (Cm)⋆ → L⋆

C. We identify an
equivariant parameter χ ∈ MC with the vector field zϑχ via the inclusion MC ⊂ (Cm)⋆,
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i.e. χ = zϑχ. By choosing a splitting of the divisor sequence, we can write

(5.1) zϑρ = χρ + zρQ
∂

∂Q

where ρ ∈ H2
T(X,C)

∼= (Cm)⋆ corresponds to (χρ, ρ) ∈MC ⊕ L⋆
C under the splitting. Set

zϑi := zϑui
1 ≤ i ≤ m

where ui ∈ H2
T(X,C) corresponds to the ith standard basis element e⋆i ∈ (Cm)⋆. We write

K[y] for the polynomial ring in the variables {yk : k ∈ S} over a ringK, and write ∂k := ∂/∂yk
for the partial derivative in yk. We also write ∂i := ∂bi = ∂/∂yi.

Definition 5.1. The fan D-module is the C[z][Λ+][y]-module

M(Σ, G) :=
⊕

k∈N∩|Σ|
C[z][Λ+][y]1k

equipped with the action of differential operators zϑ1, . . . , zϑm, z∂ℓ (with ℓ ∈ S) as follows:
zϑi · 1k := zΨi(k)1k +

∑

ℓ∈S
Ψi(ℓ)yℓQ

d(k,ℓ)
1k+ℓ

z∂ℓ · 1k := Qd(k,ℓ)
1k+ℓ

where k ∈ N ∩ |Σ|, Ψ: N ∩ |Σ| → (Q≥0)
m is defined in Notation 2.2, and d(k, ℓ) ∈ Λ+ is

defined in (2.5). These actions on the basis 1k are extended to M(Σ, G) by the standard
Leibnitz rule. Equivariant parameters χ ∈MC act via the identification χ = zϑχ as follows:

χ · 1k := zϑχ · 1k = z(χ · k)1k +
∑

ℓ∈S
(χ · ℓ)yℓQd(k,ℓ)

1k+ℓ.

Remark 5.2. The fan D-module arises from the Gauss–Manin connection in §4.4. The gen-
erator 1k ofM(Σ, G) corresponds to wkω ∈ GM(Fχ) and the actions of zϑρ, z∂k correspond
respectively to the Gauss–Manin connections χρ+ z∇ρQ ∂

∂Q
, z∇ ∂

∂y
k

once we choose a splitting

as in (5.1) – compare the above definition with (4.6) and (4.8). It is easy to check that the
actions of zϑi, z∂k commute with each other.

Remark 5.3. The fan D-module is graded with respect to the following (complex) grading:

deg 1k = |k|, deg z = degχ = 1, deg yk = 1− |k|,
degQd = c1(X) · d, deg zϑρ = deg z∂k = 1,

where |k| =∑m
i=1 Ψi(k). This corresponds to the grading operator GrB – see (4.10) – on the

Gauss–Manin system.

Remark 5.4 (reduced fan D-module). As noted in Remark 4.5, there is redundancy among
the parameters (Q, y1, . . . , ym, {yk : k ∈ G}). Defining new parameters and basis as

Q
d
:=

(
m∏

i=1

yDi·d
i

)
Qd, yℓ :=

yℓ∏m
i=1 y

Ψi(ℓ)
i

, 1k :=

(
m∏

i=1

y
Ψi(k)
i

)
1k

where d ∈ Λ+, ℓ ∈ G, and k ∈ N ∩ |Σ|, we can remove y1, . . . , ym from the presentation of
the D-module. Indeed, the vector fields corresponding to these new parameters (Q, yℓ) are
given by

zϑρ = zϑρ, z∂ℓ =

(
m∏

i=1

y
Ψi(ℓ)
i

)
z∂ℓ
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with ρ ∈ (Cm)⋆, ℓ ∈ G, and we have

zϑi · 1k = zΨi(k)1k +Q
d(k,bi)

1k+bi +
∑

ℓ∈G
yℓQ

d(k,ℓ)
1k+ℓ

z∂ℓ · 1k = Q
d(k,ℓ)

1k+ℓ

with 1 ≤ i ≤ m and ℓ ∈ G. We also have zyi∂i · 1k = (zϑi −
∑

ℓ∈GΨi(ℓ)yℓ∂ℓ)1k for
∂i := ∂bi = ∂/∂yi. This implies that the fanD-module descends to the space of the parameters

(Q, {yℓ : ℓ ∈ G}). We can alternatively get this reduction by setting y1 = · · · = ym = 1 in the
definition of zϑi, z∂ℓ. We call Mred(Σ, G) :=M(Σ, G)/(y1 − 1, . . . , ym − 1) the reduced fan
D-module.

Definition 5.5. Let m denote the ideal of C[z][Λ+][y] generated by Qd with d ∈ Λ+ \ {0},
y1−1, . . . , ym−1 and yk with k ∈ G. We define the completed fan D-module to be the m-adic
completion ofM(Σ, G):

M̂(Σ, G) := lim←−
k

M(Σ, G)/mkM(Σ, G) =
⊕̂

k∈N∩|Σ|
C[z][[Λ+]][[y]]1k

where we used the convention (4.4) for the ring of power series in {yk : k ∈ S}. This naturally
becomes a module over RT[z][[Λ+]][[y]], where RT = Sym∗(MC), and is equipped with the
action of zϑ1, . . . , zϑm and z∂k with k ∈ S. We can similarly define the completed reduced

fan D-module M̂red(Σ, G).

It is clear from the definition that the completed fan D-module is isomorphic to the equi-
variant Gauss–Manin system. The equivariant quantum D-module of X is defined to be the
module H∗

CR,T(X) ⊗RT
RT[z][[Λ+]][[τ ]] equipped with the action of the quantum connection ∇

multiplied by z – see (3.2). Note that the quantum connection z∇ξQ ∂
∂Q

in the Q-direction

and equivariant parameter χ together give the action of H2
T(X,C)

∼= (Cm)⋆ similarly to (5.1);
the action of H2

T(X,C) is canonical in the sense that it does not depend on the choice of a
splitting. Theorem 4.28 gives the following:

Theorem 5.6. The completed fan D-module M̂(Σ, G) is isomorphic to the pull-back of the
equivariant quantum D-module of the toric stack X by the mirror map τ = τ(y) from Theorem
4.28. The isomorphism here preserves the grading.

5.2. GKZ-style presentation. We give a Gelfand–Kapranov–Zelevinsky-style presenta-
tion [31] of the (completed) fan D-module. The following two propositions follow immediately
from the definition.

Proposition 5.7. We have the relations Ri,k = Pd1,d2;a,a′;k1,k2 = 0 in the fan D-module,
where

Ri,k := zϑi · 1k −
(
zΨi(k) + zyi∂i +

∑

ℓ∈G
zyℓ∂ℓ

)
1k,

Pd1,d2;a,a′;k1,k2 := Qd1
∏

ℓ∈S
(z∂ℓ)

aℓ
1k1 −Qd2

∏

ℓ∈S
(z∂ℓ)

a′
ℓ
1k2 ,

Here 1 ≤ i ≤ m, k ∈ N ∩ |Σ|, and (d1, d2, a, a
′,k1,k2) ranges over all d1, d2 ∈ Λ+, a, a

′ ∈
(Z≥0)

S, k1,k2 ∈ N ∩ |Σ| such that k1 +
∑

ℓ∈S aℓℓ = k2 +
∑

ℓ∈S a
′
ℓ
ℓ in N and that d1 +∑

ℓ∈S aℓΨ(ℓ) + Ψ(k1) = d2 +
∑

ℓ∈S a
′
ℓ
Ψ(ℓ) + Ψ(k2) in Qm.
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Proposition 5.8 (reduced case). In the reduced fan D-module in Remark 5.4, we have the
relations P ′

d1,d2;a,a′;k1,k2
= 0 with

P ′
d1,d2;a,a′;k1,k2

:= Qd1
∏

ℓ∈G
(z∂ℓ)

aℓ ·
m∏

i=1

ai−1∏

ν=0

(
zϑi − z(ν +Ψi(k1))−

∑

ℓ∈G
zyℓ∂ℓ

)
1k1

−Qd2
∏

ℓ∈G
(z∂ℓ)

a′
ℓ ·

m∏

i=1

a′i−1∏

ν=0

(
zϑi − z(ν +Ψi(k2))−

∑

ℓ∈G
zyℓ∂ℓ

)
1k2

where (d1, d2, a, a
′,k1,k2) ranges over the same set as in Proposition 5.7.

These relations give a presentation of the (reduced) fan D-module. We set

D = C[z][Λ+][y] 〈zϑ1, . . . , zϑm, {z∂ℓ}ℓ∈S〉 ,
D′ = C[z][Λ+][{yℓ}ℓ∈G] 〈zϑ1, . . . , zϑm, {z∂ℓ}ℓ∈G〉 ,

where the standard commutation relations [zϑi, Q
d] = z(Di ·d)Qd, [z∂ℓ, yk] = zδk,ℓ, [zϑi, yk] =

[z∂k, Q
d] = [zϑi, zϑj ] = [zϑi, z∂ℓ] = [z∂ℓ, z∂k] = 0 are implicitly imposed. The fan D-module

M(Σ, G) (resp.Mred(Σ, G)) is a D-module (resp. D′-module).

Theorem 5.9. Let k1, . . . ,ks be elements of N ∩ |Σ| such that for every maximal cone σ ∈
Σ(n) we have

N ∩ σ =
⋃

1≤i≤s:ki∈σ


ki +

∑

ℓ∈S:ℓ∈σ

Z≥0ℓ


 .

Then we have the following.

(1) As a D-module, the fan D-module M(Σ, G) is generated by 1k1 , . . . ,1ks
. All the

relations among 1k1 , . . . ,1ks
are generated by Rkj ,i, Pd1,d2;a,a′;kj ,kl

with 1 ≤ j, l ≤ s
in Proposition 5.7.

(2) As a D′-module, the reduced fan D-module Mred(Σ, G) is generated by 1k1 , . . . ,1ks
.

All the relations among 1k1 , . . . ,1ks
are generated by P ′

d1,d2;a,a′;kj ,kl
with 1 ≤ j, l ≤ s

in Proposition 5.8.

Proof. We give a proof of part (1). The proof of part (2) is similar and is left to the reader.
Our assumption on k1, . . . ,ks implies that for any k ∈ N ∩ σ, there exist 1 ≤ i ≤ s and
ℓ1, . . . , ℓt ∈ S such that k = ki + ℓ1 + · · ·+ ℓt and that ki, ℓ1, . . . , ℓt ∈ σ. Then we have 1k =
z∂ℓ1 · · · z∂ℓt1ki

. Therefore M(Σ, G) is generated by 1k1 , . . . ,1ks
as a D-module. Suppose

that we have a relation
∑s

j=1 fj(z,Q, y, zϑ, z∂)1kj
= 0 with fj ∈ D in the fan D-module.

Modulo the relations Rkj ,i, this relation can be reduced to a relation which does not involve
zϑi. Thus we may assume that fj does not contain zϑ1, . . . , zϑm. Then we can expand

fj =
∑

a∈(Z≥0)S

fj,a(z,Q, y)
∏

ℓ∈S
(z∂ℓ)

aℓ

for some fj,a ∈ C[z][Λ+][y]. The relation implies that

(5.2)
∑

(j,a):kj+
∑

ℓ∈S aℓℓ=k

fj,a(z,Q, y)Q
Ψ(kj )+

∑
ℓ∈S aℓΨ(ℓ)−Ψ(k) = 0
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for every k ∈ N ∩ |Σ|. The relation
∑s

j=1 fj1kj
= 0 is the sum of the relations

∑

(j,a):kj+
∑

ℓ∈S aℓℓ=k

fj,a(z,Q, y)
∏

ℓ∈S
(z∂ℓ)

aℓ · 1kj
= 0.

One can easily see that each of these is generated by Pd1,d2;a,a′;kj ,kl
’s over C[z][y] by using

(5.2). �

The completed fan D-module is described in terms of the closure of relations in the m-adic
topology. We introduce the following rings of differential operators:

D̂ = C[z][[Λ+]][[y]]〈zϑ1, . . . , zϑm, {z∂ℓ}ℓ∈S〉,
D̂′ = C[z][[Λ+]][[{yℓ}ℓ∈G]]〈zϑ1, . . . , zϑm, {z∂ℓ}ℓ∈G〉

where we use the convention (4.4) for the ring of power series in {yℓ : ℓ ∈ S}. We

define the topology on D̂ (resp. D̂′) by the decreasing C[z][[Λ+]][[y]]-submodules mpD̂
(resp. C[z][[Λ+]][[{y}ℓ∈G]]-submodules m′pD̂′), where m ⊂ C[z][Λ+][y] is as in Definition 5.5

and m′ := m ∩ C[z][Λ+][{yℓ}ℓ∈G]. Note that mpD̂ and m′pD̂′ are only right ideals. Note also

that D̂ and D̂′ are not complete with respect to their topologies.

Theorem 5.10. Let k1, . . . ,ks ∈ N ∩ |Σ| be elements satisfying the condition in Theorem
5.9. Then we have the following.

(1) The completed fan D-module M̂(Σ, G) has the following presentation as a D̂-module:

M̂(Σ, G) ∼=
s⊕

j=1

D̂1kj

/
I

where I is the left D̂-submodule of
⊕s

j=1 D̂1kj
generated by Ri,kj

, Pd1,d2;a,a′;kj ,kl
in

Proposition 5.7 with 1 ≤ j, l ≤ s, and I is the closure5 of I in
⊕s

j=1 D̂1kj
.

(2) The completed reduced fan D-module M̂red(Σ, G) has the following presentation as a

D̂′-module:

M̂red(Σ, G) ∼=
s⊕

j=1

D̂′
1kj

/
I′

where I′ is the left D̂′-submodule of
⊕s

j=1 D̂′
1kj

generated by P ′
d1,d2;a,a′;kj ,kl

in Propo-

sition 5.8 with 1 ≤ j, l ≤ s, and I′ is the closure of I′ in
⊕s

j=1 D̂′
1kj

.

Proof. We only give a proof of part (1). The proof of part (2) is similar. The fact that

1k1 , . . . ,1ks
generate M̂(Σ, G) as a D̂-module follows from the discussion in the proof of

Theorem 5.9. It is easy to show that elements of I are relations in M̂(Σ, G). Suppose we

have a relation
∑s

j=1 fj(z,Q, y, zϑ, z∂)1kj
= 0 in M̂(Σ, G) for some fj ∈ D̂. For each p ∈ Z≥0

we can write fj = f
(p)
j + r

(p)
j with f

(p)
j ∈ D and r

(p)
j ∈ mpD̂. Then we have that

x :=
s∑

j=1

f
(p)
j 1kj

= −
s∑

j=1

r
(p)
j 1kj

5One can check that the closure of a left D̂-submodule in
⊕s

j=1 D̂1kj
becomes a left D̂-submodule using

the fact that zϑim
pD̂ ⊂ mpD̂ and z∂ℓm

pD̂ ⊂ mp−1D̂.
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belongs to mpM(Σ, G) =
⊕

k∈N∩|Σ|m
p
1k. By the surjectivity of

⊕s
j=1m

pD1kj
→

mpM(Σ, G), we can write x =
∑s

j=1 g
(p)
j 1kj

for some g
(p)
j ∈ mpD. We now have that

∑s
j=1(f

(p)
j −g

(p)
j )1kj

= 0, and thus h(p) :=
⊕s

j=1(f
(p)
j −g

(p)
j )1kj

belongs to I by Theorem 5.9.

Since h(p) converges to
⊕s

j=1 fj1kj
as p→∞, we have that

⊕s
j=1 fj1kj

∈ I. �

Remark 5.11. When X is a toric manifold,M(Σ, G), M̂(Σ, G) and their reduced versions
are generated by 10. The relations Pd1,d2;a,a′;0,0 then define the standard GKZ system [31]
and also appear as relations in the quantum D-module [32, Theorem 1]. (For general X, these
D-modules are generated by 10 for a sufficiently large G.) The closure of the GKZ ideal
appeared in [48, Proposition 5.4] for compact toric manifolds. A closely related presentation
has been discussed in [50, §4.2], [2, §5.2], [61, Theorem 6.6] for compact toric stacks. The
relations P ′

d1,d2;a,a′;0,0
for 10 in the reduced fan D-module also appeared in [61, Lemma 4.7].

Remark 5.12. The same result as Theorem 5.10 holds, with the same proof, when we replace

D̂ and D̂′ respectively with

RT[z][[Λ+]][[y]] 〈zϑ1, . . . , zϑm, {z∂ℓ}ℓ∈S〉
and RT[z][[Λ+]][[{yℓ}ℓ∈G]] 〈zϑ1, . . . , zϑm, {z∂ℓ}ℓ∈G〉

where the relations χ = zϑχ with χ ∈MC are implicitly imposed.

5.3. Quantum cohomology ring. We next give a quantum Stanley–Reisner (or Batyrev-
style) description of the quantum cohomology algebra of X.

Theorem 5.13. Let τ = τ(y) be the mirror map from Theorem 4.28. The pull-back of
the big and equivariant quantum cohomology ring

(
H∗

CR,T(X) ⊗RT
RT[[Λ+]][[y]], τ

∗(⋆)
)
by τ is

isomorphic to any one of the following rings as an RT[[Λ+]][[y]]-algebra:

(a) the Jacobian ring of the equivariant Landau–Ginzburg potential Fχ,

Jac(Fχ) := C{O+}[[y]][χ]
/〈

xi
∂Fχ

∂xi
: 1 ≤ i ≤ n

〉
∼= C{O+}[[y]];

(b) the vector space
⊕̂

k∈N∩|Σ|C[[Λ+]][[y]]1k equipped with the following product and the

RT-module structure:

1k ⋆ 1ℓ = Qd(k,ℓ)
1k+ℓ, χ =

∑

ℓ∈S
(χ · ℓ)yℓ1ℓ,

where
⊕̂

denotes the completed direct sum with respect to the m-adic topology (see
Definition 5.5), χ ∈MC, and d(k, ℓ) is defined in (2.5).

Remark 5.14. In part (a) above, we follow the notation from §4.1–§4.2 and define co-

ordinates x1, . . . , xn by choosing an isomorphism N ∼= Zn × Ntor; we have xi
∂Fχ

∂xi
=∑

k∈S ykkiwk − χi with ki being the ith component of k ∈ N/Ntor
∼= Zn and χi being

the ith basis of M ∼= Zn.

Remark 5.15. Note that the presentation in part (b) yields the description of the Chen–Ruan
cup product in §2.3 at the classical limit Q = 0, y = y∗ – see (4.2) for y∗.

Remark 5.16. A presentation of the quantum cohomology of Fano toric manifolds was orig-
inally found by Givental [34] and Batyrev [4], and generalizations to arbitrary toric manifolds
were discussed in [8, 30, 37, 48, 62]. The Jacobian description of the quantum cohomology of
toric stacks, in the non-equivariant case, was also given in [41,50].
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Proof of Theorem 5.13. We remark that for an extension G1 ⊂ G2 of the finite set G, the
corresponding mirror maps and mirror isomorphisms in Theorem 4.28 are related by restric-
tion. Therefore we can define the partial derivative (∂τ/∂yk) ∈ H∗

CR,T(X)⊗RT
RT[[Λ+]][[y]] for

every k ∈ N∩ |Σ| by adding k to G (if necessary) and then restricting to yk = 0 if k /∈ S. We
claim that the C[[Λ+]][[y]]-module homomorphism sending wk ∈ Jac(Fχ) to (∂τ/∂yk) gives6

the desired isomorphism in part (a). The mirror isomorphism Θ induces the isomorphism of
RT[[Λ+]][[y]]-modules:

Jac(Fχ) · ω ∼= GM(Fχ)/zGM(Fχ)
Θ|z=0−−−→ H∗

CR,T(X)⊗RT
RT[[Λ+]][[y]].

Again by adding k to G if necessary, we can show that this intertwines the action of wk with
the quantum multiplication by ∂τ/∂yk (since Θ intertwines the Gauss–Manin connection
z∇∂/∂yk with the quantum connection z(τ∗∇)∂/∂yk). Part (a) follows. Part (b) follows easily
from part (a) by noting that C{O+}[[y]] is isomorphic to

⊕̂
k∈N∩|Σ|C[[Λ+]][[y]] – see (4.3). �

5.4. Examples. We give several examples of the fan D-module.

5.4.1. The case where X = P1 and G = ∅. The stacky fan is given by N = Z, b1 = 1,
b2 = −1. We have L = Λ = {(l, l) ∈ Z2 | l ∈ Z} ⊂ Z2. Let Q ∈ C[Λ] correspond to the
positive generator (1, 1) ∈ Λ+ and let χ ∈M = Hom(N,Z) ∼= Z be the standard generator.
We have the identification

χ = zϑ1 − zϑ2
By choosing χ1, χ2 ∈MC with χ1 − χ2 = χ, we can also write

zϑ1 = zQ
∂

∂Q
+ χ1, zϑ2 = zQ

∂

∂Q
+ χ2.

The action of these operators on the reduced fan D-moduleMred(ΣP1) is shown in Figure 1.

210−1−2

zϑ1−2z−−−−−→zϑ1−z−−−−→zϑ1−−−−→Q−1zϑ1−−−−−→Q−1zϑ1−−−−−→Q−1zϑ1−−−−−→

←−−−−−
Q−1zϑ2

←−−−−−
Q−1zϑ2

←−−−−−
Q−1zϑ2

←−−−−
zϑ2

←−−−−
zϑ2−z

←−−−−−
zϑ2−2z

✲✛ ◮◭

Figure 1. Mred(ΣP1)

From the relation (zϑ1zϑ2 −Q)10 = 0, we obtain the presentation:

Mred(ΣP1) ∼= C[z,Q]〈zϑ1, zϑ2〉
/
〈zϑ1zϑ2 −Q〉.

The C[χ, z,Q]-basis 10,11 ofMred(ΣP1) corresponds to the basis {1, u1} ⊂ H∗
T(P

1) under the
mirror isomorphism. (In this case, we do not need the completion).

6This is well-defined, since {wk}k∈N∩|Σ| is a topological C[[Λ+]][[y]]-basis of Jac(Fχ).
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5.4.2. The case where X = P(1, 2) and G 6= ∅. The stacky fan is given by N = Z, b1 = 2,
b2 = −1. We choose G = {1}. Then L = {(l, 2l) : l ∈ Z} ⊂ Λ = 1

2L. Let Q ∈ C[Λ+] be the
variable corresponding to (1, 2) ∈ Λ+ and let y = y1 be the variable corresponding to 1 ∈ G.
We write χ for the standard generator of M = Hom(N,Z) ∼= Z. We have

(5.3) 2zϑ1 − zϑ2 = χ.

The actions of zϑ1, zϑ2, z∂y on the reduced fan D-module Mred(ΣP(1,2), {1}) are shown in
Figure 2.

3210−1−2−3 ←−−−−−
Q−1

2 zϑ2

←−−−−−
Q−1

2 zϑ2

←−−−−−
Q−1

2 zϑ2

←−−−−
zϑ2

←−−−−
zϑ2−z

←−−−−−
zϑ2−2z

zϑ1− 1
2
zy∂y−z

−−−−−−−−−−−−−→
zϑ1− 1

2
zy∂y−−−−−−−−−−−−−−→

Q−1(zϑ1− 1
2
zy∂y)−−−−−−−−−−−−−→

zϑ1− 1
2
zy∂y− 1

2
z

−−−−−−−−−−−−−−→Q− 1
2 (zϑ1− 1

2
zy∂y)−−−−−−−−−−−−−→

Q−1(zϑ1− 1
2
zy∂y)−−−−−−−−−−−−−→

z∂y−−−−→z∂y−−−−→z∂y−−−−→Q− 1
2 z∂y−−−−−→Q− 1

2 z∂y−−−−−→Q−1
2 z∂y−−−−−→ ✲✛◭ ◮

Figure 2. Mred(ΣP(1,2), {1})

Equation (5.3) gives relations among consecutive 4 basis elements, for example:

0 = (2zϑ1 − zϑ2 − χ)10 = −1−1 − χ10 + y11 + 212,

0 = (2zϑ1 − zϑ2 − χ)1−1 = −1−2 − (χ+ z)1−1 + yQ
1
2
10 + 2Q

1
2
11.

In fact, {10,1−1,11} gives a free C[z, χ,Q
1
2 , y]-basis ofMred(ΣP(1,2), {1}). The actions of zϑ2

and z∂y in this basis are represented by the following matrices:


0 yQ

1
2 Q

1
2

1 −χ 0

0 2Q
1
2 0


 ,



0 Q

1
2

1
2χ

0 0 1
2

1 0 −1
2y


 .

The basis {10,1−1,11} corresponds to {1, u2,11} ⊂ H∗
CR,T(P(1, 2)) under the mirror isomor-

phism, where 11 is the twisted sector supported on P(2), and the above matrices represent
the quantum multiplication by u2 and 11. Here the completion is (again) unnecessary and
the mirror map is given by

τ(y) = y11.

The reduced fan D-module is generated by 10 and defined by the following relations:

R1 =

(
zϑ1 −

1

2
zy∂y

)
zϑ2(zϑ2 − z)−Q, R2 = z∂yzϑ2 −Q

1
2 ,

R3 = zϑ1 −
1

2
zy∂y − (z∂y)

2, R4 = Q
1
2 z∂y −

(
zϑ1 −

1

2
zy∂y

)
zϑ2.

5.4.3. The case where X = [C2/µ2] and G 6= ∅. The stacky fan is given byN = Z2, b1 = (0, 1),
b2 = (2, 1). We chooseG = {b3} with b3 = (1, 1). We haveΛ = 0 (all curves in X are constant).
Let y be the variable corresponding to b3 ∈ G and let χ1, χ2 be the basis of MC dual to b1, b2.
We have

χ1 = zϑ1, χ2 = zϑ2.
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·

·

·

· ·

·

·

·

·

·

·

0

b1 b2

2b3

zϑ1− z
2
y∂y

zϑ2−
z
2
y∂y

z∂
y

−−−
−−
−−
−−→

z∂
y

−−−
−−
−−
−−→

zϑ2−
z
2
y∂y

−−−−
−−−
−−−
−−−
−→ x

zϑ1− z
2
y∂y

✻ ✯

Figure 3. Mred(Σ[C2/µ2], {(1, 1)})

We have the following relation inMred(Σ[C2/µ2], G), illustrated in Figure 3):

(z∂y)
2
10 =

(
zϑ1 −

1

2
zy∂y

)(
zϑ2 −

1

2
zy∂y

)
10

Thus, if we invert 4− y2,

12b3 = (z∂y)
2
10 =

4χ1χ2

4− y210 +
(z − 2(χ1 + χ2))y

4− y2 1b3 .

The elements 10, 1b3 generate Mred(Σ[C2/Z2], G)[(4 − y2)−1] freely over C[z, χ1, χ2, y, (4 −
y2)−1]. In an analytic neighbourhood of y = 0, we define

1̂b3 :=
√

1− (y2/4)1b3

and make the co-ordinate change y = 2 sin(θ/2). In the basis {10, 1̂b3}, the action of z(∂/∂θ)
is represented by the following z-independent matrix:

[
0 χ1χ2

1 −(χ1 + χ2) sin(
θ
2 )

]
.

The basis {10, 1̂b3} corresponds to {1,1b3} ⊂ H2
CR,T([C

2/µ2]) under the mirror isomorphism,

and the mirror map is given by τ(y) = θ1b3 . The above matrix gives the quantum multipli-
cation by 1b3 .

5.4.4. The case where X = P2 and G 6= ∅. We take N = Z2, b1 = (1, 0), b2 = (0, 1),
b3 = (−1,−1) and G = {b4} with b4 = (1, 1) = b1 + b2. Let Q be the variable corresponding
to (1, 1, 1) ∈ Λ = L = Z(1, 1, 1) and let y be the variable corresponding to b4 ∈ G. We have

χ1 = zϑ1 − zϑ3, χ2 = zϑ2 − zϑ3.
In the reduced fan D-moduleMred(ΣP2 , G), we have the relation

((zϑ2 − zy∂y)(zϑ1 − zy∂y)− z∂y)10 = 0,

(zϑ3(zϑ2 − zy∂y)(zϑ1 − zy∂y)−Q)10 = 0.

Let us consider the non-equivariant limit where χ1 = χ2 = 0. Then we have zϑ := zϑ1 =
zϑ2 = zϑ3 = zQ(∂/∂Q). We can see that the D-module Mred(ΣP2 , G)/(χ1, χ2) is of
rank 4 at y 6= 0. On the other hand, the y-adic completion of this D-module has a basis
{10, zϑ10, (zϑ)210} over C[z,Q][[y]] and is isomorphic to the quantum D-module of P2. For
example, z∂y10 can be expressed as a linear combination of these basis elements, by using the
above two equations recursively.
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6. The higher residue pairing and the Poincaré pairing match

We now construct a version of K. Saito’s higher residue pairing [71] on our (equivariant)
Gauss–Manin system, and show that it matches the (equivariant) Poincaré pairing on quantum
cohomology under the mirror isomorphism in Theorem 4.28. As in §4.2, we fix a finite subset
G ⊂ (N∩ |Σ|) \{b1, . . . , bm} and consider the unfolding Fχ(x; y) associated with G. We again
set S := {b1, . . . , bm} ∪G.
6.1. Critical points. We start with a description of critical points of Fχ. The (logarithmic)
critical scheme of Fχ is defined to be the formal spectrum of the Jacobian ring

Jac(Fχ) = C{O+}[[y]][χ]
/〈

xi
∂Fχ

∂xi
: 1 ≤ i ≤ n

〉

where xi
∂Fχ

∂xi
=
∑

k∈S ykkiwk − χi, with ki being the ith component of k ∈ NR
∼= Rn. The

mirror isomorphism Θ in Theorem 4.28 induces, at z = 0, an isomorphism between Jac(Fχ)
and H∗

CR,T(X)⊗RT
RT[[Λ+]][[y]] as RT[[Λ+]][[y]]-modules. In particular, Jac(Fχ) is a free module

over RT[[Λ+]][[y]] of rank dimH∗
CR(X). Set N := dimH∗

CR(X). Let ST be the algebraic closure

of the fraction field ST of RT. We show that, after base change to ST[[Λ+]][[y]], the critical
scheme consists of N distinct points over ST[[Λ+]][[y]], each of which is characterized by its
limit at Q = 0, y = y∗ – see (4.2) for y∗. We write Jac(Fχ)ST

:= Jac(Fχ)⊗RT[[Λ+]][[y]]ST[[Λ+]][[y]]
for the base change.

Notation 6.1. Recall that maximal cones σ ∈ Σ are in one-to-one correspondence with T-
fixed points zσ of X. We write ui(σ) ∈ H2

T(pt) = MQ for the restriction of the toric divisor
class ui to the fixed point zσ. We set N(σ) := N/

∑
i∈σ Zbi; this gives the orbifold isotropy

group at the fixed point zσ. We also write Σ(n) for the set of n-dimensional (i.e. maximal)
cones in Σ.

Lemma 6.2. (1) The ring Jac(Fχ)ST
is isomorphic to ST[[Λ+]][[y]]

⊕N as an ST[[Λ+]][[y]]-

algebra, with N = dimH∗
CR,T(X). In other words, the critical scheme Spf(Jac(Fχ)ST

) consists

of N distinct points over ST[[Λ+]][[y]].
(2) For a maximal cone σ, define Crit(σ) to be the set:

Crit(σ) :=
{
c = (ck) ∈ ST

N∩σ
: ckcℓ = ck+ℓ, cbi = ui(σ) for all i ∈ σ

}
,

where we set N ∩ σ = {k ∈ N : k ∈ σ}. Then Crit(σ) is a torsor over the character group

N̂(σ) = Hom(N(σ),C×) of N(σ).
(3) Note that a critical point p over ST[[Λ+]][[y]] is by definition an ST[[Λ+]][[y]]-algebra

homomorphism Jac(Fχ)ST
→ ST[[Λ+]][[y]], [wk] 7→ wk(p). For each maximal cone σ ∈ Σ

and an element c ∈ Crit(σ), there exists a unique critical point p such that

wk(p)
∣∣∣
Q=0,y=y∗

=

{
ck k ∈ N ∩ σ
0 otherwise.

This gives a bijection between critical points over ST[[Λ+]][[y]] and the set
⋃

σ∈Σ(n) Crit(σ).

Proof. Part (2) is obvious. Note that Jac(Fχ)ST
is a free ST[[Λ+]][[y]]-module of rank N .

Therefore Jac(Fχ)ST
is a direct sum of copies of ST[[Λ+]][[y]] as a ring if and only if the

restriction to Q = 0, y = y∗

Jac(Fχ)ST,0
:= Jac(Fχ)ST

⊗ST[[Λ+]][[y]] ST
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is a direct sum of copies of ST as a ring. To establish (1) and (3), therefore, it suffices to prove
that Spec(Jac(Fχ)ST,0

) is a finite set of reduced points and equals
⋃

σ Crit(σ). Note that we

have Fχ|Q=0,y=y∗ = w1 + · · ·+ wm −
∑n

i=1 χi log xi and

Jac(Fχ)ST,0
∼=

⊕
k∈N∩|Σ| STwk

〈χi −
∑m

j=1 bj,iwj : 1 ≤ i ≤ n〉

where the product structure on
⊕

k∈N∩|Σ| STwk is defined as in (2.4) (the Stanley–Reisner

presentation of H∗
CR,T(X)), but replacing φk with wk, and bj,i denotes the ith component of

bj ∈ NR
∼= Rn. Therefore an ST-algebra homomorphism Jac(Fχ)ST,0

→ ST is specified by a

tuple (ck) ∈ ST
N∩|Σ|

satisfying the conditions:

ckcℓ =

{
ck+ℓ if k, ℓ are in the same cone of Σ;

0 otherwise
and χi =

m∑

j=1

bi,jcbj .

The first condition implies that the support {k : ck 6= 0} has to be contained in some
maximal cone σ of Σ. The second condition then determines cb1 , . . . , cbm uniquely. No-
tice that uj(σ) = 0 for j /∈ σ since the toric divisor {Zj = 0} does not pass through the
fixed point zσ , and that

∑m
j=1 bj,iuj = χi by the description of the RT-module structure of

H∗
CR,T(X) in §2.3. It follows that cbj = 0 for j /∈ σ and cbj = uj(σ) for j ∈ σ. Thus closed

points of Spec(Jac(Fχ)ST,0
) correspond bijectively with elements of

⋃
σ Crit(σ). Since we have

dimST
Jac(Fχ)ST,0

= N = #
⋃

σ Crit(σ), Spec(Jac(Fχ)ST,0
) consists only of reduced points and

is identified with
⋃

σ Crit(σ). �

Remark 6.3. In the above proof, we have shown that

(6.1) χi =

m∑

j=1

bj,iuj(σ) =
∑

j∈σ
bj,iuj(σ)

for any maximal cone σ.

We study the Q→ 0, y → y∗ asymptotics of critical values of Fχ. The problem here is that

the critical value Fχ(p) of Fχ does not lie in the ring ST[[Λ+]][[y]] because of the log xi term.
Let p be a critical point corresponding to c = (ck)k∈N∩σ ∈ Crit(σ), where σ is a maximal
cone of Σ, as in Lemma 6.2. We extend the function k 7→ ck ∈ ST for arbitrary k ∈ N by
requiring that ckcℓ = ck+ℓ for all k, ℓ ∈ N. This is possible since ck 6= 0 for all k ∈ N ∩ σ.
Recall that we chose a decomposition N ∼= Zn ×Ntor in §4.1. We write ei, 1 ≤ i ≤ n, for
the element of N corresponding to the ith basis vector of Zn. Let ςσ : NQ → Qm denote the
splitting of the fan sequence defined by ςσ(bi) = ei for i ∈ σ. Then we have

(6.2) xi = w(ς(ei),ei) = Q(ς−ςσ)(ei)w(ςσ(ei),ei)

and

w(ςσ(ei),ei)(p) = cei +mGST[[Λ+]][[y]]

by the extension of the definition of ck above. (Recall that mG is the ideal corresponding to
Q = 0, y = y∗ introduced before Proposition 4.24.) Therefore we can decompose the critical
value Fχ(p) as

Fχ(p) = F cl
χ (p) + F qu

χ (p)
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where the classical part F cl
χ (p) given by

F cl
χ (p) =

∑

j∈σ
cbj −

n∑

i=1

χi

(
logQ(ς−ςσ)(ei) + log cei

)

and the quantum part F qu
χ (p) belongs to mGST[[Λ+]][[y]]:

(6.3) F qu
χ (p) =

∑

j∈S
ykwk(p)−

∑

j∈σ
cbj +

n∑

i=1

χi log(c
−1
ei
w(ςσ(ei),ei)(p)).

Lemma 6.4. Let p be a critical point corresponding to c ∈ Crit(σ), where σ is a maximal
cone of Σ. Write bj =

∑n
i=1 bj,iei + ζj with ζj ∈ Ntor. Then we have

F cl
χ (p) =

∑

j∈σ

(
uj(σ)− uj(σ) log

uj(σ)

cζj

)
+ logQX(σ)

where X ∈ H2
T(X,Q) ⊗ L = Hom(L⋆

Q,H
2
T(X,Q)) denotes the element corresponding to the

splitting L⋆
Q → (Qm)⋆ = H2

T(X,Q) dual to ς (in the sense explained before Proposition 4.22),

and X(σ) ∈MQ ⊗ L denotes the restriction of X to the T-fixed point zσ ∈ X.

Proof. Recall that cbj = uj(σ) for j ∈ σ. Using (6.1), we find that

n∑

i=1

χi log cei =

n∑

i=1

∑

j∈σ
uj(σ)bj,i log cei =

∑

j∈σ
uj(σ) log(c

−1
ζj
uj(σ))

where we used uj(σ) = cbj = cζj
∏n

i=1 c
bj,i
ei . It remains to show that

(6.4) X(σ) =

n∑

i=1

χi(ςσ(ei)− ς(ei)).

Evaluating the right-hand side at ξ ∈ L⋆
Q, we obtain

n∑

i=1

χi (ξ · (ςσ − ς)(ei)) =
n∑

i=1

χi

(
ξ̂ · ςσ(ei)− ξ̂ · ς(ei)

)

=
∑

j∈σ
uj(σ)(ξ̂ · ej) = ξ̂(σ)

where ξ̂ ∈ (Qm)⋆ ∼= H2
T(X,Q) denotes the lift of ξ with respect to the splitting L⋆

Q → (Qm)⋆

and ξ̂(σ) ∈ MQ denotes the restriction of ξ̂ to zσ. We also used (6.1) and the fact that ξ̂
vanishes on the image of ς . Evaluation of the left-hand side at ξ gives the same answer, and
the conclusion follows. �

We also study the limit of the Landau–Ginzburg potential at the central fiber Q = 0,
y = y∗. The fiber at Q = 0 of the total space SpecC[O+] of the mirror is reducible and
decomposed as follows:

SpecC[O+]
∣∣∣
Q=0

=
⋃

σ∈Σ(n)

⋃

θ∈Hom(Ntor,C×)

Aσ,θ

where Aσ,θ = SpecC[(N/Ntor) ∩ σ] is an affine toric variety. The restriction of Fχ to the
central fiber is ill-defined because of the logarithmic term, but we show that for each critical
point p, the difference Fχ(x; y)−F cl

χ (p) has a well-defined limit as y approaches y∗ and (x,Q)
approaches the component Aσ,θ on which the critical point p lies.
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Lemma 6.5. Let p be a critical point of Fχ corresponding to c ∈ Crit(σ), where σ is a
maximal cone of Σ. Let Aσ,θ be the component of the central fiber determined by the character
θ defined as the restriction of k 7→ ck to k ∈ Ntor. Then we have

Fχ − F cl
χ (p)

∣∣∣
Q=0,y=y∗,Aσ,θ

=
∑

j∈σ

(
wj − uj(σ)− uj(σ) log

wj

uj(σ)

)
.

Proof. Let p, c, σ, θ be as given. We have

Fχ =
∑

k∈S
ykwk −

n∑

i=1

χi log(Q
(ς−ςσ)(ei)w(ςσ(ei),ei))

=
∑

k∈S
ykwk + logQX(σ) −

∑

j∈σ
uj(σ) log

wi

w(0,ζj )

where we used (6.2), (6.4) and (6.1). (The quantity ζj ∈ Ntor here is given in Lemma 6.4).

Note that wk|Aσ,θ
equals uj(σ) if k = bj ∈ σ and is zero otherwise; also w(0,ζj )|Aσ,θ

= cζj . The
conclusion follows easily from this and Lemma 6.4. �

6.2. Higher residue pairing via asymptotic expansion. We define the higher residue
pairing in our setting in terms of (formal) asymptotic expansion, following the method of
Pham [66, 2ème Partie, 4]. We first recall asymptotic expansion in analytic setting. Let
f(t) = f(t1, . . . , tn) be a holomorphic function on Cn with a non-degenerate critical point p.
Let Γ(p) denote a stable manifold for the Morse function ℜ(f(t)) associated to p and consider
the oscillatory integral:

∫

Γ(p)
ef(t)/zg(t)dt1 · · · dtn

with z < 0 and g(t) a holomorphic function. As z ր 0, the integral is dominated by the con-
tribution near the critical point t = p, and we obtain its asymptotic expansion by expanding
the integrand in Taylor series at p (under appropriate assumptions on f and g). A concrete
method is as follows: we expand the functions f(t), g(t) in Taylor series at p as

f(t) =
∑

k≥0

1

k!

∑

i1,...,ik

fi1,...,ik(p)s
i1 · · · sik , g(t) =

∑

k≥0

1

k!

∑

i1,...,ik

gi1,...,ik(p)s
i1 · · · sik

with si = ti − pi, and make a linear change of variables si =
√
−z∑n

j=1 c
i
jv

j such that

1

2z

∑

i,j

fij(p)s
isj = −1

2

∑

i

(vi)2.

Then the above integral can be expanded as:

(6.5) ef(p)/z
(−z)n/2√
det(fij(p))

∫

Rn

e−
1
2

∑
i(v

i)2
( ∑

k,l≥0,
k≡l mod 2

1

k!
a
(l)
i1,...,ik

vi1 · · · vikzl/2
)
dv1 · · · dvn
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where
∑

k,l≥0
1
k!a

(l)
i1,...,ik

vi1 · · · vikzl/2 is the expansion of

exp


−

∑

k≥3

∑

i1,...,ik

∑

j1,...,jk

(−z)k/2−1

k!
fi1,...,ik(p)c

i1
j1
· · · cikjkv

j1 · · · vjk



×
∑

k≥0

∑

i1,...,ik

∑

j1,...,jk

(−z)k/2
k!

gi1,...,ik(p)c
i1
j1
· · · cikjkv

j1 · · · vjk .

By performing the above Gaussian integral termwise, we obtain a formal asymptotic expansion
of the original oscillatory integral (note that half-integer powers of z vanish automatically).
We denote this expansion as

ef(p)/z(−2πz)n/2 Asymp

(
ef(t)/zg(t)dt

)

so that Asymp(e
f(t)/zg(t)dt) is of the form:

1√
det(fij(p))

(
g(p) + a1z + a2z

2 + · · ·
)
.

We remark that the formal asymptotic expansion vanishes if ef(t)/zg(t)dt is an exact form
(regardless of the formal asymptotic expansion being the actual asymptotic expansion, in
which case the remark is obvious), since the integrand of the corresponding Gaussian integral
(6.5) becomes also exact, and it is straightforward to check that the termwise Gaussian integral
of a formal exact form is zero.

Note that the above procedure only involves the Taylor expansions of the functions f(t),
g(t) at p and an orthogonalization of the Hessian form (fij(p)). Therefore we can generalize
the above procedure to our setting where f(t) is given by Fχ(x; y) and g(t)dt is an element
of C[z]{O+}[[y]][χ]ω, by using (log x1, . . . , log xn) as co-ordinates (t

1, . . . , tn) here. To be more
precise, we work over the ring ST[[Λ+]][[y]] and consider the asymptotic expansion at one of N
non-degenerate critical points over ST[[Λ+]][[y]] from Lemma 6.2. Let p be a critical point of Fχ

over ST[[Λ+]][[y]]. Then the Taylor expansion of a function in C[z]{O+}[[y]][χ] at p (with respect
to the co-ordinates log x1, . . . , log xn) is well-defined as formal power series with coefficients
in ST[z][[Λ+]][[y]]. When the critical point p corresponds to an element of Crit(σ) (under the
bijection in Lemma 6.2),

∂2Fχ

∂ log xi∂ log xj
(p)

∣∣∣∣
Q=0,y=y∗

=
∑

k∈σ
bk,ibk,juk(σ)

is diagonalizable by the matrix (bk,i
√
uk(σ))k∈σ,1≤i≤n, and thus the Hessian form is diagonal-

izable over ST[[Λ+]][[y]]. Thus we obtain a well-defined map:

Asymp : e
Fχ/zC[z]{O+}[[y]][χ]ω → ST[[Λ+]][[y]][[z]]

for each critical point p over ST[[Λ+]][[y]]. By the remark above, Asymp(e
Fχ/zΩ) vanishes if

eFχ/zΩ is exact, and thus Asymp descends to cohomology:

Asymp : e
Fχ/z GM(Fχ)→ ST[[Λ+]][[y]][[z]].

Definition 6.6. We define the higher residue pairing P : GM(Fχ)×GM(Fχ)→ ST[[Λ+]][[y]][[z]]
by

P (Ω1,Ω2) =
∑

p

Asymp(e
Fχ/zΩ1) Asymp(e

Fχ/zΩ2)
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for Ω1,Ω2 ∈ GM(Fχ), where Asymp(e
Fχ/zΩ1) = Asymp(e

Fχ/zΩ1)|z→−z, and the sum is over

critical points p of Fχ over ST[[Λ+]][[y]] in Lemma 6.2. Note that the higher residue pairing

is invariant under the Galois group Gal(ST/ST), which permutes critical points, and thus P
takes values in ST[[Λ+]][[y]][[z]]. (In fact it takes values in ST[z][[Λ+]][[y]] by Theorem 6.11.)

We establish standard properties of the higher residue pairing. We first observe that Asymp

gives another solution to the equivariant Gauss–Manin system (cf. the localization map Loc

in §4.5). We remark that, despite the fact that eF
qu
χ (q)/z is a formal power series in z−1 and

that Asymp(Ω) is a formal power series in z, the product eF
qu
χ (p)/z Asymp(Ω) is well-defined

as an element of ST((z))[[Λ+]][[y]] because F
qu
χ (p) ∈ mGST[[Λ+]][[y]].

Lemma 6.7. Let p be a critical point of Fχ over ST[[Λ+]][[y]]. The map Asymp is linear over
RT[z][[Λ+]][[y]] and satisfies the following differential equations:

eF
qu
χ (p)/z Asymp(e

Fχ/z∇ξQ ∂
∂Q

Ω) =

(
ξQ

∂

∂Q
+

1

z
ξ̂(σ)

)(
eF

qu
χ (p)/z Asymp(e

Fχ/zΩ)
)
,

eF
qu
χ (p)/z Asymp(e

Fχ/z∇ ∂
∂yk

Ω) =
∂

∂yk

(
eF

qu
χ (p)/z Asymp(e

Fχ/zΩ)
)
,

Asymp(e
Fχ/z GrBΩ) =

(
z
∂

∂z
+ EB +

n

2

)
Asymp(e

Fχ/zΩ),

where ξ ∈ L⋆
C, ξ̂ ∈ (Cm)⋆ = H2

T(X,C) is the lift of ξ introduced before Proposition 4.22, and

ξ̂(σ) ∈MC denotes the restriction of ξ̂ to the fixed point zσ ∈ X. Moreover the quantum part
F qu
χ (p) of the critical value is homogeneous of degree one, i.e. EBF qu

χ (p) = F qu
χ (p).

Proof. It is clear from the definition that Asymp is linear over C[z][[Λ+]][[y]][χ], and since Asymp

is continuous with respect to the mG-adic topology (see the discussion before Proposition 4.24
for mG), it is linear over RT[z][[Λ+]][[y]]. The first two differential equations follow from:

• the fact that eFχ/zΩ 7→ eFχ(p)/z Asymp(e
Fχ/zΩ) commutes with differentiation in the

parameters (y,Q);

• ∂~v(eFχ/zΩ) = eFχ/z∇~vΩ; and

• ξQ ∂
∂Qe

F cl
χ (p)/z = 1

z ξ̂(σ)e
F cl
χ (p)/z , which follows from Lemma 6.4.

Let us establish the third equation. Recall that the grading operator on C[z]{O+}[[y]]ω is
induced by e⋆1 + · · · + e⋆m ∈ (Qm)⋆ = Hom(O,Q), deg z = 1, deg yk = 1− |k|, degω = 0. The
potential function Fχ(x; y) is not homogeneous because of the log xi term, but the logarithmic

derivative xi
∂
∂xi
Fχ(x; y) is homogeneous of degree 1. Thus the critical point p is homogeneous

in the sense that EBwk(p) = |k|wk(p) for all k ∈ N ∩ |Σ|, and so the quantum part F qu
χ (p)

(6.3) of the critical value is homogeneous of degree 1. We can also see that the variables
vi appearing in the Gaussian integral (6.5) is of degree zero. Therefore, if Ω is of degree k,

(−2πz)n/2eF qu
χ (p)/z Asymp(e

Fχ/zΩ) is of degree k, and Asymp(e
Fχ/zΩ) is of degree k− n

2 . The
conclusion follows. �

In view of Definition 6.6, Lemma 6.7 implies the following.

Proposition 6.8. The higher residue pairing satisfies the following properties:

(1) P (c(−z)Ω1,Ω2) = P (Ω1, c(z)Ω2) = c(z)P (Ω1,Ω2) for c(z) ∈ RT[z][[Λ+]][[y]];
(2) ξQ ∂

∂QP (Ω1,Ω2) = P (∇ξQ ∂
∂Q

Ω1,Ω2) + P (Ω1,∇ξQ ∂
∂Q

Ω2) for ξ ∈ L⋆
C;

(3) ∂
∂yk

P (Ω1,Ω2) = P ( ∂
∂yk

Ω1,Ω2) + P (Ω1,
∂

∂yk
Ω2) for k ∈ S;
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(4) (z ∂
∂z + EB + n)P (Ω1,Ω2) = P (GrBΩ1,Ω2) + P (Ω1,GrBΩ2).

6.3. The pairings match.

Proposition 6.9. Let p be the critical point of Fχ that corresponds, via Lemma 6.2, to
c ∈ Crit(σ) where σ ∈ Σ is a maximal cone. We have:

(6.6) eF
qu
χ (p)/z Asymp

(
eFχ/zΩ

)
=

∑

v∈Box(σ)

Loc(Ω)
∣∣
(σ,v)

cv ∆(σ,v)(z)

for Ω ∈ GM(Fχ), where (· · · )|(σ,v) denotes the restriction to the fixed point zσ ∈ Xv on the
sector Xv ⊂ IX, and

∆(σ,v)(z) =
1

|N(σ)|
∏

i∈σ

1√
ui(σ)

exp

(
−

∞∑

k=2

Bk(vi)

k(k − 1)

(
z

ui(σ)

)k−1
)

with Bk(h) the Bernoulli polynomial defined by
∑∞

k=0Bk(h)
tk

k! = teht/(et− 1) and vi = Ψi(v).

Remark 6.10. Equality (6.6) here should be interpreted with care. Each coefficient of
Qλ(y − y∗)I of Loc(Ω)|(σ,v) is a rational function in z (Remark 4.21). We expand these
rational functions as Laurent series at z = 0 and multiply by ∆σ(z), obtaining an element of
ST((z))[[Λ+]][[y]], and equate with the left-hand side. As discussed just before Lemma 6.7, the
left-hand side is also well-defined as an element of ST((z))[[Λ+]][[y]].

Proof. Recall from Proposition 4.22 and Lemma 6.7 that Loc and eF
qu
χ (p)/z Asymp satisfy sim-

ilar differential equations. From this we deduce that eF
qu
χ (p)/z Asymp(e

Fχ/zΩ) can be written
as a linear combination of Loc(Ω)|(σ′,v′), with coefficients independent of Q and yℓ. We regard
Loc as a map taking values in H∗

CR,T(X) ⊗RT
ST((z))[[Λ+]][[y]] as discussed in Remark 6.10.

Extending the ground ring, we obtain an isomorphism

Loc: GM(Fχ)⊗RT[z][[Λ+]][[y]] ST((z))[[Λ+]][[y]] ∼= H∗
CR,T(X)⊗RT

ST((z))[[Λ+]][[y]].

We set Cp(α) := eF
qu
χ (p)/z Asymp(e

Fχ/z Loc−1 α) for α ∈ H∗
CR,T(X). The differential equations

in Proposition 4.22 and Lemma 6.7 show that
(
ξQ

∂

∂Q
+

1

z
ξ̂(σ)

)
Cp(α) =

1

z
Cp(ξ̂α),

∂

∂yℓ
Cp(α) = 0.

Note that Cp belongs to Hom(H∗
CR,T(X), RT)⊗RT

ST((z))[[Λ+]][[y]]. The second equation shows

that Cp is independent of yℓ. Expanding Cp =
∑

λ∈Λ+

∑
k∈ZCp;λ,kQ

λzk, we find from the

first equation that

(ξ · λ)Cp;λ,k = ξ̂(σ)Cp;λ,k+1 − Cp;λ,k+1 ◦ ξ̂.
For a fixed λ, Cp;λ,k vanishes for sufficiently negative k ∈ Z. Therefore, if ξ · λ 6= 0, re-

peated applications of the operation C 7→ ξ̂(σ)C − C ◦ ξ̂ on Hom(H∗
CR,T(X), RT) ⊗RT

ST to
the coefficients Cp;λ,k yield zero. On the other hand, it follows easily from the Atiyah-Bott
localization theorem that this operation is a semisimple endomorphism, and thus we must

have ξ̂(σ)Cp;λ,k+1 − Cp;λ,k+1 ◦ ξ = 0. This implies that Cp;λ,k = 0 for non-zero λ and that Cp

is independent of Q. Therefore we have shown that

eF
qu
χ (p)/z Asymp(e

Fχ/zΩ) =
∑

(σ′,v′)

Cp,(σ′,v′) Loc(Ω)
∣∣
(σ′,v′)

for some Cp,(σ′,v′) ∈ ST((z)) independent of Q and yℓ.
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Let us take Ω = wkω and evaluate the coefficients Cp,(σ′,v′) by taking the limit as Q →
0, y → y∗. In that limit, Loc(wkω) becomes

Loc(0)
(
wkω

)∣∣∣
(σ′,v′)

=





∏
i∈σ′

∏
0≤c<Ψi(k)

〈c〉=vi

(ui(σ
′)− cz) if v = v′ ∈ Box(σ′)

0 otherwise

where v := k−∑m
i=1⌊Ψi(k)⌋bi.

It remains to compute the limit as Q → 0, y → y∗ of eF
qu
χ (p)/z Asymp

(
eFχ/zwkω

)
. The

limit of eF
qu
χ (p)/z is 1. We have seen that Asymp

(
eFχ/zwkω

)
has a well-defined limit, because

Asymp

(
eFχ/zwkω

)
lies in ST((z))[[Λ+]][[y]]. Also

Asymp

(
eFχ/zwkω

)
= Asymp

(
e(Fχ−F cl

χ (p))/zwkω
)
,

and we saw in the discussion before Lemma 6.5 that Fχ(x; y)−F cl
χ (p) has a well-defined limit as

y approaches y∗ and (x,Q) approaches the component Aσ,θ of the central fiber on which p lies.

When v /∈ Box(σ), the restriction of wk to Aσ,θ is zero, and thus Asymp(e
Fχ/zwkω)|Q=0,y=y∗ =

0. We can therefore assume that v ∈ Box(σ). On the component Aσ,θ we have

∫

Γ(p)
e(Fχ−F cl

χ (p))/zwkω =

∫

Γ(p)
exp

(∑

i∈σ

wi−ui(σ)−ui(σ) log
(

wi

ui(σ)

)

z

)
wk

det(bα,β)

|Ntor|
∧

i∈σ

dwi

wi
.

Here Γ(p) is an appropriate cycle in Aσ,θ through p, the precise choice of which is irrelevant

as we calculate the formal asymptotic expansion of this integral at p, and (bα,β) are the
entries of the matrix inverse to (bα,β). Proceeding as in §6.2, we set wi = ui(σ)e

Ti , so that
wk = ck exp

(∑
i∈σ Ψi(k)Ti

)
. Thus the integral becomes

ck
|N(σ)|

∫

Rn

exp

(∑

i∈σ

ui(σ)
z

(
eTi − 1− Ti

)
)
exp

(∑

i∈σ
Ψi(k)Ti

)∧

i∈σ
dTi

where we used det(bα,β) = |N(σ)|/|Ntor|. This is essentially a Γ-function. To see this, assume

that z < 0 and ui(σ) > 0, and make the change of variables Ti 7→ Ti+log
( −z
ui(σ)

)
. The integral

becomes

ck
|N(σ)|

∏

i∈σ
e

ui(σ)

−z

(
ui(σ)
−z

)ui(σ)

z
−Ψi(k)

Γ
(
Ψi(k)− ui(σ)

z

)
.

Using the functional equation for the Γ function (which is also satisfied by its asymptotic

expansion) and the fact that ck = cv
∏

i∈σ ui(σ)
⌊Ψi(k)⌋, this is

cv
|N(σ)|

∏

i∈σ
e

ui(σ)

−z

(
ui(σ)
−z

)ui(σ)

z
−vi




∏

0≤c<Ψi(k)
〈c〉=vi

ui(σ)− cz


Γ

(
vi − ui(σ)

z

)

Replacing the Γ function by its asymptotic expansion, using [24, 5.11.8]

log Γ(z + h) ∼ (z + h− 1
2 ) log z − z + 1

2 log(2π) +
∞∑

k=2

(−1)kBk(h)

k(k − 1)zk−1

http://dlmf.nist.gov/5.11.E8
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where Bk(·) are the Bernoulli polynomials, yields:

(−2πz)n/2 cv
|N(σ)|

∏

i∈σ




∏

0≤c<Ψi(k)
〈c〉=vi

ui(σ)− cz




×
∏

i∈σ

1√
ui(σ)

exp

(
−

∞∑

k=2

Bk(vi)

k(k − 1)

(
z

ui(σ)

)k−1
)

Thus the limit as Q→ 0, y → y∗ of Asymp

(
eFχ/zwkω

)
is

cv
|N(σ)|

∏

i∈σ




∏

0≤c<Ψi(k)
〈c〉=vi

ui(σ)− cz



∏

i∈σ

1√
ui(σ)

exp

(
−

∞∑

k=2

Bk(vi)

k(k − 1)

(
z

ui(σ)

)k−1
)

if v ∈ Box(σ) and zero otherwise. The result follows. �

Theorem 6.11. (1) The mirror isomorphism Θ from Theorem 4.28 intertwines the the higher
residue pairing on GM(Fχ) with the Poincaré pairing on H∗

CR,T(X) ⊗RT
RT[z][[Λ+]][[y]]:

P (Ω1,Ω2) =
(
Θ(Ω1)

∣∣
z 7→−z

,Θ(Ω2)
)
.

(2) The localization map intertwines the higher residue pairing on GM(Fχ) with the Poincaré
pairing on the Givental space:

P (Ω1,Ω2) =
(
Loc(Ω1)

∣∣
z 7→−z

,Loc(Ω2)
)
.

Proof. First we prove (2). Using Definition 6.6 and Proposition 6.9, we find that P (Ω1,Ω2)
equals

(6.7)
∑

σ∈Σ(n)

∑

c∈Crit(σ)

∑

v,w∈Box(σ)

cvcw∆(σ,v)(−z)∆(σ,w)(z)Loc(Ω1)
∣∣
(σ,v)

Loc(Ω2)
∣∣
(σ,w)

where Loc(Ω1) = Loc(Ω1)|z→−z. Recall that Crit(σ) is a torsor over N̂(σ). Choose a base

point c∗ ∈ Crit(σ) and write a general element c ∈ Crit(σ) as c = θ · c∗ for θ ∈ N̂(σ).
Orthogonality of characters implies that

∑

c∈Crit(σ)

cvcw =
∑

θ∈N̂(σ)

c∗vc
∗
wθ(v)θ(w) = c∗v+w|N(σ)|δv,−w

where δv,−w equals 1 if v ≡ −w in N(σ) and zero otherwise. Let σ(v) ⊂ σ be the minimal
cone of Σ containing v. We have

c∗v+w =
∏

j∈σ(v)
uj(σ)

whenever v ≡ −w in N(σ). Using the fact [24, 24.4.3] that Bk(1− h) = (−1)kBk(h), we find
that the quantity (6.7) equals

∑

σ∈Σ(n)

∑

v∈Box(σ)

1

|N(σ)|
1∏

j∈σ\σ(v) uj(σ)
Loc(Ω1)

∣∣
(σ,v)

Loc(Ω2)
∣∣
(σ,−v)

.

http://dlmf.nist.gov/24.4.E3
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The Atiyah–Bott localization formula now yields part (2) of the Theorem. In view of Re-
mark 4.30, and the fact thatM(τ, z) in Remark 4.30 is pairing-preserving (see Proposition 3.1),
we have that (2) implies (1). �

7. Convergence

In this section, we discuss convergence of the mirror isomorphism and the mirror map from
Theorem 4.28. Recall that Q is a Novikov variable, y = {yk : k ∈ S} is a deformation
parameter, and χ is an equivariant parameter. The main result in this section says that the
mirror map is analytic in all the parameters (Q, y, χ) and that the mirror isomorphism is a
formal power series in z with coefficients in analytic functions in (Q, y, χ). This implies the
convergence of the big equivariant quantum product, and thus generalizes the convergence
result [48] for compact toric varieties to arbitrary semi-projective toric Deligne–Mumford
stacks in the big and equivariant setting.

7.1. Result. In order to state the convergence result, we introduce a co-ordinate system. We
choose a Z-basis of Λ such that Λ+ is contained in the cone spanned by the basis. This basis
defines a co-ordinatization Q = (Q1, . . . , Qr) of the variable Q (where r = rankΛ). Note that
any power series in Q whose exponents are supported in Λ+ can be expressed as a nonnegative
power series in Q1, . . . , Qr. Choosing a basis of M, we have co-ordinates χ = (χ1, . . . , χn) on
LieT = NC as before (so that RT = C[χ1, . . . , χn]). We write

q := (q1, . . . , qs) := (Q1, . . . , Qr, log y1, . . . , log ym, {yk : k ∈ G})
with s = r+m+ |G|. Note that q = 0 corresponds to Q = 0 and y = y∗ – see (4.2) for y∗. We
also choose a homogeneous basis {Ti}Ni=1 of HCR,T(X) over RT and homogeneous algebraic
differential forms Ωi ∈

⊕
k∈N∩|Σ|C[z]wkω on the Landau–Ginzburg model (see §4.4) such

that

Loc(0)(Ωi) = Ti, 1 ≤ i ≤ N.
Here Loc(0) is the restriction of the localization map (see §4.5) to the origin Q = 0, y = y∗;
such Ωi exist by Proposition 4.24. By Theorem 4.26 (and its proof), {Ωi}Ni=1 form a basis
of the equivariant Gauss–Manin system GM(Fχ) over RT[z][[Λ+]][[y]]. Let N = {0, 1, 2, . . . }
denote the set of nonnegative integers and write qd = qd11 · · · qdss for d = (d1, . . . , ds) ∈ Ns.

Definition 7.1. We define Oz to be the space of (possibly divergent) formal power series in
q = (q1, . . . , qs) and z of the form

∑

d∈Ns

∞∑

k=0

ad,k(χ)q
dzk

where the coefficients ad,k(χ) are holomorphic functions of χ = (χ1, . . . , χn) defined in a
uniform neighbourhood of χ = 0 and satisfying the following estimate: there exist positive
constants C1, C2, ǫ > 0 such that we have

(7.1) |ad,k(χ)| ≤ C1C
|d|+k
2 |d|k for |χ| ≤ ǫ,

where |χ| = (
∑n

i=1 |χi|2)1/2 and |d| =
∑s

i=1 |di|. We adopt the convention that |d|k = 1 if
|d| = k = 0. The constants C1, C2, ǫ here are allowed to depend on the element of Oz.
Note that the condition (7.1) implies a0,k(χ) = 0 if k > 0. Note also that the subseries∑

d∈Ns ad,k(χ)q
d coverges on |qa| < 1/C2, |χ| ≤ ǫ for each k ∈ N.

It is easy to check that Oz is a ring; moreover it is a local ring – see Lemma 7.6.
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Theorem 7.2. Expand the mirror map τ(y) and the mirror isomorphism Θ in Theorem 4.28
with respect to the bases {Ti}, {Ωi} as follows:

τ(y) =

N∑

i=1

τ i(Q, y, χ)Ti, Θ(Ωi) =

N∑

j=1

Θj
i (Q, y, χ, z)Tj .

Then:

(1) the coefficients τ i(Q, y, χ) ∈ RT[[Λ+]][[y]] are convergent and analytic in a neighbour-
hood of Q = 0, y = y∗ and χ = 0;

(2) the coefficients Θi
j(Q, y, χ, z) ∈ RT[z][[Λ+]][[y]] lie in the ring Oz; in particular they are

formal power series in z with coefficients in analytic functions of (Q, y, χ) defined in
a uniform neighbourhood of Q = 0, y = y∗ and χ = 0.

Corollary 7.3. The structure constants (α⋆β, γ) of the big and equivariant quantum product
(3.1) of a semi-projective toric Deligne–Mumford stack are convergent power series in τ , Q
and χ.

Remark 7.4. To motivate the definition of Oz, we give the following example. Suppose for
simplicity that q is one variable. If

∑∞
k=0 akt

k is a convergent power series, the differential oper-

ator
∑∞

k=0 ak(zq
∂
∂q )

k applied to
∑∞

d=0 q
d = 1/(1−q) yields a power series∑∞

d=0

∑∞
k=0 akd

kqdzk

that belongs to Oz.

Remark 7.5. The coefficients Θi
j of the mirror isomorphism are in general divergent power

series in z. If we restrict ourselves to the “extended weak Fano” situation [50, §3.1.4], that is,
if X is weak Fano and the extension G is contained in Box≤1 := Box∩{v ∈ N∩ |Σ| : |v| ≤ 1},
then the mirror isomorphism Θ becomes fully convergent [50, Proposition 4.8]. On the other
hand, if X is not weak Fano or G is not contained in Box≤1, the I-function and the mirror
isomorphism are typically divergent (see [48, Proposition 5.13]). The convergence issue is also
related to “good asymptotics” of the I-function, see [14, §2.6].
Lemma 7.6. The space Oz is a local ring.

Proof. We claim that if x =
∑

d∈Ns

∑
k≥0 ad,k(χ)q

dzk ∈ Oz satisfies a0,0(0) 6= 0, then it is

invertible in Oz. Without loss of generality we may assume that a0,0(χ) = 1. There exist

constants C1, C2, ǫ > 0 such that |ad,k(χ)| ≤ C1C
|d|+k
2 |d|k for |χ| ≤ ǫ. We have

x−1 = 1 +

∞∑

l=1

(−1)l
∑

d(1)6=0,...,d(l)6=0
k1,...,k(l)≥0

ad(1),k(1) · · · ad(l),k(l)qd(1)+···+d(l)zk(1)+···+k(l)

The coefficient of qdzk can be estimated as:∣∣∣∣∣∣

|d|∑

l=1

∑(l)
ad(1),k(1) · · · ad(l),k(l)

∣∣∣∣∣∣
≤

|d|∑

l=1

∑(l)
|d(1)|k(1) · · · |d(l)|k(l)C1C

|d|+k
2

≤ |d|kC1C
|d|+k
2

|d|∑

l=1

∑

d(1)+···+d(l)=d
d(1)6=0,...,d(l)6=0

1

where
∑(l) means the sum over all d(1), . . . , d(l) ∈ Ns and k(1), . . . , k(l) ∈ N such that

d(1) 6= 0, . . . , d(l) 6= 0, d(1) + · · ·+ d(l) = d and k(1) + · · ·+ k(l) = k. It is easy to check that
the sum in the second line is of exponential growth in |d|. �
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The rest of this section (§7) is devoted to the proof of Theorem 7.2 and Corollary 7.3. The
proof of Theorem 7.2 consists of two steps: first we give an estimate for the connection matrices
of the Gauss–Manin connection in the basis {Ωi}, and then we use a theorem on gauge fixing
to show that a gauge transformation that transforms the Gauss–Manin connection into the
quantum connection is defined over Oz.

7.2. Estimates for the Gauss–Manin connection. Let Aa = (Aa
j
i(q, χ, z)) denote the

connection matrix of the equivariant Gauss–Manin system with respect to the basis {Ωi}Ni=1
defined by

z∇qa
∂

∂qa

Ωi =
N∑

j=1

Aa
j
i(q, χ, z)Ωj

where Aa
j
i(q, χ, z) ∈ RT[z][[Λ+]][[y]] ⊂ C[z, χ][[q1, . . . , qs]]. In this section we prove the following

proposition.

Proposition 7.7. There exist open neighbourhoods U ⊂ Cs, V ⊂ Cn of the origin such
that the following hold. Entries of the connection matrix Aa can be expanded in power series∑∞

k=0 ak(q, χ)z
k that satisfy

(1) for every k, ak(q, χ) is convergent and holomorphic for (q, χ) ∈ U × V ;
(2) there exist contants C1, C2 > 0 such that

(7.2) |ak(q, χ)| ≤ C1C
k
2 k! for all (q, χ) ∈ U × V .

Remark 7.8. Power series
∑∞

k=0 akz
k satisfying the estimate (7.2) are called Gevrey series

of order 1. The same estimate also appears as a convergence condition for microdifferential
operators (see [56, §2]). We write

C{{z}} =
{ ∞∑

k=0

akz
k : ak ∈ C, ∃C1, C2 > 0 s.t. |ak| ≤ C1C

k
2k!

}
.

It is well-known that C{{z}} is a local ring.

We start by noting that the Landau–Ginzburg potential Fχ is a globally defined (multi-
valued) analytic function in the arguments x, y, Q, χ. Therefore the (finitely many) critical
points of Fχ over ST[[Λ+]][[y]] described in Lemma 6.2 depend analytically on the parameters
(Q, y, χ). Recall from Lemma 6.2(2–3) that the co-ordinates wk(p) of a critical point at Q = 0,
y = y∗ are analytic functions of χ defined on (Cn \ D)∼, where ∼ means the universal cover
and D =

⋃m
i=1

⋃
σ∈Σ(n){ui(σ) = 0} (see Notation 6.1). Thus co-ordinates of each critical point

are power series in q = (Q, y) with coefficients in analytic functions on (Cn \ D)∼. We fix an
arbitrary compact subset K ⊂ (Cn \D)∼, and then choose a sufficiently small neighbourhood
U ⊂ Cs of the origin such that co-ordinates of these critical points are convergent on (χ, q) ∈
K × U .

Let p be an analytic branch of the critical scheme of Fχ defined over K×U as above. Recall

from §6.2 that Asymp(e
Fχ/zΩi) ∈ ST[z][[Λ+]][[y]] is defined as a formal asymptotic expansion

of an oscillatory integral at the critical branch p:
∫

Γ(p)
eFχ/zΩi ∼ eFχ(p)/z(−2πz)n/2 Asymp(e

Fχ/zΩi).

By the definition of the formal asymptotic expansion in §6.2 and the analyticity of Fχ, it follows

that Asymp(e
Fχ/zΩi) is a formal power series in z with coefficients in analytic functions in
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(χ, q) ∈ K×U (where we also used the fact that Ωi is an algebraic differential form). Moreover,
these coefficients satisfy the following:

Proposition 7.9. After shrinking U if necessary, we can find constants C1, C2 > 0 such
that the power series expansion

∑∞
k=0 ak(q, χ)z

k of Asymp(e
Fχ/zΩi) satisfies the estimate

|ak(q, χ)| ≤ C1C
k
2k! for all k ≥ 0 and (q, χ) ∈ U ×K.

This proposition follows immediately from:

Lemma 7.10. Let f , g be holomorphic functions on Cn and let p ∈ Cn be a non-degenerate
critical point of f . (It suffices that f , g are defined near p.) The formal asymptotic expansion
at p, as defined in §6.2:∫

ef(t)/zg(t)dt1 · · · dtn ∼ ef(p)/z(−2πz)n/2(a0 + a1z + a2z
2 + · · · )

satisfies the estimate |ak| ≤ C1C
k
2k! for some constants C1, C2 > 0. If B1, B2 > 0 are

constants such that the Taylor expansions f(p+ t) =
∑

I cI t
I , g(p+ t) =

∑
I dIt

I at p satisfy

max(|cI |, |dI |) ≤ B1B
|I|
2 , then the constants C1, C2 here depend only on B1 and B2. Here

I ∈ Nn denotes a multi-index and we write tI = (t1)i1 · · · (tn)in and |I| = i1 + · · · + in for
I = (i1, . . . , in).

Proof. By the holomorphic Morse lemma, we can find local co-ordinates v = (v1, . . . , vn)
centered at p such that f(t) = f(p) + 1

2((v
1)2 + · · ·+ (vn)2). Changing co-ordinates, we get

∫
ef(t)/zg(t)dt1 · · · dtn = ef(p)/z

∫
e
∑n

i=1(v
i)2/(2z)h(v)

∂(ti)

∂(vj)
dv1 · · · dvn

where h(v) is a holomorphic function near v = 0 and ∂(ti)/∂(vj) denotes the Jacobian of the
co-ordinate change. Let

∑
I eIv

I denote the Taylor expansion of h(v)(∂(ti)/∂(vj)); then we

have an estimate |eI | ≤ C1C
|I|
2 with constants C1, C2 > 0 depending only on B1 and B2. The

asymptotic expansion of the above integral gives

(7.3)
∑

I=(i1,...,in)∈(2N)n
eI(−z)|I|/2

n∏

a=1

(ia − 1)!!

multiplied by ef(p)/z(−2πz)n/2, where (2k−1)!! = (2k−1)(2k−3) · · · 3 ·1 (we set (−1)!! = 1).
The coefficient in front of zk in (7.3) has the estimate∣∣∣∣∣∣

∑

I∈Nn:|I|=k

e2I(−1)|I|
n∏

a=1

(2ia − 1)!!

∣∣∣∣∣∣
≤ C1C

2k
2 2k

∑

I∈Nn:|I|=k

ia!

≤ C1C
2k
2 2k

(
k + n− 1

k

)
k!

which gives the desired estimate since
(a
b

)
≤ 2a. �

Proof of Proposition 7.7. We use the fact from Lemma 6.7 that Asymp is a solution to the

Gauss–Manin system. Let R be the square matrix with entries Rp,i = Asymp(e
Fχ/zΩi) where

p ranges over all critical points in Lemma 6.2 and 1 ≤ i ≤ N . Let U be the diagonal matrix
with entries F qu

χ (p) with p ranging over the same set. The differential equation in Lemma 6.7
shows that (

zqa
∂

∂qa
+ ξa

)(
eU/zR

)
= eU/zRAa
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for some ξa ∈ H2
T(pt,C) =

⊕n
i=1Cχi. This is equivalent to

Aa = ξaI +R−1zqa
∂R

∂qa
+R−1qa

∂U

∂qa
R

where I denotes the identity matrix. Proposition 6.9 together with the fact that Loc(0)(Ωi) =
Ti shows that R|q=0 is invertible for χ ∈ (Cn \ D)∼. Recall from Proposition 7.9 that Rp,i

is a Gevrey series of order 1 as a power series in z (see Remark 7.8). Since C{{z}} is a local
ring, we conclude that the entries of R−1 satisfy estimates similar to Proposition 7.9, after
shrinking U if necessary. Also, the entries of zqa

∂R
∂qa

satisfy estimates similar to Proposition 7.9

after shrinking U if necessary; this follows from the Cauchy integral formula for derivatives.
The matrix U is convergent and analytic on (q, χ) ∈ U × K. Therefore each entry of Aa

can be expanded in a series
∑∞

k=0 ak(q, χ)z
k that satisfies the estimate |ak(q, χ)| ≤ C1C

k
2k!

for (q, χ) ∈ U × K. On the other hand, we know that ak(q, χ) here lies in C[χ][[q1, . . . , qs]],
i.e. coefficients of the Taylor expansion of ak(q, χ) with respect to q are polynomials in χ.
Expand ak(q, χ) =

∑
d∈Ns ak,d(χ)q

d. Then we have the estimate

|ak,d(χ)| ≤ C1C
k+|d|
2 k! ∀χ ∈ K

for possibly bigger constants C1, C2 > 0. Recall that K can be taken to be an arbitrary
compact subset in (Cn \D)∼ (the constants C1, C2 depend on the choice of K); we can choose
K so that the holomorphically convex hull (or polynomially convex hull) of the image of K in
Cn\D contains the origin in its interior. Then the above estimate holds in a neighbourhood of
the origin χ = 0. This shows that each entry of Aa satisfies the estimate in Proposition 7.7. �

Remark 7.11. The consideration of critical points in this section together with the study
of the Jacobi ring in the non-equivariant limit in [50, Proposition 3.10(ii)] shows that the
non-equivariant quantum cohomology of a compact toric stack is generically semisimple. See
also [48, §5.4], [50, Corollary 4.9].

7.3. Gauge fixing. We begin with the following lemma.

Lemma 7.12. Matrix entries of Aa belong to Oz.

Proof. Since the basis {Ωi} is homogeneous with respect to GrB – see (4.10) – it follows from
Proposition 4.11 that the connection matrices Aa have homogeneous entries with respect
to the grading degQd = c1(X) · d, deg yk = 1 − |k|, degχi = deg z = 1. Since there are
finitely many matrix entries of Aa’s, we have a uniform constant C > 0 such that every
entry

∑∞
k=0 ak(q, χ)z

k of A1, . . . , As satisfies deg ak(q, χ) + k ≤ C for all k ∈ N. Expanding

ak(q, χ) =
∑

d∈Ns ad,k(χ)q
d, we obtain deg qd + k ≤ C since ad,k(χ) ∈ C[χ] has non-negative

degree. This implies k ≤ C + C ′|d| for a uniform constant C ′ > 0. On the other hand,

the estimate in Proposition 7.7 gives |ad,k(χ)| ≤ C1C
k+|d|
2 k! for χ ∈ V . Combining the two

inequalities we obtain, whenever d 6= 0,

(7.4) |ad,k(χ)| ≤ C1C
k+|d|
2 (C + C ′|d|)k ≤ C1C

k+|d|
3 |d|k with χ ∈ V

for C3 = 2max(C,C ′, 1)C2. We claim that a0,k(χ) = 0 for k > 0. Since Loc(0)(Ωi) = Ti,

Proposition 4.22 implies that Aa|q=0 is conjugate to the multiplication by ξ̂a on H∗
CR,T(X)

for some ξ̂a ∈ H2
T(X) (ξ̂a = 0 if qa corresponds to log y1, . . . , log ym or to yk with k ∈ G).

Therefore Aa|q=0 is independent of z, and the claim follows. The claim implies that the
estimate (7.4) also holds for d = 0. The lemma is proved. �
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We now give a result on gauge fixing, which says that a logarithmic flat connection defined
over Oz with nilpotent residue at q = χ = 0 can be made z-independent by a unique gauge
transformation defined over Oz. This result is a refinement of [48, Proposition 4.8] which
proved a similar result in the absence of the parameter χ. The proof is almost parallel
to [48, Proposition 4.8], but is different from it in a subtle way. We repeat the argument for
the convenience of the reader.

Theorem 7.13 (gauge fixing). Let ∇ be a logarithmic flat connection of the form

∇ = d+
1

z

s∑

i=1

Ai
dqi
qi

where Ai = Ai(q, χ, z) ∈ MatN (Oz) is a square matrix with entries in Oz (see Definition
7.1). Note from the definition of Oz that Ai(0, χ, z) is independent of z. Suppose that the
residue matrices Ai(0, 0, z) are nilpotent. Then there exists a unique gauge transformation

G = G(q, χ, z) ∈ GLN (Oz) with entries in Oz such that G(0, χ, z) = I and Âi := G−1zqi
∂G
∂qi

+

G−1AiG is independent of z for all 1 ≤ i ≤ s. In particular Âi is convergent and analytic
near q = χ = 0.

Proof. It is easy to see that such a gauge transformation G exists uniquely over the formal
power series ring C[[χ, z, q]]; G is given as a positive Birkhoff factor of a fundamental solution7

of the connection ∇. (See [17], [45, Proposition 3.2] and [49, Theorem 4.6] for the discussion in
the context of quantum cohomology.) Note that the following argument also gives a recursive
construction of G.

We expand Ai =
∑

d∈Ns

∑∞
k=0Ai;d,k(χ)q

dzk, Âi =
∑

d∈Ns Âi;d(χ)q
d and G =∑

d∈Ns

∑∞
k=0Gd,k(χ)q

dzk. Note that we have G0,k = δk,0I, Ai;0,k = δk,0Ai;0,0 and Âi;0 =

Âi|q=0 = Ai;0,0. Expanding the relation zqi
∂G
∂qi

+AiG = GÂi, we obtain

diGd,k−1 +
∑

d′+d′′=d

∑

k′+k′′=k

Ai;d′,k′Gd′′,k′′ =
∑

d′+d′′=d

Gd′,kÂi;d′′ .

This can be rewritten as follows:

diGd,k−1 + ad(Ni)Gd,k = Hi;d,k for k ≥ 1(7.5a)

Âi;d = ad(Ni)Gd,0 −Hi;d,0(7.5b)

where we set Ni = Ni(χ) := Ai;0,0(χ), ad(X)Y = XY − Y X, and

(7.6) Hi;d,k :=
∑

d′+d′′=d
|d′|>0,|d′′|>0

Gd′,kÂi;d′′ −
∑

d′+d′′=d
|d′|>0

∑

k′+k′′=k

Ai;d′,k′Gd′′,k′′ .

Suppose that we know Gd,k and Âi;d for all (i, d, k) with |d| < e (for some e). This information

determines Hi;d,k for all (i, d, k) with |d| = e. Then we can determine Gd,k and Âi;d recursively
as follows:

(1) we can solve for Gd,k with |d| = e for all k using (7.5a) – see (7.8) below;

(2) next we can solve for Âi;d with |d| = e using (7.5b).

7We use the nilpotence of Ai|q=χ=0 to construct a fundamental solution in the formal setting.
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We need to give estimates for Gd,k, Âi,d. We set, for (e, k) ∈ N2,

ae,k(χ) := max
1≤i≤s

∑

|d|=e

‖Ai;d,k(χ)‖, ge,k(χ) :=
∑

|d|=e

‖Gd,k(χ)‖,

he,k(χ) := max
1≤i≤s

∑

|d|=e

‖Hi;d,k(χ)‖, âe(χ) := max
1≤i≤s

∑

|d|=e

‖Âi;d(χ)‖,

where ‖ · ‖ denotes the operator norm. By assumption there exist constants C1, C2, ǫ > 0

such that ae,k(χ) ≤ ekC1C
e+k
2 for |χ| ≤ ǫ (we set ek = 1 for e = k = 0 as before). Let C > 0

be a constant such that ‖Ni(χ)‖ = ‖Ai;0,0(χ)‖ = ‖Âi;0(χ)‖ ≤ C for all 1 ≤ i ≤ s and |χ| ≤ ǫ.
Suppose by induction that

ge,k(χ) ≤
ek

(e+ 1)M
Be

1B
k
2 and âe(χ) ≤

1

(e+ 1)M
CBe

1 whenever |χ| ≤ δ

for all (e, k) with e < e0. Here we set B2 := 2C2 and the other positive constants B1,M , δ > 0
are specified later; they depend only on C, C1, C2 and Ni(χ). We will choose δ so that
0 < δ ≤ ǫ. Note that this induction hypothesis holds for e0 = 1 since g0,k = ‖G0,k(χ)‖ = δk,0
and â0 = max1≤i≤s ‖Ni(χ)‖ ≤ C. Under the induction hypothesis, we have from (7.6) that,
whenever |χ| ≤ δ,

he0,k ≤
∑

0<e<e0

ge,kâe0−e +
∑

0<e≤e0

k∑

l=0

ae,lge0−e,k−l

≤
∑

0<e<e0

ek
Be

1B
k
2

(1 + e)M
CBe0−e

1

(1 + e0 − e)M
+

∑

0<e≤e0

k∑

l=0

elC1C
e+l
2

(e0 − e)k−l

(1 + e0 − e)M
Be0−e

1 Bk−l
2

≤ (Cǫ1(M) + 2C1ǫ2(B1,M))
ek0

(1 + e0)M
Be0

1 B
k
2

(7.7)

where we omit χ from the notation and set

ǫ1(M) := sup
e0≥1

∑

0<e<e0

(1 + e0)
M

(1 + e)M (1 + e0 − e)M
,

ǫ2(B1,M) := sup
e0≥1

∑

0<e≤e0

(1 + e0)
M

(1 + e0 − e)M
(
C2

B1

)e

.

Next we estimate ge0,k. For d ∈ Ns with |d| = e0, we choose 1 ≤ i ≤ s such that di =
max{d1, . . . , ds}. Then we have from (7.5a) that

Gd,k =
1

di
Hi;d,k −

ad(Ni)

di
Gd,k+1

=
1

di
Hi;d,k −

ad(Ni)

d2i
Hi;d,k+1 + · · ·+

(− ad(Ni))
l

dl+1
i

Hi;d,k+l + · · · .
(7.8)

Note that this infinite sum converges in the χ-adic topology since ad(Ni|χ=0) is nilpotent, and
hence Gd,k’s are uniquely determined by (7.5a). We will see that this sum is convergent in
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the classical topology. Using di ≥ e0/s, we have

ge0,k ≤
∞∑

l=0

(
max
1≤i≤s

‖ ad(Ni)
l‖
)(

s

e0

)l+1

he0,k+l.

Since Ni(0) = Ni|χ=0 is nilpotent, we have Ni(0)
l0 = 0 for some l0 > 0; then we have

ad(Ni(0))
2l0 = 0. This implies the following estimate:

max
1≤i≤s

‖ ad(Ni(χ))
l‖ ≤ C3(C4|χ|)⌊l/(2l0)⌋ if |χ| ≤ ǫ

for some C3, C4 > 0. Thus we get

ge0,k ≤
2l0−1∑

l=0

∞∑

j=0

C3C
j
4 |χ|j

(
s

e0

)2l0j+l+1

he0,k+2l0j+l.

Using the estimate (7.7) for he0,k and after some computations, we find that the infinite sum

converges if s2l0B2l0
2 C4|χ| < 1 and that

(7.9) ge0,k ≤ ǫ3(B1,M, χ)
ek0

(1 + e0)M
Be0

1 B
k
2

with

ǫ3(B1,M, χ) := (Cǫ1(M) + 2C1ǫ2(B1,M))
C5

1− s2l0B2l0
2 C4|χ|

and C5 := sC3
∑2l0−1

l=0 (sB2)
l. Finally we estimate âe0 by (7.5b). We have for |χ| ≤ δ,

(7.10) âe0 ≤ 2Cge0,0 + he0,0 ≤
2Cǫ3(B1,M, χ) + Cǫ1(M) + 2C1ǫ2(B1,M)

(1 + e0)M
Be0

1

where we used (7.7) and (7.9) in the second inequality.
We now specify the constants B1, M , δ > 0 to complete the induction step. We use the

following fact [48, Lemma 4.9]:

lim
M→∞

ǫ1(M) = 0, lim
B1→∞

ǫ2(B1,M) = 0.

We can choose B1,M, δ > 0 in the following way.

(1) Choose δ > 0 so that δ < ǫ and s2l0B2l0
2 C4δ < 1/2.

(2) Choose M > 0 so that ǫ1(M) ≤ 1/3 and 2C5Cǫ1(M) ≤ 1/12.
(3) Choose B1 > 0 so that 2C1ǫ2(B1,M) ≤ C/3 and 4C1C5ǫ2(B1,M) ≤ 1/12.

Then we have, when |χ| ≤ δ,

ǫ3(B1,M, χ) ≤ 2C5Cǫ1(M) + 4C5C1ǫ2(B1,M) ≤ 1

6
,

2Cǫ3(B1,M, χ) + Cǫ1(M) + 2C1ǫ2(B1,M) ≤ 1

3
C +

1

3
C +

1

3
C ≤ C.

These inequalities together with the estimates (7.9), (7.10) complete the induction step. The
theorem is proved. �

Remark 7.14. Theorem 7.13 could be viewed as an analogue of Malgrange’s theorem [59,
Theorem 4.3]. There a similar analytification of a flat connection is discussed when the
connection has no singularities at q = 0.
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7.4. Proof of Theorem 7.2 and Corollary 7.3. First we prove Theorem 7.2. Recall that
the connection matrices Aa of the Gauss–Manin connection are defined over Oz (Lemma 7.12)
and the connection matrices of the quantum connection with respect to the basis {Ti} are

independent of z. The matrix (Θj
i (Q, y, χ, z)) gives a gauge transformation which transforms

the Gauss–Manin connection into the quantum connection; it also satisfies Θj
i |q=0 = δji since

Θ(Ωi)|q=0 = Loc(0)(Ωi) = Ti. As remarked in the proof of Theorem 7.13, the uniqueness
of such a gauge transformation holds over the formal power series ring C[[z, χ, q]], and thus

Theorem 7.13 shows that Θj
i (Q, y, χ, z) belongs to Oz. Theorem 7.13 also shows that the

pull-back τ∗∇ of the quantum connection via τ is analytic in (Q, y, χ).
Since Θ intertwines the Gauss–Manin connection with the quantum connection, we have

(7.11) (Θ ◦ ∇zqa
∂

∂qa

◦Θ−1)(1) = ∇zqa
∂τ
∂qa

1 = qa
∂τ

∂qa

where 1 is the identity class in H∗
CR,T(X). Since Oz is a local ring (Lemma 7.6), the inverse

matrix of (Θj
i ) has coefficients in Oz. Thus the left-hand side can be written as an Oz-linear

combination of {Ti}. Since the right-hand side is independent of z, this shows that qa
∂τ i

∂qa
is

analytic in (q, χ). Therefore the mirror map τ i(Q, y, χ) is analytic in all the arguments.
Next we prove Corollary 7.3. We claim that the mirror map τ is submersive when the

extension G is sufficiently large. Indeed, using the formula (7.11), we have for k ∈ S,
∂τ

∂yk

∣∣∣∣
Q=0,y=y∗

= (Θ ◦ ∇z ∂
∂y

k

◦Θ−1)(1)

∣∣∣∣
q=0

= Θ

(
∇z ∂

∂y
k

(ω +O(q))

)∣∣∣∣
q=0

= Θ(wkω +O(z) +O(q))|q=0 = φk +O(z)

where we used Θ|q=0 = Loc(0) and the computation in Proposition 4.24. Since the left-hand
side is independent of z, it is equal to φk. Since finitely many φk’s span H∗

CR,T(X) over RT,
the claim follows. We already showed that the pull-back τ∗∇ of the quantum connection and
the mirror map τ are analytic in a neighbourhood of Q = 0, y = y∗, χ = 0. This immediately
implies the analyticity of the big equivariant quantum product.
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MR 1653024 (2000a:14063)

38. , Gromov-Witten invariants and quantization of quadratic Hamiltonians, Mosc. Math. J. 1 (2001),
no. 4, 551–568, 645, Dedicated to the memory of I. G. Petrovskii on the occasion of his 100th anniversary.
MR 1901075 (2003j:53138)

39. , Symplectic geometry of Frobenius structures, Frobenius manifolds, Aspects Math., E36, Friedr.
Vieweg, Wiesbaden, 2004, pp. 91–112. MR 2115767 (2005m:53172)
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