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Abstract 

We prove the existence of multidimensional traveling-wave solutions to the 
scalar equation for the transport of solutes (contaminants) with nonlinear adsorp- 
tion and spatially periodic convection-diffusion-adsorption coefficients under the 
assumption that the nonlinear adsorption function satisfies the Lax and Oleinik 
entropy conditions. In the nondegenerate case, we also prove the uniqueness of the 
traveling waves. These traveling waves are analogues of viscous shock profiles. 
They propagate with effective speeds that depend on the periodic porous media 
only up to their mean states, and are given by an averaged Rankine-Hugoniot 
relation. This is a direct consequence of the fact that the transport equation is in 
conservation form. We use the sliding domain method, the continuation method, 
spectral theory, maximum principles, and a priori estimates. In the degenerate case, 
the traveling waves are weak solutions of a degenerate parabolic equation and are 
only H61der continuous. We obtain them by taking suitable limits on the non- 
degenerate traveling waves. The uniqueness of the degenerate traveling waves is 
open. 

1. Introduction 

Reactive solute transport in porous media is a complicated physical-chemical 
process describing, for instance, the mobility of pollutants in soil and underground 
water systems. It is of both theoretical and practical interest to understand the 
basic phenomena of this process in view of its applications in predicting the 
movement of contaminants in the environment and maintaining groundwater 
quality. One of the major chemical aspects in the transport of reactive solutes is 
adsorption or ion exchanges on the surface of the porous skeleton. Nonlinear 
adsorption makes the solute concentration behave like wave fronts and not spread 
diffusively, as it does in the linear and zero-adsorption cases. Mathematical models 
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are based on mass  conservat ion and  some chemical  react ion laws; see BOLT [7], 
VAN DUIJN & KNABNER [15], GRUNDY, VAN DUIJN, & DAWSON [19], and references 
therein. If  we let C be the concentra t ion  of a one-species solute, S the absorbed  
concentrat ion,  D the pore-scale dispersion matr ix,  v the incompressible  water  flow 
velocity, 0 volumetr ic  water  content,  and p the bulk density, then mass  conserva-  
t ion yields 

The  reaction laws give 

~?~ [OC + pS]  = V .  [ODVC - vC]. (1.1) 

S, = tcf(C, S), (1.2) 

where ~ is the reaction rate, a n d f ( C ,  S) = ~,(C) - S, where 0 ' (C)  > 0, ~, is smoo th  
on (0, + oo ). The  function ~, is called the adsorp t ion  isotherm. The  isotherms are 
classified as follows: 

(A) ~/, is of Langmuir type (type (L)) if ~b is strictly concave near  C = 0, and 
�9 '(0 + )  < + o o .  

(B) ~, is of  Freundlich type (type (F)) if �9 is strictly concave near  C = 0, 
�9 '(0 + )  = +oo .  

(C) ~# is of  convex type (type (S)) if 0 is strictly convex near  C = 0. 

~clC 
Some wel l -known isotherms are (A) the Langmui r  isotherm: 0(C) - 1 + ~c2C' ~Cl, 

/s > 0, (B) the Freundl ich isotherm: O(C) = t%C p, 0 < p < 1, ~c3 > 0, (C) a typical 
type S isotherm: O(C) = ~4C' ,  p > 1, ~c4 > 0. 

In  the case of  fast react ion where K ~ + 0% (1.1) and (1.2) relax to the scalar 
equat ion 

[OC + pO(C)] ,  = V. [ODVC - vC] (1.3) 

up to the leading-order  asymptot ics .  F o r  a convergence study, see VAN DUIJN 
& KNABNER [ 16]. 

Travel ing-wave solutions of  (1.3) are known to exist in the constant-coefficient 
case and are asymptot ica l ly  stable; see OSHER & RALSTON [25]. Existence and  
uniqueness of t ravel ing-wave solutions in one space dimension to the constant -  
coefficient system (1.1) and (1.2) are studied in VAN DUIJN & KNABNER [16]. 

However ,  in reality, soils and g roundwate r  systems are heterogenous  due to the 
presence of macropores ,  aggregates,  cracks, etc.; see VAN DBR ZEB & VAN RIEMSDIJK 
[34] and references therein. Wi thou t  loss of  generality, we can assume tha t  0 and 
p are constants  and equal  to 1, that  D = D(x), v = v(x) are s ta t ionary  ergodic 
r a n d o m  fields, and that  ~0 = k(x)f(c),  k(x) > 0, a s ta t ionary  ergodic r a n d o m  field. 
This leads us to 

u, + (k(x)f(u)) t  = V .  (a(x)Vu) + b(x). Vu, (1.4) 

where we have changed nota t ions  f rom C to u, D to a, and - v to b. When  f = 0, 
(1.4) reduces to the wel l -known advection-diffusion equat ion for nonreact ing solute 
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transport. When a = constant positive-definite matrix, b = negative constant, and 
x e R 1, equation (1.4) becomes that in VAN I)ER ZEE & VAN RIEMSDIJK [34] and 
BOSMA & VAN DEN ZEE [-8] for the transport of reacting solutes in a one-dimensional 
chemically heterogenous porous medium. For numerical simulations of the travel- 
ing-wave solutions and their statistical properties, we refer to [34] and [8]. 

In this paper, we show the existence and uniqueness of classical traveling-wave 
solutions to equation (1.4) under the following conditions: 

(HI) a(x) is a smooth symmetric positive-definite matrix in x, and has period 
1 in each component of x = (xl, x2 . . . . .  x,), 

(H2) b(x) is a smooth divergence-free vector field with ( b )  -- ST,b(x)dx  -- bo 
= (b~o 1), b(o 2) . . . . .  b{o ")) 4= 0, and has period 1 in each component o fx  (here 
T" is the unit n-dimensional torus). 

(H3) k(x) is a positive smooth function and has period 1 in each component of 
X, 

(H4) f = f ( u )  is of type (L) or (S), f i s  smooth on [-0, oo ), f(0) = 0, and f ' ( u )  > O, 
for all u > 0. 

Our main results are 

Theorem 1.1 (Existence and Uniqueness). Suppose that (H1)-(H4) hold with f o f  
type (S) and that { b ) .  e < O, where e is a unit vector in R". Le t  ul and u, be any two 
nonnegative constants such that 0 < u~ < ur. I f  

f(u~) - f ( u , )  
(L) f ' (u , )  < < f '(u~), 

U r - -  U l 

f (u) -- f (u,) f (u~) -- (u,) (o) < 
U - -  U 1 bl r - -  U l 

for  all u e (u~, u,), then there exists a classical traveling-wave solution to equation (1.4) 
of  the form u = U (e. x - ct, x) =- U (s, y), where s = e.  x - ct, y = x, c is the wave 
speed along direction e, U ( -  co, y) = u~, U(+ oo, y) = u ,  and U (s, . ) has period 1. 
Such solutions are unique up to constant translations in s, and satisfy 

Ul < U ( s ,  y )  < Ur V ( S ,  y )  e R 1 x T", (1.5) 

U s > 0 'V'(s,  y )  E R 1 x T " ,  (1.6) 

- ( b .  e )  (ul - u,)  
c = ceef = > O. (1.7) 

u, + <k) f (u t )  - (ur + <k)f(u~))  

T h e o r e m  1.2 (Existence and Uniqueness). Suppose that (H1) (H4) hold with f o f  
type (L) and that ( b ) .  e < O, where e is a unit vector in R". Let  u~ and ur be any two 
nonnegative numbers such that 0 < ur < ul. I f  

f (ur) - f ( u , )  
(L) i f (u , )  > > f ' (u t ) ,  

U r - -  U I 

(0 )  f (u )  - f (ur)  > f(ur) - f (u , )  
U - -  U r U r - -  U 1 
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for  any u ~ (ur, ul), then there exists a classical traveling-wave solution to (1.4) of  
the form u = U ( e . x - c t ,  x ) - U ( s , y ) ,  s = - e . x - c t ,  y - x ,  U ( -  ~ , y ) = u l ,  
U( + ~ , y) = ur, and U (s, . ) has period 1. Such solutions are unique up to constant 
translations in s and satisfy 

u, < U(s, y) < ul V(s, y) r R 1 x T", (1.8) 

Us < 0 V(s, y) e R 1 x r " ,  (1.9) 

- ( b .  e )  (ul - u.)  
c =Ceff = > 0. (1.10) 

uz + @ ) f ( u l )  -- (u, + @ ) f ( u r ) )  

Remark 1.1. The conditions (L) and (O) are exactly the Lax and Oleinik entropy 
conditions for admissible shock solutions of scalar conservation laws of the form 
ut +f(U)x = 0; see LAX [22]. They are also the conditions for the existence of 
traveling-wave solutions (or viscous shock waves) for the scalar conservation laws 
ut + f (u )x  = ux~ with viscosity. In fact, equation (1.4) can be formally transformed 
into this standard conservation form by making the change of variable 
v = u + k(x) f (u) .  

Remark 1.2. The explicit formulas (1.7) and (1.10) are analogues of the Rankine- 
Hugoniot relations of conservation laws; see LAX [22]. We notice that the wave 
speeds depend on the periodic porous media only in terms of their means. The 
higher moments of the media only affect the wave shapes. In the sorption technol- 
ogy, the wave shapes also play an important role; they are called "breakthrough 
curves"; see TONDEUR, GORIUS, 8r BAILLY [28] for the details of their applications. 
The simple explicit formulas (1.7) and (1.10) are direct consequences of the fact that 
(1.4) is in conservation form. This is in marked contrast with reaction-diffusion 
waves, which propagate through inhomogeneous periodic media with effective 
speeds that depend on all moments of the media. Moreover, there is no explicit 
formula at present for the effective wave speeds in the bistable and combustion 
cases; see PAPANICOLAOU 8,: KIN [26], XIN [30-32]. So nonconservative laws, e.g., 
reaction-diffusion laws, make the wave speeds more complicated in the presence of 
inhomogeneities. 

Remark 1.3. Theorems like Theorem 1.1 (or 1.2) can be shown for scalar conserva- 
tion laws of the form ut + V. ( f (u ,  x)) = Au, wherefhas  period 1 in x and satisfies 
suitable entropy conditions, and the conservation laws admit constant steady 
states u~ and u~. 

Theorem 1.2 also holds f o r fo f  type (F) if ur > 0. If ur = 0, (1.4) becomes a degener- 
ate parabolic equation near u = ur = 0, and classical solutions cease to exist. There 
is a rich literature on weak solutions of degenerate parabolic equations including 
equations of porous-medium type such as (1.4), and on the regularity of the 
solutions; see [1,9-14], among others. Following the definition for local weak 
solutions in [14], we show that traveling-wave solutions to equation (1.4) exist as 
such local weak solutions by taking the limit e ~ 0 on the nondegenerate travel- 
ing-wave solutions connecting ut to e. Our main results are 
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Theorem 1.3 (Existence). Suppose that (H1)-(H3) hold, thatf(u) = u p, p e (0, 1), and 
that @ ) . e < O, where e is a unit vector in R". Let uz be any positive number such that 
ul > 0. Then there exists a local weak traveling-wave solution to (1.4) of the form 
u = U ( e . x - c t ,  x ) - U ( s , y ) ,  s - e . x - c t ,  y - x ,  U ( - o o , y ) = u l ,  U ( + o c , y )  
= O, and U(s,. ) has period 1. Such solutions are Hg)lder continuous in s and y and 
satisfy 

O<= U(s ,y )<ul  V ( s , y ) e R l x T  ", (1.11) 

U(sl, y) ~ U(s2, y) Vsl > s2 ~ R 1, y e T", (1.12) 

Us < 0 i f  U(s, y) > 0, (1.13) 

- ( b .  e }  
c = cerf-  1 + ( k ) u f  -1" (1.14) 

Remark 1.4. Due to the lack of a strong maximum principle, we do not know the 
uniqueness (up to constant translations in s) of these degenerate traveling waves. In 
Theorem 1.3, for ease of presentation, we choose to consider a special form 
f(u) = u p, p e (0, 1) of type (F) function. 

Remark 1.5. In the constant-coefficient case, the traveling-wave solutions are finite 
waves in the sense that U(s) - 0 ifs > So for some So E R 1. We are unable to prove 
this for the periodic case; instead, we show that {U(s, y)),  the average of U in y, 
decays to zero exponentially as s ~ + oo. The finiteness is due to degeneracy in 
(1.4). As pointed out in [15, part two, page 211], the difference between finiteness 
and nonfiniteness in practical terms is not very large, and from the computations 
the distinction is hard to make. 

Although the more realistic assumptions on a, b, and k in (1.4) are ergodic 
stationary random fields, the periodic conditions are technically much simpler and 
still physically relevant. Understanding nonlinear waves in periodic media in 
a rigorous way is a first step towards approaching problems on nonlinear waves in 
random media, which will be the topic of my further investigation. 

The rest of the paper is organized as follows. In Section 2, we derive the 
nonlinear eigenvalue problem for the traveling waves, which is a degenerate elliptic 
(essentially parabolic) problem on the infinite cylinder R 1 x T". We study various 
properties of its solutions, in particular, the monotonicity property as shown in 
(1.6) and (1.9). Our principal tools are the maximum principle, and the slid- 
ing-domain method. The sliding-domain method was developed by BERESTYCKI 
& NIRENBERG, [4--6], and LI [23]. It has been successfully applied to the study of 
reaction-diffusion waves in periodic media in X~N [30--32]. The Lax entropy 
condition is crucial for carrying out the sliding-domain method and establishing 
the monotonicity of solutions. In Section 3, we construct a solution to the elliptic 
regularization of the problem by using the continuation method. We analyze the 
spectrum of the linearized operator around an arbitrary traveling-wave solution, 
and show that it is a Fredholm operator of index zero. The proof of this relies on 
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the spectral theorems of GOHBERO & KREIN [-18] and KATO [21]. The openness of 
the set of continuation parameters for which there is existence then follows. The 
monotonicity property is essential in proving that the linearized operator has 
a simple eigenvalue zero corresponding to eigenfunction Us. In Section 4, we show 
the closedness of the set of continuation parameters for the regularized solutions by 
examining a sequence of solutions, and using the Oleinik entropy condition prove 
that the limiting function remains a solution. In Section 5, we remove the regulari- 
zation and complete the proof of existence for the degenerate problem by using 
parabolic Schauder estimates and the Oleinik entropy condition. In Section 6, we 
present the proof of Theorem 1.3 based on results in previous sections, and the 
proof of Theorem 1.2. 

2. Uniqueness and Monotonicity of Traveling Waves 

Consider the equation for the transport of solutes: 

ut + (k (x) f (u) ) ,  = V .  (a(x)Vu) + b(x) .  Vu, (2.1) 

for which (H1)-(H4) hold. Since Theorems 1.1 and 1.2 are similar, we focus on the 
proof of Theorem 1.1, and so the additional assumptions on b and f in the 
statement of Theorem 1.1 are valid. We are interested in traveling-wave solutions of 
the form u(t, x) = U(e .  x - ct, x) - U(s, y), where c is the wave speed along direc- 
tion e; e is a unit vector in R n so that ( b ) . e < O ,  U ( - o o , y ) = u t ,  

U( + oo, y) = up, 0 __< ul < u, < + oo. Upon substitution, we have 

- c(U + k ( y ) f ( U ) ) s  = (eG + V, ) (a(y) (eG + V,)U) + b(y) . (e3 ,  + Vy)U, 

U ( -  oo, y) = ut, U( + oo, y) = up, U(s, .  ) has period 1. (2.2) 

The linear terms of (2.2) form a parabolic operator, elliptic in the directions 
(ei, 0, . . . ,  0, Yi, 0 . . . . .  0) ~ R "§ i = 1,2 . . . .  , n, and parabolic in the direction 
(1,0 . . . . .  0 ) e R  "+1. Let us first study some basic properties of solutions 
of (2.2). 

Lemma 2.1. Assume that ( U  (s, y) ,  c) is a classical solution to (2.2) and that Us decays 
to zero as s ~ co uniformly in y. Then ul < U < up for  all (s, y) E R 1 x T", and 

- -  @ .  e)(ul  - -  up) 
c =cefr  u, + @ ) f ( u , )  - up -- @ ) f ( u , )  (2.3) 

Proof. It follows directly from the maximum principle that uz < U < up for all 
(s, y) E R 1 x r n. The maximum principle for linear operators related to (2.2) is 
derived in [30]. Averaging (2.2) over y ~ T n gives 

-- c ( ( U )  + ( k ( y ) f ( U ) ) ) s  = e.  (a(y)(e~?s + Vy)U)s + ( b ( y ) . e U ) s .  (2.4) 
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In tegra t ing  (2.4) over  s yields 

- c ( < U }  + ( k ( y ) f ( U ) } )  

= e.  <a(y)(et~ + V y ) U )  + (b(y ) .  e U }  + const. (2.5) 

= e. (a(y)eU~} - ( e .  (V T. a(y ) )U}  + (b (y ) .  e U }  + const. (2.6) 

Lett ing s ~ + oo in (2.6) subtract ing the two limiting relations, and using the 
decay assumpt ion,  we get 

- c(ut + <k}f(ul)  -- u,. -- <k}f(u,.)) = (b (y ) .  e} (uz - u,.), (2.7) 

o r  

C ~ -  

The p roo f  is complete.  

-- <b.e)(ul  - u,,) 

u, + (k} f (ug)  - (ur + <k}f(ur)) 
> 0 .  

L e m m a  2.2. Let  (U, c) satisfy the conditions in Lemma 2.1. Then there exist con- 
stants sl < 0, s2 > 0, 21 > 0, 22 < 0, and positive functions q~i(Y) e C2(Tn), i = 1,2, 
such that 

U - ul =< const.exp{21s}~bl(y), s _-< sl,  

u~ - U _-< const, exp{22s}#2(y),  s > s2. 
(2.8) 

Proof. Write (2.2) as 

(eOs+ Vy)(a(y)(eOs + Vy)U) + b(y).(a?s + V,)U + c(U~ + k(y) f ' (U)U~) = 0. (2.9) 

There  exists sl such that  i fs  < sl and U - ul < e, t h e n f ' ( U )  - f ' ( u l )  < Le for some 
Lipschitz cons tant  L. The  function U - u~ satisfies 

(eO~ + Vy)(a(y)(eO~ + Vy)V) + b(y).(eO~ + V,)V + c(1 + k ( y ) f ' (U) )V s  = 0, (2.10) 

where i f ( U )  is regarded as a par t  of the coefficients. Let  us construct  an upper  
solution for (2.10) on ( - oo , & ]  x T". Define 

L~(V) =- (COs + Vy)(a(y)(eO~ + V,)V)  + b(y).(e~s + V,)V 

+ c(1 + k(y)( f ' (ut)  + Le))V~. (2.11) 

N o w  consider  exponent ia l  solutions of the form Vo = exp{2s}q~(y, 2),2 > O, 
4~(y, 2) > 0, for the equat ion  L~(V) = 0. U p o n  substi tution,  we have 

T Vy (aVy~) + 22(eraVyq~) + (b. Vy~) + ((b. e)2 

T + 22erae + 2Vy ae + c2(1 + k(y)( f ' (u l )  + Ls)))~b = 0. (2.12) 

The elliptic ope ra to r  on the left-hand side of  (2.12) has principal  eigenvalues 
p~ = p,(2) for posit ive (.b(y, 2). I t  is obvious  that  p~(2) > 0 if [2[ >> 1 and  that  
p,(0) = 0 with (b(y, 0 ) =  1. Let  us s tudy pt(2) when 0 < 2 < 1. Replacing the 
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right-hand side of (2.12) by p(2)4~, differentiating the resulting equation with 
respect to 2, and setting 2 -- 0, we get 

T Vy (aVy 4)1:,=o + 2(eraVy~)lx=o + b 'Vy~ lz=o  

T + [b .e  + Vyae  + c(1 + k(y ) ( f ' (u t )  + L~))]~l~=o = Pt,z~lz=o. (2.13) 

Since ~(y, 2) --+ 1, p~(2) --+ 0 as 2 - ,  0, we simplify (2.13) to find 

T Vy(aVy a ) l z = o + b ' V y ~ x l a = o + b ' e  

T + V ,  ae + c(1 + k(y) ( f ' (u , )  + Le)) = Pz, zlx=o. (2.14) 

Averaging (2.14) over y, we see that 

@ ) . e  + c(1 + @ ) ( f ' ( u t )  + L e ) ) =  Pz, xl:.=o. (2.15) 

Let us show that if e is sufficiently small, then Pt, ~1~ = o < 0. We use the formula for 
c in Lemma 2.1 to compute 

( b - e )  + c(1 + @)f ' ( u l ) )  

( -  {b) .e)(u~ - ur)(1 + @)f ' ( u l ) )  
= ( b .  e} + 

u, + ( k ) f ( u , )  - (ur + ( k ) f ( u . ) )  

f (u,) - f (u,) + (ur - u,) f '  (u,) 
= (b . e ) ( k )  u, + @ ) f ( u , )  - (u, + @)f (u , ) )"  (2.16) 

By the Lax entropy condition, f(ur) - f ( u l )  > f'(ul)(u~ - uz); thus f (ul)  - f ( u , )  + 
(u~ - uz)f'(ul) < 0. Now with uz + @ ) f ( u O  < u~ + ( k ) f ( u r )  and ( b . e )  < 0 we see 
from (2.16) that ( b . e )  + c(1 + ( k ) f ' ( u l ) )  < 0, and so Pl,,la=o < 0 if ~ is small 
enough, depending only onf(u), @),  and (b.  e). By the continuity of Pl in 2, there 
exists 21 > 0 such that pl(21) = 0. Denoting the corresponding eigenfunction by 
�9 ,, we showed that the equation L~(V) = 0 admits positive exponential solutions 
Vo = exp{~lS}~l(y). Obviously, Vo,s > O. We have 

(e~ + Vy)(a(y)(e3~ + Vy)Vo) + b(y).(e3~ + Vy)Vo + c(1 + k(y) f ' (U))Vo,~ 

= - ck(y)( f ' (u , )  + Lg)Vo.s + ck ( y ) f ' (U)Vo . ,  

= - ck(y)( f ' (u , )  + L~ - f ' ( U ) ) V o , ,  < O. (2.17) 

Therefore Vo is an upper solution of (2.10), and the first inequality then follows 
from the maximum principle, The second inequality can be proved similarly by 
using the other inequality of the Lax entropy condition. The proof is complete. 

Lemma 2.2 and the parabolic regularity theory imply 

Corollary 2.1. Under the conditions in Lemma 2.2, Us satisfies 

lull =< const.exp{ - ylsl} V(s,y) (2.18) 

for some ~ > O. 
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Theorem 2.1 (Uniqueness). Suppose that (U, c) and (U', C') satisfy the conditions in 
Lemma 2.1. Then U'(s, y) = U(s + So, y) for some So ~ R, and c' = c. 

Proof. That  c' = c follows at once from Lemma 2.1. Let W(s, y, 2) = U(s + 2, y) 
- U'(s, y), 2 ~ R 1. Lemma 2.2 implies that W decays to zero as s ~ oo exponen- 

tially with a rate no less than 7. The function W satisfies the equation 

(eSs + Vy)(a(y)(eSs + Vy)W) + b(y).(eS~ + Vy)W 

+ cW~ + ck(y) ( f (U)  - f ( U ' ) ) s  = O, 

where 

( f (U)  - f (U ' ) )~  = f ' (U)Us - f '  (U') Us 

= f ' (U) (U  - U')~ + ( f ' (U)  - f'(U'))U'~ 

= f ' (V )W~  + ( f ' ( V )  - f ' ( V ' ) ) V ' , .  

Thus W satisfies 

i.e., 

where 

(eSs + Vy)(a(y)(eO~ + V,)W) + b(y).(eS, + Vy)W 

+ (c + ck(y)f ' (U))W~ + ck(y)( f ' (U)  - f ' (U' ) )U'~ = O, 

(eSs + Vy)(a(y)(eSs + Vr)W ) + b(y ) . ( eSs  + Vy)W 

+ (c + ck(y) f ' (U))Ws + ck(y)fl(s, y, 2 ) U ' W  = O, 

(2.19) 

(2.20) 

Lz(exp{zs} q~) = exp{es} [ v r ( a v , ~ )  + 2e(sraVr~b) + b. Vr~ 

+ (e(b'e) + e2erae + 8Vrae 

+ ce(1 + k (y ) f ' (U) )  + ck(y)fi(s, y, 2)U;)~3.  (2.22) 

where 

1 

fl(s, y, 2) = Sf"(zU(s + 2, y) + (1 - z)U'(s, y))dz. 
0 

For  any N1 > 0, N2 > 0, there exists 2o = 2o(N1, N2) > 0 such that i f2 > 2o, then 
W(s, y, 2) > 0 for (s, y) e [ - N1, N2] x T". Now we choose the sizes of N1 and N2 
to prove that W > 0 for all (s, y) if 2 > 2o. 

Let us set W -exp{es}q,(y)v,  where e > 0, ~(y) > 0, are to be chosen. Then 
v satisfies 

2 
(eO~ + Vy)r(a(eO~ + Vy)v) + ~ .  (ee~ + Vrq~)ra(eO~ + Vy)v 

+ (c + ck(y)f'(U))v~ + b .(eS, + Vy)v + (exp{es}#)-~L2(exp{es}~b)W = O, 

(2.21) 
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N o w  choose exp{2s} q~ to be the principal  eigenfunction of L~ in (2.11) with it = a, 
and L = 0, and denote  the corresponding principal  eigenvalue by Pt = p~(a). Then  
(2.22) is just  

Lz(exp {as} r = exp {as} ~b(y)(Pz(a) + cek(y) ( f '  (U ) - f ' ( u 3  ) + ck(y) fl(s, y, it) U',), 

and (2.21) becomes 

2 
(e0s + Vy)r(a(e~?~ + Vy)v) + ~ (ea(b + VyO)ra(e#~ + Vy)V + (c + ck(y) f ' (U))v~  

+ b- (e(?~ + Vy)v + (pl(e) + c e k ( y ) ( f ' ( U )  - f ' ( u l ) )  + ck(y)flU'~)v = 0, (2.23) 

where &(e) = p'l(0)e + O(a2), and p'l(0) < 0, for e small. 
N o w  choose a so small that  &(a) < �89 and N1 so large that  I U;I < a 2, for 

(s, y) e [ -  0% - N1]  x T", and  ]U '  - ul] < a a on ( -  0% - N1) x T". This is pos- 
sible by Corol la ry  2.1 and  L e m m a  2.2. Similarly, we can m a k e  the  t ransformat ion  
W = exp{ -e s}eba (y )va  and choose exp{ -a s}~bx  to be the positive principal  
eigenfunction of the opera to r  L~ - Ll where u, replaces uz and p,( - a) is the 
corresponding eigenvalue. If  a is small enough (depending only on f (u) ,  ( k ) ,  and 

1 t ( b .  e)),  then p,( - a) < - ~p~(0)e < 0, with p'~(0) > 0. N o w  choose N 2 = N2(~ ) so 
large that  u~ - U(s, y) < a 2, U'~(s, y) < e 2 if s > N2. Then  u~ - U(s + it, y) < a 2 for 
it > 0, and s > N 2 . 

Suppose  that  infR~ • r ,  W(s ,  y, it) < 0. It  is clear that  

either inf W(s,  y, 2) < 0 or  inf W(s, y, 2) < 0. 
(--0% -N1)• T n (N2, +co)• T n 

First  assume that  inf(_ , ,  -N,) • r -  W(s,  y, 2) < 0. Then inf(_ oo, -N~) • r,v(s,  y, 2) < 0. 
Reducing the size of e if needed, we have that  v -~ 0 as s ~ 0% thanks  to L e m m a  
2.2. Thus  in f (_~ ,_m)•  r.v(s,  y, 2) = V(So, Yo, 2) < 0, for some So E ( -  0% - N1) 
and  Yo e T" ,  which implies that  W(so, Yo, 2) < 0 or  U(so + 2, Yo) < U'(so, Yo). So 
U(so + 2, Yo) - ul < U'(so, Yo) - u~ < e z. The  left-hand side of (2.23) evaluated at 
the point  (So, Yo) is 

> V(So, Yo)(pl(e) + c e k ( y o ) ( f ' ( U )  - f ' ( u l ) )  + ck(yo)fl(So, yo)V'~(So, Yo)) 

> V(So, yo)(�89 + O(eZ)) > 0, (2.24) 

a contradict ion.  
Assume now tha t  inf(N2, + ~o)• r -  W(s,  y, 2) < 0. Then  

inf vl(s, y, 2) = vl(so, Yo) < 0 
(N2, + oo) x T" 

fo r  s o m e  (So, Yo) c (X2 ,  + oo). T h e  f u n c t i o n  vl  sa t i s f i e s  

2 
(e~, + vy)T(a(y)(e~, + Vy)vl) + ~ ( -- e ~ x  + Vyq~l)Ta(eOs + Vy)vl 

+ b.(e3,  + Vy)vl + (c + ck ( y ) f ' (U) ) v l , s  

+ (p,( - e) - ~k (y ) ( f ' (U)  - f ' ( u , ) )  + ck(y)flU's)vl = O. (2.25) 



Traveling Waves in the Transport of Solutes 85 

The left-hand side of (2.25) evaluated at (So, Yo) is 

>_ (p~( - e) - cek(yo)( f '  (U )(so, Yo) - f '  (u~) ) 

+ ck(yo)fi(So, Yo)U;(so, yo))Vl(So, Yo) 

> ( -  ~p'(0)~ + o(~))v~(So, yo) > o, (2.26) 

a contradict ion.  These contradict ions imply that  W(s, y, 2) > 0 if 2 > 20. 
We show that W ( s , y , # ) = O  define ~ = i n f { 2 l W ( s , y ,  2)>O}. Obviously 

W(s, y,/~) > 0, - oe < # < 2o. If W(s,  y, l~) is zero at any finite point, then the 
max imum principle says that  W(s , y ,  l t )= 0, and we are done. Otherwise, 
W(s, y,/~) > 0 V(s, y). By the minimali ty of/~, there exists a sequence 2 f I # , j  ~ oo, 
such that  infR~ x T" W (S y,  2j) ~-- W (sj, y j ,  2 j )  < O. 

Suppose that  the sj's are unbounded,  so s t ~ +  oe or sj ~ -  ~ ,  up to 
a subsequence still denoted by sj. Thus if j is large enough, then 
sj E [-- N1, N2] c • Y n. Assume first that  s t ~ ( -  0% - N1) x T" .  Thus 
i n f ( - ~ - N O •  y, 2 j ) <  0. Lett ing W = exp{es}q~(y)v as before, we see that  
inf(_ ~o, -N~)• T,V(S, y, 2j) < 0. This infimum is at tained at a finite point  (gt, 3~t) �9 If the 
gj's are unbounded  (as j  ~ oe), then gj ~ - oe up to a subsequence, and evaluat- 
ing (2.23) at (gj, 17t) yields a contradict ion just  as in (2.24). Thus  the gjs are bounded,  
g~ ~ So, Yt ~ 3~o, (go, Yo) ~ ( -  0% - N1]  x T", up to a subsequence, and 

V(go, Yo, #) = lira v(gt, YJ, 2t) < O, 
j~oo  

which implies that  W(go, Yo,/~) < 0, a contradict ion.  
Next  assume that  sj ~ (N2, + oe) x T", so inf(u2, + ~) x T" W(S, y, 2j) < 0. Lett ing 

W = exp { -  es} ~ j  (y)vl ,  we see that  inf(N:, + ~)x T,Vl(S, y, 2j) < 0. This infimum is 
achieved at a finite point  (gj, yj). If the gj's are unbounded,  then gj ~ + oe up to 
a subsequence, and evaluating equat ion (2.25) at (gj, yj) shows that  the left-hand 
side of (2.25) is strictly larger than zero, a contradict ion.  If the g/s are bounded,  then 
(sj, Yj) --+ (go, Yo) ~ [N2, + ~ )  x T"  up to a subsequence, and 

V(go, ~o,.#) = lira v(gj, yj, 2j) < 0, 
j ~ o v  

which implies that  W(go, )~o,/~) < 0, a contradict ion.  
Hence, the sj's are bounded,  sj ~ So, yj ~ Yo, up to a subsequence, and 

lim W(sj,  yj, 2j) = W(so, Yo, #) < O, 
j--* oo 

a contradict ion.  Finally, we conclude that  W(s ,y ,  kt) cannot  be > 0. Thus 
W(s, y, #) - O, or U(s + #, y) - U'(s, y). Uniqueness of traveling waves is proved. 

Corollary 2.2 (Monotonicity).  I f  (U (s, y), c) satisfy the conditions in Lemma 2.1, then 
Us(s, y) > O, for all (s, y )~  R 1 • T n. 
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Proof. Taking (U', c') as (U, c) in Theorem 2.1 and following the same proof, we see 
that U (s + 2, y) > U (s, y) if 2 > #, and U (s + #, y) - U (s, y). Since U approaches 
different limits as s ~ _+ o% it follows that # = 0. This implies that U, > 0. Differenti- 
ating (2.2) with respect to s, and applying the strong maximum principle [31], we 
have that Us(s, y) > 0 for all (s, y) s R 1 x T". The proof  is complete. 

3. The Continuation of Regularized Solutions 

the degeneracy in (2.2), we first establish existence for its elliptic Due to 
regularization: 

vU~ + (e~s + Vy)(a(y)(eOs + Vy)U v) 

+ b(y).(e0s + Vy)U ~ + c~(U v + k(y)f(U~))s = 0, (3.1) 

UV( - ~ , y ) = u t ,  U ~ ( + c ~ , y ) = u r ,  U~(s , . )hasper iod l  

where v is a positive number,  v ~ (0, 1]. Then  we prove the existence of a solution to 
equat ion (2.2) by passing to the limit v --* 0. In the rest of this section, we fix v, and 
so omit  the v dependence of the solution and write (U ~, c ~) as (U, c). We construct  
the solution of (3.1) by the cont inuat ion method.  

Let us consider the family of equations parametr ized by z: 

vU]s + (e~s + Vy)(a~(y)(e~ + Vy)U ~) 

+ b~(y).(eO~ + Vy)U ~ + c~(U ~ + k~(y)f(U~))~ = 0, (3.2) 

U ~ ( - o o , y ) = u ,  U ~ ( + ~ , y ) = u ,  U ~ ( s , . ) h a s p e r i o d l  

where a ~ = z a ( y ) + ( 1 - z ) I d ,  b ~ ( y ) = b o ( 1 - z ) + b ( y ) z ,  k ( y ) = ( k ) ( 1 - z ) +  
zk(y). First  we show that  if (3.2) admits solutions for z = Zo, Zo e [0, 1), then it has 
solutions for z = Zo + 6 if 6 is sufficiently small. Fo r  simplicity, let us write a ~~ b ~~ 
d ~ U ~ U ~~ as a, b, c, k, U, and write a ~~ b ~~ C ~ U ~ U ~~ as a a, b a, c a, k a, 
U a in the rest of this section. We can write a a = a + 6 a l , b  a = b + 6 b l ,  
c a = c + 6 c ~ ,  k a = k + 6 k l ,  U a = U + 6 V  a, where a~ is a smooth  symmetric 
matrix, b~ is a smooth  vector field, and c~ is a smooth  function of y; c~ and V a are 
unknowns.  Substituting these expressions into (3.2), and simplifying the resulting 
expression by  using the fact that  (U, c) is a solution when ~ = 0, we have 

LV a - vV~ + ( ~  + Vy)(a(e0~ + Vy)V a) + b . (e~  + Vy)V ~ 

+ cV~ + ck(y)(f ' (U)Va)s 

= - (eS, + Vy)(al(eO~ + Vy)U) + 6(eO, + Vy)(al(et~, + Vy)V ~) 

- bl"(e0~ + Vy)U - 6bl . (e~  + Vy)V a 

- ck~(f(U + 6Va))s - �89 + (1 - O)6Va)(V'~)2), 

- c ] ( V  + cSV a + (k(y) + ,~k l ) f (V  + 6va))~.  (3.3) 

for some 0 e (0, 1). 
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T o  solve (3.3) for (V ~ cO), we need to s tudy the invertibili ty of  the linear 
ope ra to r  L. Let  us consider  the opera to r  L on L2(R lx  T"), where p = p(s) 
= cosh2es, e ~ 1, and 

L 2 ( R X x T n ) - {  h(s'y) SR  1 x T n (c~176176 (3.4) 

with ~ to be chosen. The  domain  of definition D(L) of L is H~(R 1 x T"). I t  is easy to 
see tha t  L is a closed opera to r  on Lo 2 (cf. KATO [21, p. 164]). By the propert ies  of  
U in Section 2, especially Corol la ry  2.1, we see tha t  U~ e L 2 ire is suitably small and  
tha t  Us is in the kernel  of L. 

O u r  goal is to show that  zero is an isolated simple eigenvalue of L. Then  by the 
spectral  theorem of KATO [21, T h e o r e m  5.28, p. 239], L is a F redho lm opera to r  
with index zero. This implies the local cont inuat ion  of regularized solutions via the 
cont rac t ion  mapp ing  theorem. 

First, we p rove  that  the essential spec t rum of L is bounded  away  f rom zero by 
a posit ive distance depending on (U, c). Let  us make  the t ransformat ion:  

V = (exp{ - es} ~,.(y)~(s) + (1 - ~(s))exp{e.s}Cbt(y))w - WoW = Wo(S, y)w (3.5) 

where ~(s) is a smoo th  function of s such tha t  0 < ~(s) < 1 for all s ~ ( - 1, 1), 
~(s) - 0 for s < - 1, ~(s) - 1 for s > 1, ~r = ~r(Y) > 1 and  ~z = 4~l(y) > 1 are in 
C ~ ( T  ") and are to be determined,  e > 0 is the same as in the weight function 
cosh2gs for L~. Similarly, let g = wogl. Thus  the p rob lem 

becomes 

LV = g on LZo(R 1 x T") (3.6) 

L(wow) = Wogx (3.7) 

where w, gl E L2(R 1 x T"). Direct  calculat ion shows tha t  

L(w) + 2 (eO~wo + Vywo)r a(e3, + Vr)w + 1 L(wo)w = gl .  (3.8) 
W o WO 

We compu te  

L(wo) = L(exp{ - ~s} ~r(y)~(S)) + L((1 -- ~(s))exp{es} ~dY)). 

If  s <  - 1 ,  then 

L(wo) = L(exp {~s} ~l(Y)) 

= exp{es} [Vrr(aVy~t) + 2g(eTaVr~l) + b. Vyq~; + ((b. e)e + e2eTae 

+ eVrrae) + ce(1 + k(y)f'(U))~z] + ck(y)f"(U)U~texp{es}. (3.9) 

Let  us choose ~ to be the principal  eigenfunction (with m i n i m u m  1) cor responding  
to the eigenvalue P;(0 of the ope ra to r  in the bracket  of (3.9), but  withf ' (U) replaced 
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byf'(u~). Then for 0 < e ~ 1, by the same calculation as in the proof of Lemma 2.2 
we have 

L(wo) = [5ck(y ) ( f ' (U)  - f ' ( u t ) )  + pz(e)] ~ e x p  {ss} + [ c k ( y ) f " ( U )  Us] ~ e x p  {5s}, 

(3.10) 

WO 

where Pt(e) = p'I(O)e + 0(5 z) < 0. Thus, 

lira L(wo) 
s ~  - o r  W 0 

Now if s __> 1, then 

L(wo) = L(exp{ - es} ~(y)( (s ) )  

= L(exp{ -- 5s} ~ ( y ) )  

d = d(s, y) - L(wo) _ 5ck (y ) ( f ' (U)  - f ' ( u l ) )  + pl(e) + ck (y ) f " (U)Us ,  (3.11) 

- p ~ ( 5 ) < 0 .  (3.12) 

= exp{ - 5 s }  [Vr(aVr~br) - 25(eraVy~,) + b.  Vy~, 

+ ( - (b. e)5 + 52(erae) - ~Vfae)  

- ec(1 + k(y) f ' (U))O~]  + c k ( y ) f " ( U ) U s e x p {  - 5s}q~,.. (3.13) 

Choosing ~r(Y) to be the principal eigenfunction (with minimum 1) corresponding 
to the eigenvalue pr ( - e )  of the operator  in the bracket of (3.9), but with f '(ur) 
replac ingf ' (U) ,  we have 

L(wo) = e x p { -  5s} [ -  5ck (y ) ( f ' (U)  - f ' ( u , . ) )  + p~.(- e)] #~ 

+ ck f " (U)Usexp  { - es} ~0r, (3.14) 

where p~(-- 5) = -- p',.(O)e + O(e 2) < 0, since p',(0) > 0. Then 

d - L(wo) 
- -  - 5ck(y)(f '(ur) - f ' ( U ) )  + p,.( - e) + ck (y ) f " (U)Us ,  (3.15) 

WO 

where p~( - 5) < 0, and thus 

lira d(s, y) = p~( -  ~) < 0. (3.16) 
s ~ + o O  

The function d is then smooth in (s, y), approaching pl(e) as s ~ - oo and p , ( -  5) 
a s s  --+ o o .  

Now we compute 

ewo, s + Vywo = e(exp { -  es} ()s~,(Y) + e((1 - ()exp{ss})s~(y) 

+ (exp { - es} V , ~ )  ((s) + (1 - ((s))exp {es} Vy 4~. 

o r  
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- -  l, then 

2 2Vy~bt 
da = da (s, y) -- --(e~3~Wo + Vywo) = 2ee -~ = Bl = Bl(y), (3.17) 

Wo ~z 

and  if s > 1, then 

2Vy~, 
dl(s, y) = - 2ee + - -  = Br = Br(y). (3.18) 

fbr 

Thus  dl (s, y) is a bounded  smoo th  vector  function of (s, y) ~ R a x T", and is equal  
to Bz(y)(B~(y)) if s is outside [ - -  1, 1]. 

Equa t ion  (3.8) can be writ ten as 

L l w  =- Lw + d~a(y)(eO~ + Vy)w + dw = 9. (3.19) 

The  spect rum of L on Lp z is same as that  of the ope ra to r  L~ in (3.19) on L 2. Let  us 
define the ope ra to r  

Qw = vw~ + (e~3s + Vr)r(a(y)(e~3~ + Vy)w) 

+ B(s, y ) r .  (e3~ + Vy)w 

+ [c + ck(y)(((~s)f ' (u,)  + (1 - ((~s))f '(u,))] w~ 

+ (p,( - e)((c~s) + (1 - ((es))&(e))w, (3.20) 

where ~ is a small posit ive number  to be chosen and where 

B(s, y) = b(y) + ((~s)a(y)rB~(y) + (1 - ((~s))a(y)r Bz(y). 

Define 

Sw -~ (L1 - Q)w = BI(s, y)T. (ec3 s + Vy)w + B2(s , y)w s + B3(s , y)w, (3.21) 

where 

BI(s, y) = a(y)Tdl(S, y) -- (arB~(ocs) + (1 -- ((O:s))arBl), 

B2(s, y) = ck(y) [ f '  ( U ) - (( (es) f '  (u~) + (1 - ( (c~s) ) f '  (u,) ) ], 

Ba(s, y) = d(s, y) + ck (y ) f " (U)U~ - (Pr( - e)((es) + (1 - ~(c~s))pl(e)). 

We see tha t  Bi(s, y) --* 0, i = 1, 2, 3, uniformly in y as s ~ oo. 
Let  us show tha t  Q is invertible on LZ(R 1 x T")  by the Lax-Mi lg ram Theorem.  

Proposi t ion 3.1. There exists a positive number c% = Co(e)E (0, 1] such that if 
c ~  (0, ~o], then the operator Q as defined in (3.20) is invertible on LZ(R1 x T") .  
Moreover, there is a positive constant M = M(c~, ~) such that 

l[ Q -  19 II•= < M [Ig IlL =- (3.22) 
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Proofi First we prove that  the equat ion Qw = 9 admits a weak solution in 
Hi(R  ~ x T ' )  for g ~ LZ(R ~ • T"). Consider the following bilinear functional f rom 
H 1 x H  1 to R: 

D(w, v) = ~ vw~(mv)~ + (eO~ + Vr)w. a(y)(ec3~ + Vy)(mv) 
R t ~< T n 

- B ( s ,  y)r.(eg~ + Vy)w.(mv) 

- [(c + ck(y)(~(as)f'(ur) + (1 - ~(~s))f'(ul))] wsmv 

- [Pr( - -  e)((C~S) + (1 -- ((es))pz(e)]mvw. (3.23) 

Here m =- m(sl, y) = m(es, y), and re(s1, y) is a smooth  function on R t x T"  such 
that  1 <_ m <_ M1, uniformly for all c~ E (0, 1], where M t  is independent  of e. We 
choose such a function m later. 

Obviously,  D(u, v) satisfies 

[O(w, v)[ < M2 [[wl[H 1" Ilv[l~* (3.24) 

for some positive constant  M2 independent  of 5. N o w  we calculate 

D(v,v) = ~ dsdy{vv2m + vvvsm, 
R 1 x T  n 

+ m(eO, + Vr)va(e~s + Vr)v + v(e~ + Vr)va(e~, + Vr)m 

- m B  T. (eO~ + V,)(v2/2) 

- [c + ck(y)(((~s)f'(u,) + (1 - ((~s))f'(ut))]m(v2/2)~ 

- m(p,( - e)~(:cs) + (1 - ~(as))&(e))vZ}. 

Integrat ion by parts gives 

D(v, v) >= S dsdy{ vv2m - v(vZ/2) m~ + m(eO~ + Vy)va(eO~ + Vy)v 
R 1 X T n 

- -  (v2/2)(e~3~ + V,)(a(e~ + V,)m) 

+ (v2/2)(e3~ + V,) T- (roB) 

+ (v2/2)m~[c + ck(((as)f'(u~) + (1 - ((:~s))f'(ul))] 

+ m(v2/2)ck(y)a~'(as)(f'(u,) - f ' (u t ) )  + C1~v2}, 

where C1 is a positive constant  independent  of e such that  

C~ e ___ rain( - p,( - ~), - p~(~)). 
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Since m = m(c~s, y), all the terms involving s derivatives of m are of order O(a). 
Similarly, s derivatives of B are of order 0 (cQ. It follows that 

D(v, v) >= ~ dsdy{vmv 2 + m(e~ + Vr)va(y)(eO~ + Vy)v 
R 1 x T n 

+ (v2/2)[ - vr(aVym) + Vr(mB) + O(c~)] + Clev 2} (3.25) 

We choose m to satisfy 

- vr(aVrm) + Vyr(mB) = 0, (3.26) 

o r  

- VT(aVym) + VT[m(b + ((as)arBr(y) + (1 -- ((~s))arB~(y))] = 0, (3.27) 

where s is just a parameter. For  any fixed s, it is known that (3.27) has a unique 
positive smooth solution on T" up to constant multiplication; see [2]. By the theory of 
elliptic regularity, m depends smoothly on the coefficients, and so m = m(s', y) 
- re(as, y) is a bounded smooth function in (s', y) E R 1 x T". If we normalize m so 
that m > 1, then m = re(as, y) is as desired. We see that there exists a number 
% = ao(e) such that if ~ ~ (0, ~o), then the O(e) term in (3.25) is no larger than �89 
in absolute value. It follows from (3.25), (3.27), and such a choice of c~ that 

D(v ,v)~  C2Ilv 2 [] o 1 (R 1 x T-) (3.28) 

for some positive constant C2 = Cz(e, v). Hence, the functional D(w, v) is coercive, 
and the Lax-Milgram theorem implies the existence of a weak solution to Qv = g 
in H 1. By elliptic regularity (cf. GILBARG & TRUDINGER [17, Theorem 8.8, pp. 
183-185]), v ~ H 2, and estimate (3.22) holds. The proof is complete. 

Next, we have 

Lemma 3.1. The operator SQ-1 is compact on LZ(R 1 x T"). 

The proof is similar to that of Lemma 2.7 in [31], and is omitted. 
By the Gohberg-Krein theorem (cf. [18] or Theorem A.1, p. 136, of HENkY 

[20]), L1 and Q differ by a relatively compact operator, so they have the same 
essential spectrum. Proposition 3.1 says that the essential spectrum is bounded 
away from zero by a positive distance depending on e, and hence on (U, c). Thus 0 is 
an isolated eigenvalue of finite multiplicity of L1 o n  L 2, or of L on Lo 2. 

Summarizing, we have 

Corollary 3.1. Zero is an isolated eigenvalue of finite multiplicity of operator L on 
L2(R 1 • T"). 

We show next 

Proposition 3.2. The kernel of L is one-dimensional, and zero is its algebraically 
simple eigenvalue. 
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The proof is similar to that of Proposition 2.1 in [31] except that near the 
infinities of s, we need to make the change of variable of the form w =  
exp{ _+ els}eb(y)v, with 0 < e~ ~ 1 and �9 > 0, for function v in the kernel of 
operator L. For details, we refer to the proof of Theorem 2.1. 

By Theorem 5.28, page 239, of KATO [21] L is a Fredholm operator of index 
zero, and L*, the adjoint operator of L, has a simple eigenfunction, denoted by v*, 
in Ker (L*). Moreover, the inner product of Us and v* can be normalized to 1. See 
also SATTINGER [27, pp. 320--321]. We have 

Proposition 3.3. The equation L v = g ,  where g e L Z ( R l x T " ) ,  is solvable in 
LZ(R 1 x T") if and only if 

pfv* ds dy = 0, (3.29) 
R 1 X T n 

where v* is the simple eigenfunction of L* corresponding to eigenvalue zero, such that 
the L 2 inner product of Us and v* is equal to 1. When (3.29) holds, the solution space is 
one-dimensional. 

Applying Proposition 3.3, elliptic-regularity estimates, and the contraction 
mapping theorem, we get 

Theorem 3.1. Suppose that (3.2) with its boundary conditions and the normalization 
condition ~T,U(0, y)dy = Uo, Uo ~ (ul, u,) has a classical solution (U ~, c ~) where 
-c e [0, 1). Then there exists 6o = 6o(U, c) such that if 6 ~ (0, 6o), then (3.2) admits 
a unique classical solution (U ~+~, c ~+~) satisfying the same boundary conditions and 
the normalization condition. 

We remark that the solvability condition (3.29) is used to determine the 
perturbed speed d +~. For details of the proof, see XIN [29]. 

4. The Limit of Regularized Solutions 

Consider the limit of classical solutions (U ~, d )  of equation (3.2) satisfying the 
boundary conditions 

U~(-  co , y )=  ul, U~( + oo , y )=  u,, U~(s, . ) has period 1 (4.1) 

and the normalization condition maxy~r,U~(0, y) = Uo, as z ~ Zo e (0, 1]. Due to 
the uniqueness of solutions (Theorem 2.1), the solutions (U ~, C) are exactly those 
generated by the continuation method (Theorem 3.1) modulo constant translations 
in s. We have 

Proposition 4.1. Let {%} be any sequence tending to Zo e (0, 1]. Then there is a 
subsequence, still denoted by {z,}, such that if Uo-  ut <= eo, where ~o is a small 
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positive number depending on the nonlinear function f, then U~"(s, y) converges to 
U~~ y) in C~o~, and 

- (b  " e ) ( u , -  u,) 
c ~" = c TM = c~ef = > 0. (4.2) 

u, + ( k ) f ( u , )  - (u~ + ( k ) f ( u , ) )  

Moreover, (U TM, c TM) is a classical solution to (3.2) with z = %. 

Proof. Applying L e m m a  2.1, we see that  c ~" = c~ff. Choos ing  Uo - u~ < 80 < 1, 
where eo is as small as required in the proof  of L e m m a  2.2, and following the 
a rgument  there for constructing upper solutions, we have sequences 2]  " --. 2 0 > 0, 

' ~n ~],  ~ ~O(y) in C(T") ,  mlny~r,~ba (y) miny~r ,~~  = 1, such that  

U ~" - ut _< exp{2]"s} ~]"(y) V(s, y) ~ ( - oo, 0) x T". (4.3) 

This follows from 

U ~" - ul]~=o < Uo - ul < 1 =< exp{Zl s}4~1 (Y)[s=o (4.4) 

and the max imum principle. 
Since u~ < U;  < u~ and c TM is independent of z,, Schauder estimates for elliptic 

equations imply that HU~nlIC~(RaxT .) ~CI<-[.-GO. As r , -~Zo ,  c ~ " ~ d  ~ and 
U ~" ~ U ~~ in C~o~(R 1 x T") up to a subsequence of {r,}. Letting n ~ + ~ in (4.3) gives 

U TM - ul -_< e x p { 2 ~  s < 0, 

which implies that  

lim U TM = ul. (4.5) 
s ~ - o o  

Thus U TM satisfies 

vU~ ~ + (eO~ + V,)T(a~~ + V,)U TM) 

+ b~~ + V,)U TM + c*~ TM + k(y)f(U~~ = 0 (4.6) 

in the weak sense, and by the regularity theory for elliptic equations, U TM is 
a classical solution of  (4.6). Moreover ,  U~~ - (~, y) = ul, maxys r ,  U*~ y) = u0, 
U2 ~ >= 0, and U~~ .) has period 1. 

We have yet to justify that  U ~o(+ oo, y) = u~. The limit 
l ims~+~U*~ y)=-u+(y)  exists due to the monotonic i ty  of U TM in s. By local 
regularity estimates and by the fact that  0 < YR~x r,U~~ < u~ - u~ < + oo, it 
follows that  U~ ~ + 0 as s ~ + oo uniformly in y. Differentiating (4.6) with respect 
to s and applying the elliptic Schauder  estimates to Us* ~ we find that  U~ ~ 0 as 
s -+ + ct3. 

Mult iplying both  sides of (4.6) by any smooth  test function ~ (y) e C ~ (T") and 
by integrating the products  by parts  with respect to y, we get 

vUs~Ody + I + ~ dy{Ob.eU~ ~ - v T . ( O b ) U  TM} 

T n T n 

+ c~~ S dy{OU~ ~ + k(Y)O(Y)f ' (U~~ ~ = 0, (4.7) 
T n 
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where 

I = -- ~ O(y)(eS, + Vr)(a(y)(ea, + Vr)U~~ 
T n 

- ' U  TM vr(a(y)(e3s Vr)U~~ = ~ dyO(y){(eas)Wa(y)(eSs + Vy) + + 
T n 

= ~ dy~(y)(era(y)e)U~O_ ~ . . . .  w r .  d y u s  - ,  (~/(y)a(y)e) 
T n T n 

Letting s -~ 

-- y dyU~~ a(y) e) + Y dyU~~ a(y)VrO. 
T n T n 

+ oo in (4.7) shows that  

dyV f . ( a ( y ) v y o ) . u +  - ~ dyVy(Ob)u+ = O, 
T n T n 

which implies that  u+ is a weak and hence a classical solution of  

Vry(a(y)V,u+) + b.  Vyu+ = 0 on T". 

The max imum principle implies that  u + = constant.  Thus, 

(4.8) 

(4.9) 

lim U*~ y) = u+ = const, e [Uo, ur]. 
S-'* -}-00 

Applying Lemma 2.1, we have then 

c~O = - (b ' e ) (us  - u+) 

u, + @) f (us )  - (u+ + ( k ) f ( u + ) )  

- ( b .  e )  
= (4.10) 

1 + @ ) f ( u , )  ~ f ~u ~ ~ 

U s - -  U +  

The limit c ~~ of  c TM satisfies (4.2), so we have 

f ( u s ) - f ( u + )  f ( u s ) - f ( u r )  
- ( 4 . 1 1 )  

U s - -  U + U l - -  U r 

By the Oleinik ent ropy condit ion (O), we see that  u + = u,. Differentiating (4.6) with 
respect to s and applying the strong max imum principle yields U[  ~ > 0, for all s and 
y. The proof  of  the proposi t ion is complete. 

In summary,  we have 

Theorem 4.1. For any given positive number v > O, there exist a classical solution 
(U ~, c v) to equation (3.2) satisfying all the boundary conditions. Moreover, U~ > 0, 
ut < U ~ < ur for all (s, y) e R 1 x T", and c ~ = ceff. 
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5. P r o o f  of  Theorem 1.1 

We are ready to take the limit v ~ 0 in (3.2). Since c~=  Cef f > 0, and is 
independent of v, and since f ' ( U  ~) > 0, we have 

0 < c a f < = c  ~ + k(y) f ' ( U  ~) <= C1 < +oo, 

where C~ is independent of v. Schauder estimates for parabolic equations give 

I1 u ~[I C;oo --< c~ < + 0% 

with positive constant C2 independent of v. We impose,  

max U ~(0, y) = Uo, (5.1) 
y ~ T n 

where uo ~ (ul, u,). Now choose Uo close to ul as in Proposition 4.1, and pass to the 
limit v ---> 0. All the steps there go through except now we use the Schauder 
estimates for parabolic equations instead of those for elliptic equations. Justifying 
the boundary conditions with the Oleinik entropy condition again, we complete 
the proof of Theorem 1.1. 

6. P r o o f  of  Theorem 1.3 

Consider solutions (U ~, c ~) of 

(ea~ + Vy)(a(y)(e~ + V,)U ~) + b(y).(eO~ + Vy)U ~ + c~(U ~ + k(y)(U~)P)~ = O, (6.1) 

U ~ ( -  oe ,  y) = uz, rain U~(O, y) = Uo, U"(+  0% y) = e, (6.2) 
y ~ T  n 

where uz > Uo > e, with uo to be chosen. We have 

L e m m a  6.1. There exists a positive constant M independent of e such that 

II u~][2( R1 x T") < M, (6.3) 

rl(e~ + Vy)U~llz(R 1 x T") =< M. (6.4) 

Proof.  Multiply both sides of (6.1) by U ~ and integrate the product by parts over 
R ~ x T" to get 

-- ~ dsdy(eOs + Vy)U~a(y)(e0s + Vy)U" 
R 1 x T n 

+ ~ dsdyb(y) 'eU~U ~ 
R j x T ~ 

+ c~ S dsdyU"( U~ + k(y)(U~)P)~ = 0, (6.5) 
R 1 • T n 
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or 

dsdy(eS~ + Vy)U~a(y)(eS~ + Vy)U ~ 
R I  x T n 

= �89 ~) (e2 _ u 2) 

+ l c ~ ( g 2  - -  U 2 )  + ~ c ~ ( k ( y ) ) ( ~ P + l .  - Uf+l). (6.6) 

By Theorem 1.2, we have 

- ( b ( y ) .  e ) ( e  - ul) 
c~ = ~ + (k (y ) )~  v - ul - ( k ( y ) ) u f  > 0. (6.7) 

It follows from (6.6) that  

H(ea~ + Vy)U~II~(R 1 x T ") =< M 2 (6.8) 

for M > 0 independent  of ~. Multiply both sides of (6.1) by U~ and integrate the 
product  by parts over R ~ x T"  to get 

-- ~ dsdy((ea~ + Vy)U~)~a(y)(e~s + Vy)U ~ 
R 1 x T n 

+ ~ dsdyU~b(y).(eO~ + Vy)U ~ 
R 1 • T n 

+ ~ dsdyc~U~(U ~ + k(y)(U~)P)~ = O. (6.9) 
R t X T n 

Notice that  

- ~ dsdy((eO~ + Vy)U~)~a(y)(eO~ + Vy)U ~ = 0, 
R 1 • T ~ 

U~sb(y) .(e~+ V,)U~dsdy<= Itbll~llU~ll211(eas + Vy)U~ll2. (6.10) 
R 1 • T n 

It follows that  

c ~ [. dsdy(U~)2(1 +k(y)(U~)p-1)<= I[b][o~[IU~ll2[l(ec~+Vy)U"l[2, (6.11) 
R 1 X T n 

which implies that  

c~ll Us~ll 2 ~ II b [Io~ I] g~lle II(eas .4- V,)U~lI2, 

c~lt g~[12 ~ IIbll~o I[(eS~ + Vy)U~lI2. 

In view of(6.7) and (6.8), we see that  estimates (6.3) and (6.4) both  hold. The proof  of 
the lemma is complete. 
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1 N o w  consider nonnegat ive solutions of equat ion (1.4), and let m = ~ > 1, f~ be 
any bounded  open set in R", T e (0, + oo), f~r = f~ x (0, T). Also let v = u p. Then 
u = v m, and v satisfies 

(k(x)  + my m- 1)vt = V .  (a (x )Vv  m) + b (x ) .  Vv  m. (6.12) 

Fol lowing DI BENEDETTO & FRIEDMAN [14], we have 

Definition 6.1. A local weak  solut ion of (6.12) is a measurable function v :f~ ~ R + 
such that  

Ilfvll[~ ~ esssupo<~<rl lv( . , t )  2 llzm + IlVv~ll 2 z,m < + 0% (6.13) 

{ --  ( k (x )v  + vm)~o, + VV m" a ( x ) V 9  -- q)b(x).  Vv  m} dx  dt = 0 (6.14) 
~r 

for all ~o e C~(f~T). 

By Lemma 6.1, NVs, y U e H 2  ~ M < + ~ and 0 < U ~ < u~. N o w  let u~= 
U~(e �9 x - c %  x). Then 

v ~ = ( u ~ y  _-_ u f ,  

ess sup 
0<t<  T 

t i r e ( . ,  t)ll  2 < ( u f ) 2 . 1 ~ l  . 2 , ~  

Since 

Vx(v~) m = Vxu  ~ = (eS~ + Vy)U~(s = e .  x - c~t, y = x), 

we have 

II Vx(Vq m 2 ]I2,~T = Y IV~u~12dxdt  
~T 

< 

< 

I(eS~ + Vy)U~(s = e .  x - c% y = x)12dx dt 
OT 

T 

S dx  ~ I(eG + Vy)U~(s = e .  x - e%, y = x) lZdt  
f~ 0 

c -71 ~ d x  R'~ I(eG+Vy)U%x)12ds 

~o S d~ # I(ea~ + Vr)V~ 

CO 
< c~ M 2, (6.15) 
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where Co is a positive cons tant  depending on the n u m b e r  of  base cells of  T"  that  
cover  f~, and  e" --* c ~: O, as e ~ O. Similarly, we have 

T 

II(vq,~ll2,~ = j" dt ~ dxlu~l ~ 
0 ~2 

T 

= c ~ d x ~ d t l U ~ ( s  = e . x  - c ~ t , y  = x)l ~ 
0 

(Ce)2 S d x  ~ U 2 ( s ,  x ) d s  
f~ R 1 

_< Co(C~) 2 S dx ~ U2(s, x)ds <__ Co(C~)2M 2. (6.16) 
T n R 1 

N o w  (v") m -o v" s trongly in L2oc(~r), and V(v") " -~ Vv"  weakly in L2odf~r). It  
follows that  v ~ --* v a.e. in f~r due to the nonnegat iv i ty  of  v ~. The  functions v" satisfy 
(6.14) since they are classical solutions of  (6.12). Passing to the limit in (6.14) using 
the Lebesgue domina ted  convergence theorem,  we see that  v is a local weak 
solution of (6.12). By the regulari ty theory of [14, Theo rem 1.2], v is (locally) H61der 
cont inuous  in (x, t). Equa t ion  (2.11) differs slightly f rom (1.3) in [14] in that  
k(x) + my"-1  is replaced by 1 there. However ,  k(x) + my" -1  is bounded  between 
minx~T.k(x)  and m a x x ~ r , k ( x ) +  rnl lv l l~- l ,m > 1, and  is a regular  factor. I t  is 
s t ra ightforward to see that  Theo rem 1.2 of [14] still applies. I t  follows that  u = v"  
is also (locally) HSlder  continuous.  On  the other  hand,  U~(s, y) ~ U(s, y) strongly 
in L Zlo~(R 1 x T"), and so U (e. x - ct, x) = u(x, t), a.e. in f~T. Since u(x, t) is (locally) 
Holde r  continuous,  U(e.  x - ct, x) = u(x, t) for all (x, t) e f~r and U(s, y) is (locally) 
HSlder  cont inuous  in (s, y) e R 1 x T", due to the arbi trar iness of  T and f~. More-  
over, U(s, y) E H~o~(R 1 x T ~) is a weak solution to equat ion  (6.1) in the sense that  
for any  q~ e C ~ ( R  1 x r" ) ,  

S dsdy[  - (e~?s + Vy)Ua(y)(eOs + Vy)q~ 
R 1 • T n 

+ ~ob(y).(eOs + Vy)U - c(U + k(y)UV)~os] = O, (6.17) 

and 0 < U < uz. On  the open set G = {(s, y ) e  R 1 x T"fU(s ,  y) > 0}, U is a classical 
solution of (6.12) by the usual parabol ic  estimates. Obviously,  U(s, y) is m o n o t o n -  
ically decreasing in s, i.e., U(&, y) > U(s2, y) if sl =< s2 for all y ~ T". 

If  we choose Uo sufficiently close to u~, then by the same a rgument  as in L e m m a  
2.2 and  Propos i t ion  4.1, there exist a positive cons tant  2 > 0, and a posit ive smoo th  
function ~(y)  such that  

ul -- U(s, y) <= exp{2s}~(y)  for s = 0, y ~ T", 

which implies that  lim~_, _ ~ U(s, y) = ul uniformly in y. 
Next,  we prove  that  lims_~ + 0o U(s, y) = 0 uniformly in y. Thanks  to monoton ic -  

ity, lims_. + ~ U(s, y) exists; let us denote  it by U+ (y). 
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Multiplying both sides of (6.1) by ~ 6 C2(T ") and integrating the product by 
parts over [st, s2] x T", we obtain the following three equivalent equations: 

$2 S2 

ds I dy{O(b.e)U~- v T . ( 0 b ) U  ~} + f I dyOeWa(eU;$) 
s t  T n S l  T n 

S2  

e T as ~ dy{V r. (t~a(y)e)U~ + Us(V, 0" ae)} 
S l  T n 

+ 
$2  

ds ~ dy{UWfa(y)Vr~9 + c~[ U~ + k(y)(U~)V]$O(y)} = O, 
$1 T n 

dy{O(b.e)U~- vT(0b)U ~} + ~ dy t)era(eU~) 
$1 T n T n $1 

-- ~ ds ~ dy V r.  (Oae) U~ -- ~ dy U~(vTo �9 ae) 
S l  T n T n 

+ ~ds ~ dyUWryaVr~k + c ~ ~ dy{U~+ k(y)(U~)V}O = O, 
S l  T n T n 

$2 $2 

O(b(y).e)U ~ - ~ ds ~ dy vT(0b)U ~ 
T n 81 S l  T n 

ii ii il + ~rdyOeTa(eU~)$ ~ dyVT(Oae)U ~ dy e T - - g ( V r  ~ "  
T n n 

s 2  ii + ~ ds ~ dy T ~ C" Vy (aV, O)U + ~ dy{U ~ + k(y)(U~)V}O = O. 
s l  T n T n 

Letting e ~ 0, we get for almost every (sl, $2) ~ R z that 

ii dyO(b.e)U - ~ dyVr(Ob)U + ~ dyOeraeU~ 
T n s l  T n T n S l  

s 2  S2 

I dY VT (Oae) U ~ ~ dy w -- " -- U(Vr O" ae) 
T n T n s t  

+ ~ dyVr(aV,O)U + c ~ dy{U + k(y)U'}O = O. 
s l  T n T n 

(6.18) 

Then by the local H61der continuity of U, we know that (6.18) holds for all 
(sl, s2) ~ R 2, and that every term is locally H61der continuous in s. Since 

jl(~r dy~eraeU~)Zds<= ~R,(~r(~erae)2dy)(~W U2dy) ds 

= S (~erae)2dYH U$1[2( R1 • T") < + oo, 
T ~ 
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there exists a sequence {s,}, l = 1,2 . . . .  , s, ~ §  o% s,+l --sz ~ + oo, such that  

lim S OeTaeUsdy = 0. (6.19) 
S=Sl --~ +co T n  

Setting s2 = Sl+l, sl = sl in (6.18), and dividing both  sides by Sz+l - sl, we have 

1 ~T dyO(b. S ds I V f (Ob)Cdy  
Sl + 1 - -  Sl Sl + 1 - -  Sl s! T n 

+ - -  I -- i dyVr(Oae) U 
Sl + 1 - -  Sl T n S1 + 1 - -  Sl T n  

1 
f dy u ( v r o  �9 ae) s,+~ 

SI + 1 - -  S !  T n s 

8l+1 

+ - -  .[ ds ~ dyVr(avyt~)V 
S l +  l - -  S l  sz  T ~ 

C sl+l  

+ s~+ a -- sz r.~ dy{C + k(y)CP}O s, = 0. (6.20) 

Not ic ing that  0 =< U =< ul and letting I -+ + oo in (6.20), we obtain 

- Vy (aVy~)U+dy = 0. (6.21) 
T n T n 

Thus U+ is a weak solution of  the elliptic equat ion 

Vf(a(y)VyU+) + b(y).VyU+ = 0 on T", (6.22) 

and so U+ is a classical solution. By the max imum principle, U+ = constant,  
U+ e [0, Uo]. By Dini 's theorem, U(s, y) --* U+ as s --* + oo uniformly in y. N o w  
averaging (6.1) over T"  yields 

e T. (a(y)(e8s + Vy)U~)s + (b(y). eU~)~ + c~((U ") + (k(y)(U~)P))s = 0. (6.23) 

Integrat ing (6.23) over s gives 

eT(a(y)(eS~ + V,)U ~) + (b(y).  eU ~) + c~( (U  ~) + (k(y)(U~)P) ) = c],  (6.24) 

o r  

(eT a(eU*) ), - (e.(Vry .a)U ~) + (b.(eU~) ) + c~( (U  ~) + (k(y)(U~)P) ) = c]. 

(6.25) 

Letting s ~ + oo in (6.24) shows that  

c] = c"(e + (k )e  p) + (b(y) .e)e .  
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Integrating (6.25) over any finite interval [s', s"], we get 

s "  

(eraeVE)]~; ' =  ~ ds(c] + (e . (Vry .a)V  ~) - (b . (eC~)))  
S" 

8"  

- ~ c~((U ~) + @(y)(U~)P))ds. (6.26) 
s '  

Letting e ~ 0 in (6.26) shows that  

s "  S"  

(eraeU ) [~;" = ~ ds((e .  ( V f .  a)U ) - (b .  eU )) - c ~ ( ( U )  + (k(y) UP))ds. 
s '  S" 

(6.27) 

Equat ion  (6.27) implies that  

( e raeU)s  = ( e . ( V f  . a )U)  - ( b ( y ) . e U )  - c ( ( U )  + (k(y)UP)). (6.28) 

Arguing as before, we see that  there exists {sl + } ~ + ~ such that  

(eraeU)~ls=s~ ~ 0 

as l ~ + oe. Setting s = s~ + in (6.28) and letting I go to + c~, we obtain 

- (b(y) .e )U+ = c(U+ + (k)UP+). (6.29) 

Similarly, there exists a sequence {sT } ~ - oe as l ~ + oo such that  

(eTaeU)~]s=~, ~ O, 

- (b .  e)u, = c(u, + @)u f ) .  (6.30) 

Combining (6.29) and (6.30), we have that  if U+ > O, then 

- ( b . e )  - ( b . e )  

c = 1 + (k)UP+ -~ - 1 + ( k ) u f  -~" (6.31) 

It follows that  U+ = uu which contradicts U+ < Uo < u~. Thus U+ = 0. 
To  study the decay of U to zero, let us consider (6.28) for s > So, where So is so 

large that  if s >= So, then U(s, y) < 7 for some 7 ~ 1 to be chosen below. It follows 
from (6.28) that  

(er  aeU)s < (c + max(lb(y) .el  ]e'(Vry "a(Y))])) ( U )  - c (k (y )Up)  

( ) 1  
< y l - p  e + m a x 0 b . e ] r ,  + ] e ' ( V ( ' a ) ] )  minT,(eTae ) 

- c min ( ~ ) (er  ~ T. 

< _ ~ mTm (eTa(y)eUV), 
= \ e  a(y)e /  

(eTaeU p) 

(6.32) 
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which is possible with a small enough 7 depending only on a(y), k(y), b(y), p, and c. 
Inequali ty (6.32) implies that  

(eraeU)s < - f l (eraeU),  (6.33) 

c k 
= " . We see right away from (6.33) that  where fl ~ mlnr ,  er ae 

( U )  -< exp{ - fls}B (6.34) 

for s > So and for some positive constant  B depending only on a(y). Thus ( U }  
decays to zero exponentially as s o + c~. 

On  the open set G -- {(s, y) ~ R 1 x r" l  U(s, y) > 0}, g is a classical solution and 
its derivative U~ > 0. The function Us satisfies the strong max imum principle on G. 
If  it is zero at any finite point  in G, then Us - 0 on G, which implies that  U - Ul on 
G. This contradicts  the fact that  U o 0 as s --. + oo. Thus U~ > 0 on G. The proof  
of Theorem 1.3 is complete. 

Acknowledgements. I thank D. LOMEN and A. WARRICK for making available copies of their 
work and for many helpful conversations. I also thank C. DAWSON, P. KNABNER, and S. VAN 
DER ZEE for sending their preprints and reprints, and Ms, D. RODRIQUEZ for her assistance 
in typing the paper. This work was supported by NSF grant DMS-9302830. 

References 

1. D. G. ARONSON, The Porous Medium Equation, Springer Lecture Notes in Math. 1224, 
1-46, 1985. 

2. A. BENSOUSSAN, J. L. LIONS & G. PAPANICOLAOU, Asymptotic Analysis for Periodic 
Structures, North-Holland, 1978. 

3. H. BERESTYCKI, B. LARROUTUROU & P. L. LIONS, Multidimensional travelling wave 
solutions of a flame propagation model, Arch. Rational Mech. Anal. 111 (1990), 33-49. 

4. H. BERESTYCKI & L. NIRENBERG, Some qualitative properties of solutions of semilinear 
elliptic equations in cylindrical domains, Analysis etc., eds,  P. RABINOWlTZ, et al., 
Academic Press, 1990, 115-164. 

5. H. BERESTYCKI & L. NIRENBERG, On the method of moving planes and the sliding method, 
Bol. da Soc. Brasileira de Matematica 22 (1991), 1-37. 

6. H. BERESTYCKI & L. NIRENBERG, Travelling fronts in cylinders, preprint, 1992. 
7. G. H. BOLT, ed., Soil Chemistry B, Physical-Chemical Models, Developments in Soil 

Science 5B, 1979. 
8. W. J. P. BOSMA & S. E. A. T. M. VAN DER ZEE, Transport of reacting solute in a 

one-dimensional chemically heterogeneous porous medium, Water Resources Research, 29 
(1993), 117-131. 

9. L. A. CAFFARELLI & L. C. EVANS, Continuity of the temperature in the two-phase Stefan 
problem, Arch. Rational Mech. Anal. 81 (1983), 199-220. 

10. L. A. CAFFARELLI & A. FRIEDMAN, Continuity of the density of a gas flow in a porous 
medium, Trans. Amer. Math. Soc., 252 (1979), 99-113. 

11. L. A. CAFFARELLI & A. FRIEDMAN, Regularity of the free-boundary of a gas in an 
n-dimensional porous medium, Indiana Univ. Math. J. 29 (1980), 361-369. 



Traveling Waves in the Transport of Solutes 103 

12. E. DIBENEDETTO, Continuity of weak solution to a general porous medium equation, 
Indiana Univ. Math. J. 32 (1983), 83-118. 

13. E. DIBENEDETTO, Degenerate Parabolic Equations, Springer-Verlag, 1993. 
14. E. DIBENEDETTO 8z A. FRIEDMAN, H61der estimates for nonlinear degenerate parabolic 

systems, J. Reine Angew. Math. 357 (1985), 1-22. 
15. C. J. VAN DUIJN & P. KNABNER, Travelling waves in the transport of reactive solutes 

through porous media, adsorption and binary ion exchange: Parts I and II, Transport in 
Porous Media 8, (1992), 167-194, 199-225. 

16. C. J. VAN DUIJN & P. KNABNER, Solute transport in porous media with equilibrium and 
nonequilibrium multiple sites adsorption, travellin 9 waves, J. Reine Angew. Math. 415 (1991), 1-49. 

17. D. GILBARG t~: N. TRUDINGER, Elliptic Partial Differential Equations of Second Order, 
Springer-Verlag, 1983. 

18. I. C. GOHBERG & M. G. KREIN, Introduction to the Theory of Linear Non-selfadjoint 
Operators, Amer. Math. Soc., 1969. 

19. R. E. GRUNDY, C. J. VAN DUIJN & C. N. DAWSON, Asymptotic profiles withfinite mass in 
one-dimensional contaminant through porous media: the fast reaction case, Rice Univ. 
Preprint, 1992. 

20. D. HENRY, Geometric Theory of Semilinear Parabolic Equations, Springer Lecture Notes 
in Math. 840, 1981. 

21. T. KATO, Perturbation Theory for Linear Operators, Springer-Verlag, 1966. 
22. P. D. LAX, Hyperbolic Systems of Conservation Laws and the Mathematical Theory of 

Shock Waves, SIAM Regional Conf. Set. in Appl. Math. 11, 1973. 
23. C. LI, Ph.D. Thesis, Courant Institute, New York University, 1989. 
24. D. O. LOMEN, A. S. ISLAS, X. FAN & A. W. WARRICK, A perturbation solution for nonlinear 

solute transport in porous media, Transport in Porous Media 6 (1991), 739-744. 
25. S. OSHER • J. RALSTON, Ll-stability of travelling waves with applications to convective 

porous mediaflow, Comm. Pure. Appl. Math 35 (1982), 737-749. 
26. G. PAPANICOLAOU & X. XIN, Reaction-Diffusion Fronts in Periodically Layered Media, 

J. Stat. Phys. 63 (1991), 915-931. 
27. D. H. SATTINGER, On the stability of waves of nonlinear parabolic systems, Adv. in Math. 

22 (1976), 312-355. 
28. D. TONDEUR, A. GORIUS &; M. BAILLY, in Adsorption: Science and Technology, 

A. RODRIGUES, cd. Nato ASI Series E. Applied Sciences, Vol. 158, 1988. 
29. X. XIN, Existence and stability of traveling waves in periodic media governed by a bistable 

nonlinearity, J. Dynamics Diff. Eqs. 3 (1991), 541-573. 
30. X. XIN, Existence and uniqueness of traveling waves in a reaction-diffusion equation with 

combustion nonlinearity, Indiana Univ. Math. J. 40 (1991), 985-1008. 
31. J. X. XIN, Existence of planar flame fronts in convective-diffusive periodic media, Arch. 

Rational Mech. and Analysis 121 (1992), 205-233. 
32. J. X. XIN, Existence and nonexistence of traveling waves and reaction-diffusion front 

propagation in periodic media, J. Stat. Phys., 73 (1993), 893-926. 
33. J. X. XIN, Asymptotic stability of traveling waves in transport of reactive solutes through 

periodic porous media, preprint, 1993. 
34. S. E. A. T. M. VAN DER ZEE & W. H. VAN RIEMSDIJK, Transport of reactive solute in 

spatially variable soil systems, Water Resources Research 23 (1987), 2059-2069. 

Department of Mathematics 
University of Arizona 

Tucson, Arizona 85721 

(Accepted May 4, 1994) 


