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Abstract

The mu-basis of a planar rational curve is a polynomial ideal basis comprised of two polynomials
that greatly facilitates computing the implicit equation of the curve. This paper defines a mu-basis
for a rational ruled surface, and presents a simple algorithm for computing the mu-basis. The
mu-basis consists of two polynomiajs(x, y,z,s) andg(x, y, z,s) that are linear inx, y,z and
degreeu andm — w in s respectively, where: is the degree of the implicit equation. The implicit
equation of the surface is then obtained by merely taking the resultananflg with respect to.

This implicitization algorithm is faster and/or more robust than previous metho@601 Elsevier
Science B.V. All rights reserved.
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1. Introduction

A rational ruled surface is a bi-degrée, 1) tensor product rational surface which is
defined in homogeneous form:

P(s,t) ;= Po(s) +tP1(s) := (a(s, 1),b(s,t),c(s,t),d(s, t)), ()
where
Pi(s) := (ai(s), bi(s),ci(s).di(s)), i=0,1, (2)
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and the maximum degree of(s), b; (s), ¢;(s) andd; (s) is n. To avoid the degenerate case
where P (s, t) parameterizes a curv®,(s) and P1(s) are always assumed to be linearly
independent. In Cartesian coordinates, the rational ruled suFface) can be expressed

Pis.1) = (ao(s), bo(s), co(s)) + t(ax(s), ba(s), c1(s)) (3)
T do(s) +tdi(s) '

Ruled surfaces have a long theoretical history (Edge, 1931) along with many applicationsin
the design and manufacturing industries (Aumann, 1991; Lang and Roschel, 1992; Ravani
and Chen, 1986). In this paper, we are interested in the problem of findirniggieit
equationof a ruled surface. It has been known that there exists a homogeneous irreducible
polynomialf (x, y, z, w) such thatf (P (s, t)) = 0. This polynomial equation represents an
algebraic surface of the ruled surface. By Bezout's theorem (van der Waerden, 1950), the
degree of polynomiaf—say,h—is equal to the number of intersections of the algebraic
surface with agenericline. We now consider the intersection of the rational ruled surface
with a generic line and denote the number of the intersection points.dy the ruled
surface is properly parameterized, thers= . Otherwise, there is an integer- 1, called

the number of correspondence, such that in general each point on the surface corresponds
to k parameter values. Thus= kh (Chionh and Goldman, 1992). From the point of view

of the parameterizatiom reflects the multiplicity of the correspondence. So in the rest of
the paper when we say the implicit degree of the rational ruled surface, it meaather

thanh.

The authors previously developed a technique cafieding planeandmoving surfaces
to compute implicit representations of rational surfaces (Sederberg and Chen, 1995).
This approach is much more efficient than traditional implicitizing techniques such as
resultants and Groebner bases. Furthermore, base points cause resultant based methods to
fail, whereas the method of moving surfaces actually simplifies if base points are present.
However, the method of moving surfaces has two drawbacks. First, it involves solving a
very large system of linear equations, and when there are more solutions than required, it
is difficult to determine which of the solutions to select. Second, there is no rigorous proof
that the method always succeeds in computing an implicit equation of any surface, such as
in the case of complicated base points—though the method has never failed in practice.

A line of research that we hope will permit us to rigorously prove the method of moving
surfaces and to make it much faster is tha-basismethod. The mu-basis method was
devised for implicitizing planar curves (Cox et al., 1998). Zheng and Sederberg (2000) give
an efficient algorithm to compute the mu-basis of a planar rational curve. In this paper, we
extend the mu-basis method to ruled surfaces, thereby making the implicitization of ruled
surfaces much faster than the fastest previous methods (Sederberg and Saito, 1995) and
completely rigorous. Work is ongoing to extend the mu-basis method to surfaces in general.

We organize the paper as follows. In Section 2, we present an algorithmic approach
for deriving the mu-basis of a ruled surface. Section 2.1 provides some terminology and
defines a monomial order over a module. Section 2.2 presents some lemmas as background
to Section 2.3, which describes the details of the algorithm and proves its correctness. In
Section 3, the implicit equation of a rational ruled surface is formulated by taking the
resultant of the two elements of the mu-basis, and an example is provided. Finally, we
make some observations and point out further research problems.
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2. Mu-basis of arational ruled surface

A moving planeL(s, 1) := (A(s,1), B(s,1),C(s,1), D(s, 1)) is a family of planes
A(s,0)x + B(s, 1)y + C(s, t)z + D(s, )yw = 0 with one plane corresponding to parameter
pair (s, t). A moving planeL (s, r) is said tofollow rational ruled surfac® (s, ¢) if

L(s,t)-P(s,t) = A(s,t)a(s,t) + B(s,t)b(s,t) + C(s, t)c(s, 1)
+ D(s,t)d(s,t) =0. (4)

In this paper, we are interested in moving planes which only involve parametersvalue
L(s) := (A(s), B(s), C(s), D(s)) for which L(s) - P(s,t) = 0. The set of all such moving
planes forms a module over polynomial riRgys] (the set of all polynomials im with real
coefficients) where theR” denotes the field of real numbers (Cox et al., 1992, 1998), and
we denote the module bi[s]. A basis of the modulé.[s] is called anu-basiof rational
ruled surface (1). In the following, we will present a constructive proof that the mu-basis
of ruled surface (1) has two elements, and the sum of the degrees of the two elements is
the implicit degree of the rational ruled surface. These properties of the mu-basis lead to a
closed form representation of the implicit equation of the rational ruled surface.

Before proceeding, we introduce some terminology.

2.1. Monomial orders over a module

Let R[s]" be the set of r-dimensional row vectors with entries in the polynomial ring
R[s]. R[s]" isamodule oveR[s] (Cox et al., 1998). A module can be thought of as a vector
space whose elements belong to some ring (in a vector space, the elements belong to a
field). Denote the standard basis vectorg[m]” by E; = (0, ...,1,...,0),i =1,2,...,r,
where 1 is in theth position in the vector. Any element= (fi(s),..., f+(s)) € R[s]"
can be written

rdegfi)

f=Y Y fis'Ei

i=1 j=0

where f; ; € R and f; geq 1) # 0. Elements/ E; is called amonomialin R[s]". Now we
define an ordering relation ;; on the monomials oR[s]": we says"Ej >y sKEif i >k,
orif i =k andj <. This order sorts the monomials first by degree, and then breaks ties
using position within the vector iR[s]". As is well known, the monomial ordering relation
>y has the following properties:
(1) > is atotal ordering relation, which means the terms appearing wjtkinR[s]”
can be uniquely listed in increasing or decreasing order ungger
(2) If s'E; >y s*Ey, thens'™® >, sk+@ E; for any nonnegative integer.
(3) >um is a well ordering, that is, every nonempty collection of monomials has a
smallest element undery,.
We can express any € R[s]" uniquely in the form:

!
f=)_ fiei
i—1
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with f; # 0 in R and monomialse; orderede; > e2 > -+ > €. fie1, f1 andeg
are called théeading termleading coefficienandleading monomia{denoted by T(f),
LC(f) andLM( 1)) respectively. lfey = s* E;, we sayf has degreé and the leading term
contains basis vectdt;. For example, leff = (352 + s + 4, —252 — 45 — 5, 3s + 2), then
LT(f) = 3s2E1, LC(f) = 3,LM(f) = s?E.

2.2. Lemmas

In this section, we set up the strategy for describing the algorithm to compute the mu-
basis of a rational ruled surface.

Lemma 1. Let g(s) = GCD([a, b], [a, c], [a, d], [b, c], [b, d], [c,d]), and A be the max-
imum degree ofa, b], [a, cl,la,d], [b, c], [b,d] and [c, d]. Then the implicit degree of
rational ruled surfaceP(s,t) is m = A — deqg). Here we use the notatiofu, b] =
aop(s)b1(s) —aa(s)bo(s).

Proof. The implicit degree of a surface is the number of intersections (counted properly)
between a generic line and the surface. Let the line be defined as the intersection of two
planesAgx + Boy + Coz + Dow = 0 andA1x + B1y + C1z + D1w = 0. Then the implicit
degree of rational ruled surfad¥(s, r) is the number of intersections of the following two
generic curves in thé, ¢) plane:

(Aoao + Bobo + Coco + Dodo) + t (Aga1 + Boby + Coc1 + Dod1) =0,
%)
(A1ao + B1bo + Cico + Dido) + t(A1ag + B1b1 + Cic1 + D1d1) =0.

Eliminatings from the above equation, we have

Aopag + Bobo + Coco + Dodo  Apay + Bobi + Coc1 + Dod1

Aiag+ Bibo+ Cico+ Dido  Aiay + Bibi+ Cic1+ Didi
=[A, Blla,b] +[A, Clla, c]+[A, Dlla,d] + [B, C][b, c]

+[B, D][b,d] +[C, D][c,d]=0. (6)

Now all the solutions of Eq. (6) can be classified into two categories. The first category
consists of the common zeros @i, b], [a, cl, [a,d], [b,c], [b,d] and [c,d], which
correspond to thes-coordinates of the base points df(s,r). The other category
corresponds to the actual intersection points of the two curves in (5). Thus the implicit
degree ofP(s,t) ism =1 —degg). O

Lemma?2. Let
g1(s) : = GCD([c, d], [d, b], [, c]), g2(s) := GCD(Id, cl, [a, d], [c, al),

(7)
g3(s) : = GCD([b,d],[d,al. [a,b]). g4(s) :=GCD([c, b], [a, ], [b, al).
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Then the modulé (s) is generated by the rows of the following matrix

0 l[c,d]/g1 [d,bl/g1 [b,cl/&a
[d,cl/g2 0 la,d]/g2 [c,al/g2 ®8)
[b,d]/gs [d,al/g3 0 [a,bl/g3 |’
[c,b)/ga la,cl/ga [b,al/ga 0

M =

Proof. Let g(s) be the GCD of polynomialgz, b1, [a, cl, [a, d], [b, c], [b, d] and[c, d].
In fact, we can provd. (s) is generated by the rows of matrix:
0 l[c,d] [d,b] [b,c]
1.l 0 [a.d]l [c,al
g | [b.d]l [d,a] 0 [a, b]
[c,b] [la,c] [b,a] O
Let L(s) := (A(s), B(s), C(s), D(s)) be a moving plane which follows the ruled surface
(1), then
{ A(s)ao(s) + B(s)bo(s) + C(s)co(s) + D(s)do(s) =0,
A(s)a1(s) + B(s)b1(s) + C(s)ca(s) + D(s)d1(s) =0.
SinceGCD([a, b], [a, c,[a,d], [b, cl,[b,d], [c,d]) = g, there exist polynomials;; €
R[s],1<i < j <4 suchthat

M= (9)

(10)

kiola, bl + kisla, c] + kiala, d] + ka3[b, c] + koalb, d] + kzalc, d] = g,

SO

gA = A(kzla, b] + kiala, c]+ kidla, d] + kaalb, c] + koalb, d] + kaalc, d])
(k12b1 + k1sc1 + kiada) Aao — (k12bo + kaaco + k1ado) Aar

+ k23A[b, c] + k24A[b, d] + k3aAlc, d]. (11)
By (10), one has

Aag= —(Bbg+ Cco+ Ddp), Aay = —(Bb1+ Cc1+ Ddq).

Substituting the above equation into (11), we get

gA = —(ki2b1 + k13c1 + k1ad1) (Bbo + Cco + Ddp)
+ (k12bo + ki3co + k14do) (Bb1 + Cc1 + Dd1) + k23A[b, c]
+ koaAlb, d] + kzaAlc, d]
= hold, c]+ h3lb, d]+ halc, b] 12)
With hp = —k34A + k14C — k13D, h3 = kp4A — k14B + k12D andhg = —ko3A + k13B —
k12C. Similarly, we have
gB = hilc,d]+ hald,al + hala, c], (13)
gC = hild, bl + hola,d] + halb, a], (14)
gD = hi[b, c]+ halc,al + h3la, b], (15)
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wherehy = k3aB — k24C + ko3D. Hence
(A, B,C, D) =hiM1+ haM3 + haM3 + haMy, (16)

whereM; is theith row of matrixi, i = 1, 2, 3, 4. The lemma is thus provend

It is an easy exercise to check that rak = 2, that is the rows of\f are linearly
dependent oveR[s]. This dependency between the rowsWfis the key property to make
the algorithm to compute the mu-basis work.

Lemma 3. Let p; = (p11,..., p1r) € R[s), i =1,2,...,k < r, be linearly dependent
vectors overR[s]. Then there are at least two of them whose leading terms contain the
same basis vector.

Proof. Supposep;, i =1, 2,...,k, have different basis vectors. Then fog j, the S-
vectorS(p;, pj) of p; andp; is 0 by definition (see 82 of Chapter 5 of (Cox et al., 1998)),
and thus the Buchberger’s Criterion for modules implies hat . ., px form a Grébner
basis for the module they generate. Furthermore, sitipe, p;) =0p; + --- + 0 py, the
Syzygy Theorem (see Theorem 3.3 in p. 212 of (Cox et al., 1998)) implies the syzygy
moduleSyz(p1, ..., px) is 0. This meangy, ..., pr are linearly independent, and thus
the lemma is proved. O

Above we used some basic facts about Grébner bases for modules to prove the lemma.
There is also an elementary argument along the lines of the proof in (Zheng and Sederberg,
2000).

2.3. Algorithm

Based on the main concepts developed in the last subsection, we would like to devise an
algorithm to compute the mu-basis of a rational ruled surface from generating set matrix
M. This algorithm is a direct extension of the algorithm to compute the mu-basis of a
planar rational curve (Zheng and Sederberg, 2000). First, we outline the algorithm.

Input: (a, b, ¢, d)—the parametric equation of a rational ruled surface.
Output: Two elements of the mu-basis.

Procedure:

Step 1 Set

v1 = (0,[c,d], [d, b], [b,c]) /g1 v2=([d,c],0,[a,dl,[c,al)/g2
vz = ([b,d],[d,al,0,[a,b])/gs, v4 = ([c, b, [a, ], [b,al,0)/ga,

andS = {v1, v2, v3, va}.

Step 2 Choosev;, v; from S so thatLT(v;) andLT(v;) contain the same basis vector.
Assume de@;) > degv;).

Step 3 Replacey; by the S-vector of; andv;:

v < LC(vj)v; — LC(v;)s9edv)—dedv))y .
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Step 4 If v; =0, removey; from S.
Step 5 If the leading term of each element fhhas different basis vector, then stop; else
go to Step 2.

Note that if all the coefficients of; are integers, then in forming the S-vector, we could
remove common factors to simplify the computation.

Theorem 1. The algorithm described above terminates in a finite number of steps, and the
output contains two elements.

Proof. Since each replacementafin Step 3 lowers the degree of the leading tern;of
the algorithm terminates in a finite number of steps.

On the other hand, after each replacement in Step 3, the elemesitstith generate
the moduleL[s] and they are linearly dependent owRjis] before the final stage. Since
rank M) = 2, at the final stage§ contains only two elements.O

Obviously, S-vectors play an important role in the above algorithm. S-vectors have been
used in the usual Buchberger’s algorithm for finding a Grobner basis. However, instead
of adding remainders of S-vectors as the Buchberger’s algorithm does, we here replace
elements with S-vectors. This is the key to the efficiency of the algorithm.

The output of the above algorithm is two vectpis), ¢ (s) € R[s]* which are generators
of the modulel[s], and which are anu-basiof rational ruled surfac® (s, r). A mu-basis
has the following nice property.

Theorem 2. Let p(s), ¢ (s) be the two elements of the mu-basis generated by the algorithm
described above, antkg p) < degg). Thenp(s) has the lowest degree irof any element

in L[s], and the sum adleq p) anddedq) is equal to the implicit degree of rational ruled
surfaceP (s, t).

Proof. Suppose there is an elemént L[s] whose degree in is smaller than deg).
Then there exists polynomiakg (s) andhz(s) such that

h—hip —haq =0.

By Theorem 1, at least two df, p andg have the leading terms containing the same
basis vector. Since dég < ded p) < dedq), LT(p) andLT(g) must have the same basis
vector. This contradicts the constructionpindg. Hencep(s) has the lowest degree.

Next we prove that the sum of dgg and degyq) is equal to the implicit degree of
P(s,t). Let dedp) = mo, dedq) = m1 and the implicit degree oP (s, ) bem. We first
showm > mqg + m;.

Sincep := (p1, p2. p3, pa) andq := (g1, g2, g3, q4) are the generators of modulds],
there exist polynomials;; (s), i = 1,2,3,4, j =1, 2, such that

(0.[c.d],[d, b, [b, c]) = g1(h11p + h12q).
(ld, 1,0, [a.d], [c,al) = g2(ha1p + h22q),
(Ib,d1,1d, al,0,[a, b]) = ga(ha1p + h32q),
(Le, b1, [a, cl, b, al, 0) = ga(ha1p + hazq).
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Define
pxXqg= ([12], [13], [14], [23], [24], [34]),
and
p*q= ([34], [42], [23], [14], [31], [12]),
wherelij1= piq; — p;qi. From the first two of the above equations, we get
[c,d]Po(s) * P1(s) = (h11h22 — h21h12)g182p X q.
Similarly, we can get five other equations
[d, b1 Po(s) * P1(s) = (h11h32 — h31h12)g183p X q,
[D, c]Po(s) * P1(s) = (h11haz — ha1h12)g184p X q,
[a,d]Po(s) * P1(s) = (h21h32 — h31h22)g283p X ¢,
[c, alPo(s) * P1(s) = (h21haz2 — ha1h22)g284p X q,
[a, b]Po(s) * P1(s) = (h3thaz — ha1h32)g384p X q.
SinceGCD([c, d], [d, b, [, c], [a, d], [c, al, [a, b]) = GCD(g1, g2, g3, g4) = g, there ex-
ist polynomialsk; € R[s],i =1, ..., 6, such that
kilc, d]+ kold, bl + k3lb, c] + kala, d] + ks[c, a]l + kela, b] = g,
o)
g([c,d], [d,b],[b,cl,la,d],[c,al,la, b]) =hg’p xq,

whereh € R[s] is a nonzero polynomial. Since the leading termg ahdgq do not have the
same basis vector, dggx ¢) = dedp) +dedq). Thereforen > mo+ m1 by considering
the degrees of the polynomials in both sides of the above equation.

Next we need to show < mg-+m1. To this end, we note the fourrows;,i =1, 2, 3, 4,
of the matrix M generatep and ¢, so there exist polynomialﬁ,-j € R[s], i =1,2,
j=1,2 3,4, such that

p = h11M1 + h1oMp + h13M3 + h1aMa,
q = h21M1 + hpoMo + ho3M3 + hoaMa.
Itis easy to show
p xq=h(lc.dl,[d,bl,[b.cl.[a,d],[c.al,[a,bl)/g

for some polynomialé € R[s]. Thusmg + m1 > m. The theorem is proven.o

Remark. It can be shown that the computational cost of the above algorithm
O(n?), wheren is the maximum degree of polynomials, b;,c;,d;, i = 1,2, while
the computational complexity by the moving planes method 3D Thus the above
algorithm is not only more robust but also more efficient than previous algorithms.
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3. Implicitization of rational ruled surfaces

The mu-basis of a rational ruled surface leads to a closed form representation of the
implicit equation of the rational ruled surface.

Theorem 3. Let p, g be the mu-basis of the rational ruled surfac®. Then the implicit
equation ofP (s, r) is given byReqp - X, ¢ - X,s) =0, whereX = (x, y, z, w).

Proof. We prove the assertion in the following four steps.
(1) Forany pointXg on the ruled surfac® (s, r), the resultant Rép - X, ¢ - Xo, s) = 0.
In fact, sincep andg are moving planes which follow (s, ¢), there exists parameter
o such that

p(o)-Xo=q(0) - Xo=0,

sop - Xg andg - Xo have a common zer®. Hence Re& - Xo, ¢ - Xo,s) =0.

(2) p- X isirreducibleinR[x, y, z, w, s].
Suppose - X is reducible, then there exist polynomi&lsG € R[x, y, z, w, s] such
thatp - X = FG, whereF is linear inx, y, z, w andG is a polynomial ins. Since
p - X follows P(s,?), F is also a moving plane which follow® (s, ). But this
contradicts the fact that has the lowest degree.

(3) Regp- X,q - X,s) is notidentically zero.
IfRes(p-X,q-X,s)=0, thenp - X andg - X must have a common factor. Since
p - X isirreducible inR[x, y, z, w, s], p - X is a factor ofg - X, which contradicts
the construction of the mu-basis.

(4) If Reqp - Xo,q - Xo,5) =0, thenXg is on the ruled surfac® (s, r).
We represent Rép - X,q - X,s) as the Sylvester resultant. For any poix
satisfying Reép - Xo, ¢ - Xo,s) = 0, from standard properties of resultants, either
p(s) - Xo =0 andg(s) - Xo = 0 have a common solution= o, or the leading
coefficients ofp(s) - Xp andg(s) - Xo vanish, which corresponds to the common
solutiono = co. From (10), we know that lin® (o, ¢) lies on the planep(c) - X =
0 andg(o) - X = 0. Therefore, ifXg is not on the lineP(o,t), p(c) - X =0
defines a plane determined by poiXig and line P(o, ), so doesg(c) - X = 0.
This contradicts the construction pfandg.

In summary, we have shown that any point on the ruled surface makes the resultant to be
zero, and the resultant vanishes only on the ruled surface. Thus the proof is compteted.

We should mention that if the rational ruled surface is improperly parameterized,
Redp - X,q - X,s) is actually a power of the irreducible polynomial which gives the
implicit equation of the surface. But in terms of the parameterization, one can argue that
Reqp- X,q - X,s)=0Is also the correct implicit equation because it reflects the fact that
the rational ruled surfacB (s, r) is multiply traced.

Based on the above theorem, we can construct two different determinant representations
of the implicit equation of rational ruled surfad¥(s, r).
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Let
mo miy
p=Y pit,y,zwys,  g=) g,y z,ws
i=0 i=0

be the mu-basis oP (s, r), where p; andg; are linear functions inx, y, z, w. Let the
implicit degree of the rational ruled surfads, r) bem. Multiply p by 1, s, ..., s™~"0~1
respectively, and multiply; by 1 s,...,s™™1~1 respectively, we arrive az moving
planes whose degree inis m — 1. Thesen moving planes result in the Sylvester style
resultant ofp andg:

pPo P1 - Pmg
Regp-X.q - X,s) =det po T Pmo | 17
S{p 1 ) qo0 41 '+ gdmg ( )
q0 ot (dmg

We can also write the resultant Rgs X, g - X, s) as a variant of the Bezout's resultant
(Cox et al., 1998).

Rypy—10 -+ Rmj—1m—1
Re<p-X,q-X,s)=det : : : (18)
Roo - Rom-1
where
3 [kakz], O0<i<mo—1, 0<j<m1—1,
ka<minG, j)
Rij = 3 kitho=i+j+1
Pi+j+1-mq» m0<i<m1_1! Og.]gml_l’

andlijl= piq; — p;qi-

Note that, in the Bezout resultant, there arg— mg linear rows andng quadratic rows.
Thus the Bezout representations of implicit equations are more compact than the Sylvester
forms.

We conclude with an example. Let

Po(s) = (s3+25% —s+3,—3s +3,—25° — 25 + 3, 25" + 5 + 2)
and

Pi(s) = (253 + 252 — 35 + 7,252 — 55 + 5, —65% — 85 + 4, 55% + 4s + 5).
It is easy to compute the matri¥ = (C1, C2, C3, C4) with the columns

0 2534+ 2524+ Ts+7
—253 2% 75 7 o 0
—453 352 _35+5 |’ 2= —sA 7352 551 ’
—453 - 8524+ 8543 —25% — 1053 — 452+ 45 — 9

C1 =
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453+ 3524+ 35—5

sY 4753 452455+ 1
C3 = 0 ,
—25%— 3534+ 1052 — 165+ 6
453+ 82 -85 —3
Cy = 25* + 1053 + 452 — 45 + 9
47| 264+ 33— 1052 + 165 — 6

0

The algorithm described in Section 2.3 computes the following mu-ba##$0t):

—5310cs + (—479% + 2947— 2434%)y + (—22137 + 7553 — 2105z
+ (—1263+ 6778 + 4425%)w,

q = (—8425 +2434x + (4017+ 7415)y + (—3217+ 42152 4 279Ls)z

+ (84252 + 2416, — 4851w,

p

so we know the implicit degree of rational ruled surfaé, ¢) is 4 (in fact, P (s, t) has
three base pointgs, ) = (—1,—-1/2), t = co ands = oo with multiplicities 1, 9 and

2 respectively). The implicit equation can be obtained by taking the determinant of the
Sylvester matrix or Bezout matrix:

Res= 10062688754260%6Gw — 49077465818052F 7w
+ 768112098422340 w? — 127376438447320%w
—31060197048603%zw + 8380357023366 yw
+ 5367419141152y%; — 262113124982716 7°
+ 712552326680564yw + 106842069586212Qw?
+ 3699329028883y — 1630578037973 w?
+ 74345738735808 2 + 104761945253628°
— 23001835290634&;2 — 593566221872108 zw
+ 5690412068094ff — 137213381334264"

— 108283690526540 + 304521223336344>

— 22764641257027%w? 4 3110409415682080°
— 220807442642287 — 169642370030016w

+ 581387268495Fw? — 1343875049927567°
+210913134216188y + 136425228709448,°
—9109822207473%2w? — 6538000379775080°
— 5257601545991 73w + 26487914163126y

+ 52975828326246; 4+ 52975828326246w.
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4. Conclusion

This paper presents an algorithmic approach to derive the mu-basis of a rational ruled
surface. The algorithm has two main advantages over previous implicitization methods.
First, it is not necessary to eliminate the base points before computing the mu-basis,
which is usually a cumbersome task. Second, the algorithm is rigorous in that it is totally
automatic, and no trial and error is needed. The mu-basis leads directly to the closed form
representation of the implicit equation of a rational ruled surface.

While ruled surfaces are important in their own right, we hope that ultimately our new
approach may help with the more challenging problem of developing the mu-basis and
closed form representation of the implicit equation of a general rational surface.
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