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#### Abstract

Motivated by block partitioned problems arising from group sparsity representation and generalized noncooperative potential games, this paper presents a basic decomposition method for a broad class of multiblock nonsmooth optimization problems subject to coupled linear constraints on the variables that may additionally be individually constrained. The objective of such an optimization problem is given by the sum of two nonseparable functions minus a sum of separable, pointwise maxima of finitely many convex differentiable functions. One of the former two nonseparable functions is of the class $\mathrm{LC}^{1}$, i.e., differentiable with a Lipschitz gradient, while the other summand is multiconvex. The subtraction of the separable, pointwise maxima of convex functions induces a partial difference-of-convex (DC) structure in the overall objective; yet with all three terms together, the objective is nonsmooth and non-DC, but is blockwise directionally differentiable. By taking advantage of the (negative) pointwise maximum structure in the objective, the developed algorithm and its convergence result are aimed at the computation of a blockwise directional stationary solution, which arguably is the sharpest kind of stationary solutions for this class of nonsmooth problems. This aim is accomplished by combining the alternating direction method of multipliers (ADMM) with a semilinearized Gauss-Seidel scheme, resulting in a decomposition of the overall problem into subproblems each involving the individual blocks. To arrive at a stationary solution of the desired kind, our algorithm solves multiple convex subprograms at each iteration, one per convex function in each pointwise maximum. In order to lessen the potential computational burden in each iteration, a probabilistic version of the algorithm is presented and its almost sure convergence is established.
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1. Introduction. Originated from the family of splitting methods for solving monotone operators in the mid-1970s [22, 33, 21], and leading to the methods of multipliers for nonlinear programming in the 1980-1990s [5, 24, 14, 15, 16], the family of alternating direction method of multipliers (ADMM) has in recent years become extremely popular for solving convex programs $[28,27,13]$ and has applications to many engineering domains such as image science [9, 10, 49, 54], machine learning [7, 45, 35], matrix completion [51], factorization [55], and rank minimization [20], and polynomial optimization [36], to name a few areas. See [17, Chapter 12] for a comprehensive summary of splitting methods for monotone variational inequalities up to 2002. The survey [7] and the edited volume [23] contain extensive recent references.
[^0]In the past few years, extensions of the ADMM to nonconvex programs have been investigated in $[3,25,37,29,46,47,48]$. This paper adds to this growing literature of the ADMM applied to nonconvex programs by considering a distinctive class of multiblock, nonsmooth optimization problem involving difference-of-convex (DC) functions of a certain kind.

Specifically, for given positive integers $I,\left\{J_{i}\right\}_{i=1}^{I}$, and $\left\{n_{i}\right\}_{i=1}^{I+1}$, and closed convex sets $X^{i} \subseteq \mathbb{R}^{n_{i}}$ with $\mathbf{X} \triangleq \prod_{i=1}^{I+1} X^{i} \subset \Omega \triangleq \prod_{i=1}^{I+1} \Omega^{i}$, where each $\Omega^{i}$ is an open set, by letting $n \triangleq \sum_{i=1}^{I+1} n_{i}$, the problem, whose feasible set we denote $\widehat{\mathbf{X}}$, is

$$
\left\{\begin{align*}
\underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} & \theta(x) \triangleq \varphi(x)+H(x)-\sum_{i=1}^{I} \max _{1 \leq j \leq J_{i}} g_{i j}\left(x^{i}\right)  \tag{1}\\
& \text { (only } I \text { separable terms in the last sum) } \\
\text { subject to } & \sum_{i=1}^{I+1} A^{i} x^{i}=b \text { and } x \triangleq\left(x^{i}\right)_{i=1}^{I+1} \in \mathbf{X}
\end{align*}\right.
$$

here the defining terms in the overall objective function $\theta$ satisfy the following properties:

- $\varphi: \Omega \rightarrow \mathbb{R}$ is a continuously differentiable function;
- $H: \mathbf{X} \rightarrow \mathbb{R}$ is multiconvex [53]; i.e., for all $i=1, \ldots, I+1, H\left(x^{i}, x^{-i}\right)$ is convex on $X^{i}$ for every fixed $x^{-i} \in X^{-i} \triangleq \prod_{j \neq i} X^{j}$, for each $i=1, \ldots, I$ and $j=1, \ldots, J_{i}$;
- each $g_{i j}: \Omega^{i} \rightarrow \mathbb{R}$ is convex and continuously differentiable.

Moreover, each $A^{i} \in \mathbb{R}^{\ell \times n_{i}}$ for $i=1, \ldots, I+1$, and $b \in \mathbb{R}^{\ell}$ for some nonnegative integer $\ell$. The case in which $\ell=0$ pertains to the absence of coupling constraints of the variable blocks. In this setting, each resulting function $H\left(x^{i}, x^{-i}\right)-\max _{1 \leq j \leq J_{i}} g_{i j}\left(x^{i}\right)$ for $i=1, \ldots, I$ is a nondifferentiable DC function for fixed $x^{-i}$; yet the overall objective $\theta$ is neither differentiable (because of the possible lack of joint differentiability of $H$ in its arguments and the pointwise maxima) nor DC (because of the lack of such a requirement on the first two summands $\varphi$ and $H$ ). Nevertheless, $\theta$ has some partial differentiability and a multi-DC structure. For the full set assumptions on problem (1), see subsection 3.2. Among these, some Lipschitz conditions are imposed on the gradient of the function $\varphi$ and the partial gradient of $H$ with respect to the distinguished block $x^{I+1}$; see assumption (A0) there. Moreover, the Lipschitz constants play an important role in ensuring the convergence of the algorithms to be developed. The concluding remarks at the end of the paper mention an extended class of problems not covered by this framework.

Besides extending the existing literature, the special structure of problem (1) arises from two applied sources. One is in sparsity representation [26] of data where surrogate sparsity functions [1] are used to approximate the well-known discontinuous univariate $\ell_{0}$ function $|t|_{0}$, which equals 1 if $t \neq 0$ and equals 0 otherwise. The other source is a generalized noncooperative game with a potential function [19] that leads to the multiconvexity property of $H$. Some details of these applied problems can be found in the appendix. Our goal is to investigate the possibility of decomposing problem (1) into individual convex minimization subproblems over the individual subvectors, with the aim of computing a "blockwise directional stationary solution" of this problem; see section 2 for the definition. This goal is accomplished by the combination of three techniques: a well-known block coordinate method (BCDM) decomposing the objective and utilizing the partially linearized Gauss-Seidel (GS) scheme to update
the subvectors sequentially; an ADMM to decouple the coupled linear constraints; and the handling of the pointwise maxima structure using the $\varepsilon$-argmax idea introduced in [40].

The contributions of our work are severalfold. One that distinguishes it from those in the references $[4,3,25,37,29,46,47,48]$ for nonconvex programs is that our combined BCDM-ADMM is shown to compute a d(irectional)-derivative based stationary solution [40] of problem (1). (See the latter reference for discussion of various concepts of stationary solutions of nondifferentiable DC programs.) The main convergence results are given by Theorem 4.3 for subsequential convergence and Proposition 4.4 for boundedness and sequential convergence, with the needed assumptions summarized in subsection 3.2 and proofs detailed in section 4. An example is provided to illustrate that without the special technique to handle the pointwise max functions for this class of problems, the standard ADMM as described in the cited literature computes a point that is far from being d-stationary, and thus has no chance to be a minimizer. Another contribution of our work is that the distinguished variable $x^{I+1}$ is allowed to be constrained by a private closed convex set $X^{I+1}$ that is linked to the coupling constraint in a certain way. This is a significant extension of the existing literature where such a variable is typically not privately constrained.

A departure of our work from the above-cited references is that while some of them have employed the Kurdyka-Lojasiewicz (KL) property [4, section 3.2] to establish the sequential convergence and also error bounds for the sequence of iterates produced by the ADMM algorithm in less general settings, we leave the treatment using the KL property for a subsequent work. Part of such a treatment would involve verifying or extending this property for the class of problems (1). Instead, we describe a probabilistic version of our deterministic algorithm that aims to alleviate the additional per-iteration computational effort of this algorithm for solving the class of nonconvex programs in question. Details including a convergence proof of this randomized algorithm are presented in section 5 .

To close this introduction, we note that the framework (1) includes the case in which the coupling constraint is not present. In this case, the algorithm reduces to that of a convex programming based (partially linearized) block coordinate descent method (BCDM) of Gauss-Seidel type for solving a nonsmooth, nonconvex optimization problem with separable constraints and a particular nonsmooth structure in the objective; the convergence of such a method to a directional stationary point of the problem with such a pointwise max objective is a new result in the vast literature of the family of BCDMs - see [50] for a recent survey, [42, 30,53] for works related to ours, and [52] for a stochastic version of the BCDM.
2. Preliminaries. In this section, we summarize some preliminary materials needed for the rest of the paper. First is the Bregman distance [8] that is a well-studied "pseudo metric" and has played an important role in various areas and algorithmic design for optimization problems. Formally, given a convex differentiable function $\psi$ defined on an open convex domain $\mathcal{D} \subseteq \mathbb{R}^{n}$, the Bregman distance $D_{\psi}(x, y)$ between two vectors $x$ and $y$ in $\mathcal{D}$ is defined as

$$
D_{\psi}(x, y) \triangleq \psi(x)-\psi(y)-\nabla \psi(y)^{T}(x-y)
$$

Clearly, $D_{\psi}(x, y)$ reduces to $\|x-y\|^{2}$ if $\psi(x)=\|x\|_{2}^{2}$. We refer the reader to [8] for properties of the Bregman distance, which we will use freely in the analysis. We recall
that a function $f: \mathcal{D} \rightarrow \mathbb{R}$ is $\alpha$-strongly convex if, for some scalar $\alpha>0$,

$$
\begin{aligned}
& f(\tau x+(1-\tau) y) \leq \tau f(x)+(1-\tau) f(y)-\frac{\alpha}{2} \tau(1-\tau)\|x-y\|^{2} \\
& \forall \\
& \forall \in[0,1] \text { and } x, y \in \mathcal{D}
\end{aligned}
$$

It is easy to show that if $x^{*}$ is a minimizer of such a function $f$ on a closed convex subset $X$ of $\mathcal{D}$, then $f\left(x^{*}\right) \leq f(x)-\frac{\alpha}{2}\left\|x^{*}-x\right\|^{2}$ for all $x \in X$.

Given a closed convex set $X \subseteq \mathbb{R}^{n}$, the lineality space of $X$ [43], denoted $L_{X}$, is the linear subspace consisting of vectors $v$ such that $x+\tau v \in X$ for all scalars $\tau \in \mathbb{R}$. We denote the orthogonal complement of $L_{X}$ by $L_{X}^{\perp}$. The normal cone, denoted $\mathcal{N}(x ; X)$, of $X$ at a vector $x \in X$ consists of all vectors $u$ such that $u^{T}(y-x) \leq 0$. It is clear that $\mathcal{N}(x ; X) \subseteq L_{X}^{\perp}$ for any $x \in X$; thus $\mathcal{N}(x ; X)-\mathcal{N}\left(x^{\prime} ; X\right) \subseteq L_{X}^{\perp}$ for any $x$ and $x^{\prime}$ in $X$.
2.1. Directional derivative-based stationarity. In general, given a constrained optimization problem minimize $x_{x \in \mathcal{X}} \theta(x)$ with $\mathcal{X} \subseteq \mathbb{R}^{N}$ being a closed and convex set contained in the open convex set $\Upsilon$ and $\theta$ being directionally differentiable with directional derivatives at a vector $x \in \Upsilon$ given by

$$
\theta^{\prime}(x ; d) \triangleq \lim _{\tau \downarrow 0} \frac{\theta(x+\tau d)-\theta(x)}{\tau}, \quad d \in \mathbb{R}^{N}
$$

a feasible vector $\bar{x} \in \mathcal{X}$ is a d(irectional)-stationary point if $\theta^{\prime}(\bar{x} ; x-\bar{x}) \geq 0$ for all $x \in$ $\mathcal{X}$. When $\theta$ is continuously differentiable, the latter condition becomes $0 \in \nabla \theta(\bar{x})+$ $\mathcal{N}(\bar{x} ; \mathcal{X})$. In the case of the objective in (1), noticing that $\left(\max _{1 \leq j \leq J_{i}} g_{i j}\right)^{\prime}\left(x^{i} ; d^{i}\right)=$ $\max _{j \in \mathcal{M}\left(x^{i}\right)} \nabla g_{i j}\left(x^{i}\right)^{T} d^{i}$ for all $x^{i} \in \Omega^{i}$ and all $d^{i} \in \mathbb{R}^{n_{i}}$, where

$$
\mathcal{M}_{i}\left(x^{i}\right) \triangleq \underset{1 \leq j \leq I_{i}}{\operatorname{argmax}} g_{i j}\left(x^{i}\right)=\left\{j \mid g_{i j}\left(x^{i}\right)=\max _{1 \leq k \leq J_{i}} g_{i k}\left(x^{i}\right)\right\}
$$

is the index set of maximizing functions in the pointwise maximum function

$$
\max _{1 \leq k \leq J_{i}} g_{i k}\left(x^{i}\right)
$$

we say that $\bar{x} \in \widehat{\mathbf{X}}$ is a directional derivative based stationary solution or a blockwise $d$-stationary solution of (1) if

$$
\begin{align*}
& \nabla \varphi(\bar{x})^{T}(x-\bar{x})+\sum_{i=1}^{I+1} H\left(\bullet, \bar{x}^{-i}\right)^{\prime}\left(\bar{x}^{i} ; x^{i}-\bar{x}^{i}\right)  \tag{2}\\
&-\sum_{i=1}^{I} \max _{j \in \mathcal{M}_{i}\left(\bar{x}^{i}\right)} \nabla g_{i j}\left(\bar{x}^{i}\right)^{T}\left(x^{i}-\bar{x}^{i}\right) \geq 0 \quad \forall x \in \widehat{\mathbf{X}} .
\end{align*}
$$

If $H$ is jointly directionally differentiable in all its components, and $H^{\prime}(x ; d) \geq$ $\sum_{i=1}^{I+1} H\left(\bullet, x^{-i}\right)^{\prime}\left(x^{i} ; d^{i}\right)$, then a block directional stationary point is indeed a directional stationary solution of (1) in its standard sense. Clearly, the condition (2) is equivalent to the following: for every tuple $\mathbf{j}=\left(j_{i}\right)_{i=1}^{I}$ with $j_{i} \in \mathcal{M}_{i}\left(\bar{x}^{i}\right)$ for all $i=1, \ldots, I$,
$\nabla \varphi(\bar{x})^{T}(x-\bar{x})+\sum_{i=1}^{I+1} H\left(\bullet, \bar{x}^{-i}\right)^{\prime}\left(\bar{x}^{i} ; x^{i}-\bar{x}^{i}\right) \geq \sum_{i=1}^{I} \nabla g_{i j_{i}}\left(\bar{x}^{i}\right)^{T}\left(x^{i}-\bar{x}^{i}\right) \quad \forall x \in \widehat{\mathbf{X}}$,
because $\max _{j \in \mathcal{M}_{i}\left(\bar{x}^{i}\right)} \nabla g_{i j}\left(\bar{x}^{i}\right)^{T}\left(x^{i}-\bar{x}^{i}\right) \geq \nabla g_{i j_{i}}\left(\bar{x}^{i}\right)^{T}\left(x^{i}-\bar{x}^{i}\right)$ for all $i=1, \ldots, I$ and $j_{i} \in \mathcal{M}_{i}\left(\bar{x}^{i}\right)$, with equality holding for at least one such $j_{i}$. Based on this observation and employing the Bregman distance, we can characterize the stationarity condition (2) in terms of an optimality property of $\bar{x}$ in multiple convex programs over the same feasible set $\widehat{\mathbf{X}}$, which has a separable objective if the Bregman function is chosen to be separable in the subvectors.

Proposition 2.1. Let $\varphi$ be a differentiable function on $\Omega, H$ be multiconvex on $\mathbf{X}$, and $g_{i j}$ be convex and differentiable on $\Omega^{i}$ for each $i=1, \ldots, I$ and $j=1, \ldots, J_{i}$. Let $\beta>0$ be an arbitrary scalar and $\psi$ be a convex differentiable function defined on $\Omega$. Let $\bar{x} \triangleq\left(\bar{x}^{i}\right)_{i=1}^{I+1} \in \widehat{\mathbf{X}}$ be a feasible tuple of (1). Then (2) holds if and only if, for every tuple $\mathbf{j} \triangleq\left(j_{i}\right)_{i=1}^{I}$ with $j_{i} \in \mathcal{M}_{i}\left(\bar{x}^{i}\right)$ for all $i=1, \ldots, I$,

$$
\begin{aligned}
\bar{x} \in \underset{x \in \widehat{\mathbf{X}}}{\operatorname{argmin}} & \underbrace{\bar{\theta}_{\mathbf{j}}(x)}_{\underset{\operatorname{cvx} \text { in } x}{ }} \triangleq \nabla \varphi(\bar{x})^{T}(x-\bar{x})+\sum_{i=1}^{I+1} H_{i}\left(x^{i} ; \bar{x}^{-i}\right) \\
& -\sum_{i=1} \nabla g_{i j_{i}}\left(\bar{x}^{i}\right)^{T}\left(x^{i}-\bar{x}^{i}\right)+D_{\psi}(x ; \bar{x})+\frac{\beta}{2} \sum_{i=1}^{I+1}\left\|A^{i} x^{i}-A^{i} \bar{x}^{i}\right\|_{2}^{2}
\end{aligned}
$$

Proof. This follows from the following two facts: (a) $\left.\nabla_{x} D_{\psi}(y, \bar{x})\right|_{y=\bar{x}}=0$ and (b) $\left.\nabla\left\|A^{i} x^{i}-A^{i} \bar{x}^{i}\right\|_{2}^{2}\right|_{x^{i}=\bar{x}^{i}}=0$.

In the proposed method for computing a stationary point of (1) satisfying (2), we need to make use of the $\varepsilon$-argmax of the family of pointwise maximum functions for a given $\varepsilon>0$; specifically, for each $x^{i} \in X^{i}$,

$$
\mathcal{M}_{\varepsilon, i}\left(x^{i}\right) \triangleq\left\{j \mid g_{i j}\left(x^{i}\right) \geq \max _{1 \leq k \leq J_{i}} g_{i k}\left(x^{i}\right)-\varepsilon\right\}
$$

This extended argmax set has the property that if $\left\{x^{\nu, i}\right\}_{\nu=1}^{\infty}$ is a sequence converging to $x^{i}$, then for any $\varepsilon>0$ we have, for all $\nu$ sufficiently large,

$$
\mathcal{M}_{i}\left(x^{\nu, i}\right) \subseteq \mathcal{M}_{i}\left(x^{i}\right) \subseteq \mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)
$$

The second inclusion is the cornerstone for the convergence of the algorithm to a blockwise d-stationary solution of (1) to be presented in the next section. This inclusion suggests that in the generation of a sequence $\left\{x^{\nu, i}\right\}$ converging to a limit $\bar{x}^{i}$, in order to capture all the maximizing functions $\left\{g_{i j}\left(\bar{x}^{i}\right)\right\}_{j \in \mathcal{M}_{i}\left(\bar{x}^{i}\right)}$, it is essential to include functions $g_{i j}$ that are $\varepsilon$ away from the maximizing ones at each $x^{\nu, i}$. As is apparent from the stationarity condition (2), the inclusion of all maximizing functions $\left\{g_{i j}\left(\bar{x}^{i}\right)\right\}_{j \in \mathcal{M}_{i}\left(\bar{x}^{i}\right)}$ at $\bar{x}$ is part of the requirement for this point to be blockwise directionally stationary.

We define the augmented Lagrangian function as follows: for a given scalar $\beta>0$, with $z$ denoting the Lagrange multiplier of the coupling constraint $b=\sum_{i=1}^{I+1} A^{i} x^{i}$,

$$
\begin{aligned}
\mathcal{L}_{\beta}(x, z) & \triangleq \theta(x)+z^{T}\left[b-\sum_{i=1}^{I+1} A^{i} x^{i}\right]+\frac{\beta}{2}\left\|b-\sum_{i=1}^{I+1} A^{i} x^{i}\right\|_{2}^{2} \\
& =\theta(x)+\frac{\beta}{2}\left\|b-\sum_{i=1}^{I+1} A^{i} x^{i}-\frac{z}{\beta}\right\|_{2}^{2}-\frac{\|z\|_{2}^{2}}{2 \beta} .
\end{aligned}
$$

2.2. Subgradient-based stationarity. Based on variational calculus for nonsmooth functions, stationarity can be defined in terms the concept of subgradients as follows. Consider the optimization problem

$$
\begin{equation*}
\underset{x \in \mathcal{X}}{\operatorname{minimize}} f(x) \tag{3}
\end{equation*}
$$

where, avoiding an extended-valued objective, we explicitly express the constraints by the closed convex set $\mathcal{X}$ in $\mathbb{R}^{N}$. A vector $v \in \mathbb{R}^{N}$ is a subgradient of $f$ at a point $x$ if there exist a sequence $\left\{x^{k}\right\}$ of vectors converging to $x$ and a sequence $\left\{v^{k}\right\}$ of vectors converging to $v$ such that for every $k$,

$$
\liminf _{y \rightarrow x^{k}} \text { and } y \neq x^{k}<\frac{f(y)-f\left(x^{k}\right)-\left(y-x^{k}\right)^{T} v^{k}}{\left\|y-x^{k}\right\|} \geq 0
$$

We denote the set of subgradients of $f$ at $x$ by the standard notation $\partial f(x)$. We say that a vector $\bar{x} \in \mathcal{X}$ is a subgradient-based stationary point of (3) if $0 \in \partial f(\bar{x})+$ $\mathcal{N}(\bar{x} ; \mathcal{X})$.

To clarify the difference between a subgradient-based stationary point and a directional stationary solution for the class of objectives in (1), we consider for simplicity the case where $f(x)=\varphi(x)-\max _{1 \leq i \leq I} g_{i}(x)$ with $\varphi$ and $g_{i}$ all continuously differentiable. By [38, Proposition 1.113], we have $\partial f(x) \subseteq \nabla \varphi(x)-\left\{\nabla g_{i}(x) \mid i \in\right.$ $\mathcal{M}(x)\}$. It follows from this inclusion that for any $v \in \partial f(x)$ and all $d \in \mathbb{R}^{N}$, $v^{T} d \geq \nabla \varphi(x)^{T} d-\max _{i \in \mathcal{M}(x)} \nabla g_{i}(x)^{T} d=f^{\prime}(x ; d)$. Thus if $\bar{x}$ is a directional stationary solution of (3), i.e., if $f^{\prime}(\bar{x} ; x-\bar{x}) \geq 0$ for all $x \in \mathcal{X}$, then $\bar{x}$ is subgradient-based stationary. Nevertheless, the example below shows that the converse is false.

Example 1. Consider the univariate function $f(x)=\frac{3}{2} x^{2}-\max (-x, 0)=\frac{3}{2} x^{2}+$ $\min (x, 0)$ and let $\mathcal{X}$ be the interval $[-1,1]$. The function $f$ has a unique directional stationary point on $\mathcal{X}$, namely $x=-1 / 3$, which is the (unique) global minimum of $f$ on $\mathcal{X}$. Nevertheless, since $\left.0 \in \partial \min (x, 0)\right|_{x=0}$, it follows that $x=0$ is a subgradient based stationary point of $f$ on the same interval.

In summary, while the subgradient-based stationarity concept is supported by the rich theory of nonsmooth calculus [38, 44], such a stationary point can be quite unrelated to a minimizer of any kind. Therefore, while it may be possible to compute a subgradient-based stationary point as in the recent literature on the ADMM for nonsmooth nonconvex optimization problems, a question arises as to whether a decomposition algorithm can be designed to compute a point with a sharper stationarity property. The next section presents such an algorithm that utilities three ideas: the Gauss-Seidel sequential update scheme, an ADMM scheme to decouple the coupled linear constraint, and the $\varepsilon$-argmax idea to cover all potential binding functions in the pointwise maximum terms. Subsequently, a probabilistic version of the latter idea is also presented as a promising way to reduce the computational burden of the individual $\varepsilon$-argmax decomposition.
3. The combined BCDM and ADMM. Besides the use of a Bregman function for regularization, a distinguishing feature of our algorithm from existing ADMMs and BCDMs is the explicit treatment of the pointwise max term in the objective function. Previously appearing in [40], the use of a positive $\varepsilon$ is essential to ensure the convergence to a desired directional stationary solution.

The algorithm below employs the sequential Gauss-Seidel idea. At iteration $\nu+1$ the most recently updated components $x_{<i}^{\nu+1} \triangleq\left(x^{\nu+1, k}\right)_{k<i}$ along with those $x_{\geq i}^{\nu} \triangleq$
$\left(x^{\nu, k}\right)_{k \geq i}$ from the immediate past iteration $\nu$ are employed to update the component $x^{\nu+1, i}$ in the current iteration. This is accomplished by solving $\left|\mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)\right|$ convex subproblems, each defined, for $i \leq I$ and $j \in \mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)$, by the function

$$
\begin{aligned}
& \underbrace{\theta_{i j}^{\nu+1}\left(x^{i} ; x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right)}_{\text {convex in } x^{i}} \\
& \triangleq \underbrace{\underbrace{\nabla^{2}}}_{x^{i} \varphi\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)^{T}\left(x^{i}-x^{\nu, i}\right)-\underbrace{\nabla g_{i j}\left(x^{\nu, i}\right)^{T}\left(x^{i}-x^{\nu, i}\right)}_{\text {varies with } j}-\left(z^{\nu}\right)^{T} A^{i} x^{i}}
\end{aligned}
$$

linear in $x^{i}$

$$
+\underbrace{H\left(x_{<i}^{\nu+1}, x^{i}, x_{>i}^{\nu}\right)+D_{\psi_{i}}\left(x^{i}, x^{\nu, i}\right)}_{\text {convex in } x^{i}}+\frac{\beta}{2} \underbrace{\left\|b-\sum_{k<i} A^{k} x^{\nu+1, k}-A^{i} x^{i}-\sum_{k>i} A^{k} x^{\nu, k}\right\|_{2}^{2}}_{\text {augmented Lagrangian term }}
$$

followed by a selection based on the test function

$$
\begin{gathered}
\theta_{i j}^{\nu+1, \text { test }}\left(x^{i} ; x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right) \triangleq \nabla_{x^{i}} \varphi\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)^{T}\left(x^{i}-x^{\nu, i}\right)+H\left(x_{<i}^{\nu+1}, x^{i}, x_{>i}^{\nu}\right) \\
-g_{i j}\left(x^{i}\right)+D_{\psi_{i}}\left(x^{i}, x^{\nu, i}\right)-\left(z^{\nu}\right)^{T} A^{i} x^{i}+\frac{\beta}{2}\left\|b-\sum_{k<i} A^{k} x^{\nu+1, k}-A^{i} x^{i}-\sum_{k>i} A^{k} x^{\nu, k}\right\|_{2}^{2}
\end{gathered}
$$

Also define

$$
\begin{aligned}
& \underbrace{\theta_{I+1}^{\nu+1}\left(x^{I+1} ; x_{\leq I}^{\nu+1} ; z^{\nu}\right)}_{\text {convex in } x^{I+1}} \triangleq \nabla_{x^{I+1}} \varphi\left(x_{\leq I}^{\nu+1}, x^{\nu, I+1}\right)^{T}\left(x^{I+1}-x^{\nu, I+1}\right) \\
& \quad+H\left(x_{\leq I}^{\nu+1}, x^{I+1}\right)+D_{\psi_{I+1}}\left(x^{I+1}, x^{\nu, I+1}\right)-\left(z^{\nu}\right)^{T} A^{I+1} x^{I+1} \\
& \quad+\frac{\beta}{2}\left\|b-\sum_{k \leq I} A^{k} x^{\nu+1, k}-A^{I+1} x^{I+1}\right\|_{2}^{2}
\end{aligned}
$$

The combined BCDM-ADMM is presented in Algorithm 1. The special case of the algorithm where the coupling constraint is absent results in the BCDM for partitioned constrained problems. In this case, the multiplier $z$ is absent and Step 2 is not needed.

Each of the subproblems in Step 1a corresponds to a function $g_{i j}$ for $j \in \mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)$ that is linearized at the current iterate $x^{\nu, i}$ along with a similar linearization of the function $\varphi\left(x_{<i}^{\nu+1}, \bullet, x_{>i}^{\nu}\right)$ at the same iterate. There are two noteworthy features of these subproblems: the blockwise handling of the variables of the function $H$ to exploit its multiconvexity and the use of separable Bregman functions $D_{\psi_{i}}\left(\bullet, x^{\nu, i}\right)$ associated with given convex functions $\psi_{i}\left(x^{i}\right)$ for $i=1, \ldots, I$ for regularization. Once the components $x^{\nu+1, i}$ are computed for all $i=1, \ldots, I$, they are included in the vector $x_{\leq I}^{\nu+1} \triangleq\left(x^{\nu+1, k}\right)_{k \leq I}$ to update the last component $x^{\nu+1, I+1}$ in a similar way. The algorithm also employs a positive threshold $\underline{\beta}$ that will be specified subsequently. Overall, the number of convex subprograms to compute the entire tuple $x^{\nu+1}$ is $\prod_{i=1}^{I}\left|\mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)\right|$ for $x_{\leq I}^{\nu+1}$ and one more for the last component $x^{\nu+1, I+1}$. This amount of computation is significant if the latter Cartesian product contains

```
Algorithm 1 The deterministic combined BCDM-ADMM.
    Let \(x^{0} \triangleq\left(x^{0, i}\right)_{i=1}^{I+1} \in \mathbf{X}\) and \(z^{0}\) be given. Also let scalars \(\varepsilon>0\) and \(\beta>\underline{\beta}\) be given.
    Let \(\left\{\psi_{i}\right\}_{i=1}^{I+1}\) be a family of convex differentiable functions.
    while a prescribed termination criterion is not satisfied do
        Step 1a. Solve \(\left|\mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)\right|\) convex subprograms
\[
\begin{equation*}
\left\{\widehat{x}^{\nu+1, i, j} \in \underset{x^{i} \in X^{i}}{\operatorname{argmin}} \theta_{i j}^{\nu+1}\left(x^{i} ; x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right)\right\}_{j \in \mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)} \tag{4}
\end{equation*}
\]
Define \(x^{\nu+1, i} \triangleq \widehat{x}^{\nu+1, i, \widehat{j}_{i}^{\nu}}\), where \(\widehat{j}_{i}^{\nu} \in \underset{j \in \mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)}{\operatorname{argmin}} \theta_{i j}^{\nu+1, \text { test }}\left(\widehat{x}^{\nu, i, j} ; x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right)\).
```

Step 1b. Let

$$
x^{\nu+1, I+1} \in \underset{x^{I+1} \in X^{I+1}}{\operatorname{argmin}} \theta_{I+1}^{\nu+1}\left(x^{I+1} ; x_{\leq I}^{\nu+1} ; z^{\nu}\right) .
$$

Step 2. Update the Lagrange multiplier:

$$
z^{\nu+1} \triangleq z^{\nu}+\beta\left(b-\sum_{i=1}^{I+1} A^{i} x^{\nu+1, i}\right)
$$

end while
return $(x, z)$

```
Algorithm 2 The deterministic BCDM.
    The convex programs (4) in Step 1a (and similarly in Step 1b) of Algorithm 1
    simplify to
    (5)
        \(\left\{\begin{array}{c}\underset{x^{i} \in X^{i}}{\operatorname{minimize}}\left[\nabla_{x^{i}} \varphi\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)^{T}\left(x^{i}-x^{\nu, i}\right)+H\left(x_{<i}^{\nu+1}, x^{i}, x_{>i}^{\nu}\right)\right. \\ \left.-\nabla g_{i j}\left(x^{\nu, i}\right)^{T}\left(x^{i}-x^{\nu, i}\right)+D_{\psi_{i}}\left(x^{i}, x^{\nu, i}\right)\right]\end{array}\right\}_{j \in \mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)}\).
```

Step 2 is not needed.
a large number of elements. Subsequently, we will introduce a probabilistic version of the algorithm wherein we randomly select only one element from each $\mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)$, thus simplifying the computational effort per iteration in the implementation of the algorithm.

The test function $\theta_{i j}^{\nu+1, \text { test }}\left(x^{i} ; x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right)$ differs from $\theta_{i j}^{\nu+1}\left(\bullet ; x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right)$ and $\mathcal{L}_{\beta}\left(x_{<i}^{\nu+1}, \bullet, x_{>i}^{\nu}, z^{\nu}\right)$ as follows: $g_{i j}$ is not linearized in $\theta_{i j}^{\nu+1, \text { test }}\left(\bullet ; x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right)$, it is in $\theta_{i j}^{\nu+1}\left(\bullet ; x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right)$; a linearization of $\varphi\left(x_{<i}^{\nu+1}, \bullet, x_{>i}^{\nu}\right)$ at $x^{\nu, i}$ and a single function $g_{i j}$ are used in $\theta_{i j}^{\nu+1, \text { test }}\left(\bullet ; x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right)$; in $\mathcal{L}_{\beta}\left(x_{<i}^{\nu+1}, \bullet, x_{>i}^{\nu}, z^{\nu}\right), \varphi\left(x_{<i}^{\nu+1}, \bullet, x_{>i}^{\nu}\right)$ is not linearized at $x^{\nu, i}$ and all the functions $g_{i j}$ for $j \in \mathcal{J}_{i}$ are used. Incidentally, if the function $\varphi$ is convex (which is the case in [40] without the coupling constraint), then we could use $\varphi\left(x_{<i}^{\nu+1}, \cdot, x_{>i}^{\nu}\right)$ without linearization in both $\theta_{i j}^{\nu+1}\left(\bullet ; x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right)$ and $\theta_{i j}^{\nu+1, \text { test }}\left(\bullet ; x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right)$.

There is a variation of the above two algorithms that is worth mentioning, namely, instead of linearizing the first summand $\varphi$, we may replace Step 1a by the problem

$$
\begin{aligned}
& \widehat{x}^{\nu+1, i, j} \in \underset{x^{i} \in X^{i}}{\operatorname{argmin}}\left[\varphi\left(x_{<i}^{\nu+1}, x^{i}, x_{>i}^{\nu}\right)-\nabla g_{i j}\left(x^{\nu, i}\right)^{T}\left(x^{i}-x^{\nu, i}\right)-\left(z^{\nu}\right)^{T} A^{i} x^{i}\right. \\
& \left.+H\left(x_{<i}^{\nu+1}, x^{i}, x_{>i}^{\nu}\right)+D_{\psi_{i}}\left(x^{i}, x^{\nu, i}\right)+\frac{\beta}{2}\left\|b-\sum_{k<i} A^{k} x^{\nu+1, k}-A^{i} x^{i}-\sum_{k>i} A^{k} x^{\nu, k}\right\|_{2}^{2}\right]
\end{aligned}
$$

in which the function $\varphi$ is not linearized. With the function $\psi_{i}$ appropriately chosen so that the resulting function $\varphi\left(x_{<i}^{\nu+1}, \bullet, x_{>i}^{\nu}\right)+D_{\psi_{i}}\left(\bullet, x^{\nu, i}\right)$ is strongly convex on $X^{i}$, the method can handle the case where the coupled function $\varphi$ is not differentiable in the subvector $x^{i}$ and for which the resulting subproblem can be efficiently solved. We omit further discussion of variations such as this one and instead focus on the algorithms as stated above; for a particular problem in which this strategy is employed fruitfully, see [34]. Needless to say, by using the function $\varphi\left(x_{<i}^{\nu+1}, \bullet, x_{>i}^{\nu}\right)$ itself, it is expected that the solution of the subproblem is not difficult; moreover, if a global minimizing property of the solution is needed in the convergence proof, such a minimizing solution can be practically computed.
3.1. A numerical example. We use a modification of Example 1 to illustrate that variations of the algorithm could fail to converge to a directional stationary solution; one such variation does not employ a positive $\varepsilon$ in the sets $\mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)$ to set up the iterations.

Example 2. Consider the following variation of Example 1 formulated to fit the framework of (1):

$$
\begin{gathered}
\operatorname{minimize}_{x_{1}, x_{2}} 2 x_{1}^{2}-\frac{1}{2} x_{2}^{2}-\max \left(-x_{1}, 0\right)+\frac{1}{2} x_{1} x_{2} \quad \text { subject to } \\
x_{1}-x_{2}=0 \text { (coupling constraint) and }-1 \leq x_{1} \leq 1 \text { (private constraint). }
\end{gathered}
$$

Similar to the previous example, it can be shown that this problem has two sub-gradient-based stationary solutions, $(0,0)$ and $(-1 / 4,-1 / 4)$, among which only the latter is directional stationary. Under the identifications

$$
\begin{gathered}
\varphi\left(x_{1}, x_{2}\right)=\frac{1}{2} x_{1} x_{2}, \quad H\left(x_{1}, x_{2}\right)=2 x_{1}^{2}-\frac{1}{2} x_{2}^{2}, \quad I=1, \\
J_{1}=2, \quad g_{11}\left(x_{1}\right)=0, \quad \text { and } \quad g_{12}\left(x_{1}\right)=-x_{1},
\end{gathered}
$$

we apply the combined BCDM-ADMM with $\varepsilon=0$ to this problem using the quadratic Bregman functions $\psi_{1}\left(x_{1}\right)=\frac{c}{2} x_{1}^{2}$ and $\psi_{2}\left(x_{2}\right)=\frac{c}{2} x_{2}^{2}$ for a constant $c>1$. For any $\beta>0$, we have,
$x_{1}^{\nu+1}=\underset{-1 \leq x_{1} \leq 1}{\operatorname{argmin}}\left[\frac{x_{2}^{\nu}}{2}\left(x_{1}-x_{1}^{\nu}\right)+2 x_{1}^{2}+\frac{c}{2}\left(x_{1}-x_{1}^{\nu}\right)^{2}-z^{\nu} x_{1}+\frac{\beta}{2}\left(x_{1}-x_{2}^{\nu}\right)^{2}\right]$
(when $g_{11}$ is picked)
$=\Pi_{[-1,1]}\left(\frac{-\frac{x_{2}^{\nu}}{2}+c x_{1}^{\nu}+z^{\nu}+\beta x_{2}^{\nu}}{4+c+\beta}\right) \quad$ (where $\Pi$ denotes the Euclidean projection)

$$
\begin{aligned}
x_{2}^{\nu+1} & =\underset{x_{2}}{\operatorname{argmin}}\left[-\frac{1}{2} x_{2}^{2}+\frac{x_{1}^{\nu+1}}{2}\left(x_{2}-x_{2}^{\nu}\right)+\frac{c}{2}\left(x_{2}-x_{2}^{\nu}\right)^{2}+z^{\nu} x_{2}+\frac{\beta}{2}\left(x_{2}-x_{1}^{\nu+1}\right)^{2}\right] \\
& =\frac{-\frac{x_{1}^{\nu+1}}{2}+c x_{2}^{\nu}-z^{\nu}+\beta x_{1}^{\nu+1}}{\beta+c-1}, \quad \text { and } \\
& z^{\nu+1}=z^{\nu}-\beta\left(x_{1}^{\nu+1}-x_{2}^{\nu+1}\right) .
\end{aligned}
$$

A similar formula for $x_{1}^{\nu+1}$ when $g_{12}$ is picked can be similarly derived. We compared our algorithm with the standard ADMM [47] where (i) no linearization was applied to the nonlinear terms in the objective function, including the max term, (ii) there was no Bregman regularization, and (iii) the $\beta$-parameter was chosen sufficiently large so that the subproblems are convex. We ran the iterations with three different starting points of $\left(x_{1}^{0}, x_{2}^{0}, z^{0}\right)$. The results of the iterations are plotted in Figure 1, which clearly shows (a) the convergence of our algorithm (with $\varepsilon=0.01$ ) to the d-stationary point of $(-1 / 4,-1 / 4)$ when started at all three points, and (b) the convergence to the origin with the standard ADMM. In addition, we also ran our algorithm as described above with $\varepsilon=0$ and linearization of $\varphi$. While convergence to the d-stationary point of $(-1 / 4,-1 / 4)$ was obtained with the second and third starting point, convergence to the origin was obtained when the algorithm was initiated at the first starting point.


Fig. 1. Algorithm 1 vs ADMM for Example 2 with different initial points: (1, 1, -1 ) (top left); $(-1,1,1)$ (top right); $(-10,-0.1,10)$ (bottom).

In conclusion, this example shows the persistent convergence to a d-stationary solution of our algorithm with all three starting points; such convergence is not guaranteed with variations of the algorithm.
3.2. Assumptions. We begin by summarizing the assumptions needed for the convergence proof of the combined BCDM-ADMM. These are fairly standard in the literature of this kind of problems. However, there are two novel features: (a) the presence of the pointwise max terms that complicates the convergence analysis, and (b) the private constraint set $X^{I+1}$ that is not required to be polyhedral.
(A0) In addition to the basic setting in the definition of (1), the function $\varphi$ is multi-LC ${ }^{1}$ on $\mathbf{X}$ with modulus $\left\{\operatorname{Lip}_{\nabla \varphi}^{i}\right\}_{i=1}^{I+1}$, i.e., for all $i=1, \ldots, I+1$,

$$
\begin{equation*}
\left\|\nabla_{x^{i} \varphi} \varphi(x)-\nabla_{x^{i} \varphi} \varphi(y)\right\|_{2} \leq \operatorname{Lip}_{\nabla \varphi}^{i}\|x-y\|_{2} \quad \forall x, y \in \mathbf{X} \tag{6}
\end{equation*}
$$

also, the partial gradient function $\nabla_{x^{I+1}} H$ is Lipschitz continuous on $\mathbf{X}$ with modulus $\operatorname{Lip}_{\nabla H}^{I+1}$.
Note that (6) implies, by the mean-value theorem for vector functions [39, 3.2.12], that for every $i=1, \ldots, I+1$, and any $x^{-i} \in X^{-i}$ and any $x^{i}$ and $y^{i}$ in $X^{i}$,

$$
\begin{equation*}
\varphi\left(x^{i}, x^{-i}\right)-\varphi\left(y^{i}, x^{-i}\right) \leq \nabla_{x^{i} \varphi} \varphi\left(y^{i}, x^{-i}\right)^{T}\left(x^{i}-y^{i}\right)+\frac{\operatorname{Lip}_{\nabla \varphi}^{i}}{2}\left\|x^{i}-y^{i}\right\|_{2}^{2} . \tag{7}
\end{equation*}
$$

The next assumption pertains to the choice of the Bregman functions and ensures in particular that each of the convex subprograms in Steps 1 and 2 has an optimal solution.
(A1) The functions $\psi_{i}$ for $i=1, \ldots, I+1$ are $\sigma_{i}$-strongly convex on $X^{i}$; moreover $\psi_{I+1}$ is $\mathrm{LC}^{1}$ with $\operatorname{Lip}_{\nabla \psi_{I+1}}$ being the Lipschitz modulus of the gradient $\nabla \psi_{I+1}$ on $X^{I+1}$.
This assumption implies that each function $\theta_{i j}^{\nu+1}\left(\bullet, x_{<i}^{\nu+1}, x_{\geq i}^{\nu} ; z^{\nu}\right)$ for $i=1, \ldots, I$ is strongly convex; thus each iterate $\widehat{x}^{\nu+1 ; i, j}$ is uniquely defined. So is $x^{\nu+1 ; I+1}$. The last assumption concerns the distinguished variable $x^{I+1}$. It is the reason why the formulation (1) requires separability in each of the functions $g_{i j}$. Specifically, for a nonseparable $g_{i j}(x)$, the duplication of variables via $\xi^{i}=x$ for all $i=1, \ldots, I$ will violate the assumption, thus jeopardizing the convergence proof. This assumption is not needed for the BCDM when the coupling constraint is absent. There are several equivalent ways to state the assumption. We first give a lemma asserting such equivalence.

Lemma 3.1. Let $X \subseteq \mathbb{R}^{m}$ be a closed convex set and $A \in \mathbb{R}^{\ell \times m}$. The following statements are equivalent:
(a) $\left[A^{T} \lambda+\mu=0\right.$ and $\left.\mu \in L_{X}^{\frac{1}{X}}\right]$ implies $\lambda=0$;
(b) there exists a positive constant, denoted $\gamma_{\min }$, such that

$$
\left\|A^{T} \lambda+\mu\right\|_{2} \geq \sqrt{\gamma_{\text {min }}}\|\lambda\|_{2} \quad \forall \mu \in L_{X}^{\perp} \text { and all } \lambda ;
$$

(c) A has full row rank and $L_{X}^{\frac{1}{X}} \cap \operatorname{Range}\left(A^{T}\right)=\{0\}$.

Proof. (a) $\Rightarrow$ (b). Consider the following optimization problem:

$$
\begin{equation*}
\underset{\lambda, \mu}{\operatorname{minimize}}\left\|A^{T} \lambda+\mu\right\|_{2}^{2} \quad \text { subject to } \quad \mu \in L_{X}^{\perp} \text { and } \lambda \text { satisfying }\|\lambda\|_{1}=1 . \tag{8}
\end{equation*}
$$

The feasible set is the union of finitely many polyhedra in the $(\lambda, \mu)$-space. Since the objective is always nonnegative, it follows from the Frank-Wolfe theorem of quadratic programming [12, Theorem 2.8.1] that the program (8) attains a finite optimum objective value which must be nonnegative. If this value is zero, then there exists $(\lambda, \mu)$
with $\lambda \neq 0$ and $\mu \in L_{X}^{\perp}$ such that $A^{T} \lambda+\mu=0$. But this contradicts (a). Thus (8) attains a positive minimum objective value. This is sufficient to yield the existence of the desired scalar $\gamma_{\text {min }}$.
(b) $\Rightarrow$ (c) $\Rightarrow$ (a). These implications are easy.

Based on the above lemma, we introduce (recalling that $X^{I+1}$ is closed and convex) the following assumption.
(A2) The pair $\left(A^{I+1}, X^{I+1}\right)$ satisfies any one of the three conditions in Lemma 3.1.

Two special cases of assumption (A2) are worth mentioning. One is the case in which $X^{I+1}=\mathbb{R}^{n_{I+1}}$ so that the distinguished variable $x^{I+1}$ is not privately constrained. In this case, $L_{X^{I+1}}^{\perp}=\{0\}$ and (A2) reduces to the (standard) assumption that $A^{I+1}$ has full row rank. The other special case is when $X^{I+1}$ is a polyhedron given by, say,

$$
X^{I+1} \triangleq\left\{x^{I+1} \in \mathbb{R}^{n_{I+1}} \mid C^{I+1} x^{I+1} \geq d^{I+1}\right\}
$$

for some matrix $C^{I+1}$ and vector $d^{I+1}$ of appropriate order. In this case, (A2) holds if the matrix

$$
\Xi^{I+1} \triangleq\left[\begin{array}{l}
A^{I+1} \\
C^{I+1}
\end{array}\right]\left[\begin{array}{ll}
\left(A^{I+1}\right)^{T} & \left(C^{I+1}\right)^{T}
\end{array}\right]
$$

is positive definite and the constant $\gamma_{\min }$ can be taken to be the smallest eigenvalue of $\Xi^{I+1}$. Since the positive definiteness of $\Xi^{I+1}$ is equivalent to the implication that $\left(A^{I+1}\right)^{T} \lambda+\left(C^{I+1}\right)^{T} \xi=0$ implies both $\lambda=0$ and $\xi=0$, it follows that (A2) is a significant weakening of this positive definiteness assumption, allowing in particular the multipliers of the constraints in $X^{I+1}$ to be unbounded.

Associated with the Lipschitz constants and the constant $\gamma_{\min }$, we define, for a given vector $y^{I+1} \in X^{I+1}$, the modified augmented Lagrangian function:

$$
\begin{align*}
& \widehat{\mathcal{L}}_{\beta}\left(x, z ; y^{I+1}\right)  \tag{9}\\
& \quad \triangleq \mathcal{L}_{\beta}(x, z)+\frac{4}{\beta \gamma_{\text {min }}}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{I+1}-y^{I+1}\right\|_{2}^{2}
\end{align*}
$$

The convergence of the algorithm relies on a nonincreasing and bounded-below property of the sequence of such modified augmented Lagrangian values $\left\{\widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1}\right.\right.$; $\left.\left.x^{\nu, I+1}\right)\right\}$ when the sequence of iterates $\left\{\left(x^{\nu+1}, z^{\nu+1}\right)\right\}$ generated by the algorithm has an accumulation point. In turn, these crucial properties are derived under the choice of $\beta>\underline{\beta}$; see (11) for the definition of the lower bound $\underline{\beta}$. The boundedness of the sequence $\left\{\left(x^{\nu+1}, z^{\nu+1}\right)\right\}$ is established under one of two growth assumptions on the objective function $\theta$ on the feasible set $\mathbf{X}$. See the discussion preceding Proposition 4.4 for details.
4. Convergence proof. The proof of convergence of the combined BCDMADMM is divided into several steps. First is a lemma that bounds the consecutive difference $\left\|z^{\nu+1}-z^{\nu}\right\|_{2}^{2}$ of the multipliers in terms of the differences of the primary variables. The lemma also bounds $\left\|z^{\nu+1}\right\|_{2}^{2}$ in terms of the latter variables. This lemma is where the special block $x^{I+1}$ is needed.

Lemma 4.1. It holds that

$$
\begin{align*}
& \gamma_{\text {min }}\left\|z^{\nu+1}-z^{\nu}\right\|_{2}^{2} \leq 4\left\{\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu, I+1}-x^{\nu-1, I+1}\right\|_{2}^{2}\right.  \tag{10}\\
& \left.+\left[\max \left(\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2},\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right)+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right] \sum_{i=1}^{I+1}\left\|x^{\nu+1, i}-x^{\nu, i}\right\|_{2}^{2}\right\} \\
& \text { and } \quad \gamma_{\text {min }}\left\|z^{\nu+1}\right\|_{2}^{2} \leq 2\left\{\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}+\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|^{2}\right. \\
& \left.\quad+\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}+\operatorname{Lip}_{\nabla H}^{I+1}\right)\left\|x^{\nu+1}\right\|+\left\|\nabla_{x^{I+1}} \varphi(0)\right\|_{2}+\left\|\nabla_{x^{I+1}} H(0)\right\|_{2}\right]^{2}\right\} .
\end{align*}
$$

Proof. By applying the optimality conditions of the problem,

$$
\underset{x^{I+1} \in X^{I+1}}{\operatorname{argmin}} \theta_{I+1}^{\nu+1}\left(x^{I+1} ; x_{\leq I}^{\nu+1} ; z^{\nu}\right),
$$

we deduce

$$
\begin{aligned}
\mu^{\nu, I+1} \triangleq & \nabla_{x^{I+1}} \varphi\left(x_{i \leq I}^{\nu+1, i}, x^{\nu, I+1}\right)-\left(A^{I+1}\right)^{T} z^{\nu}+\nabla_{x^{I+1}} H\left(x^{\nu+1}\right)+\nabla \psi_{I+1}\left(x^{\nu+1}\right) \\
& -\nabla \psi_{I+1}\left(x^{\nu}\right)+\beta\left(A^{I+1}\right)^{T}\left(\sum_{k=1}^{I+1} A^{k} x^{\nu+1, k}-b\right) \in-\mathcal{N}\left(x^{\nu, I+1} ; X^{I+1}\right)
\end{aligned}
$$

yielding

$$
\begin{aligned}
\left(A^{I+1}\right)^{T} z^{\nu+1}+\mu^{\nu, I+1}= & \nabla_{x^{I+1}} \varphi\left(x_{i \leq I}^{\nu+1, i}, x^{\nu, I+1}\right)+\nabla_{x^{I+1}} H\left(x^{\nu+1}\right) \\
& +\nabla \psi_{I+1}\left(x^{\nu+1, I+1}\right)-\nabla \psi_{I+1}\left(x^{\nu, I+1}\right)
\end{aligned}
$$

Subtracting this equation from the one from the previous iteration, we deduce

$$
\begin{aligned}
& \left(A^{I+1}\right)^{T}\left(z^{\nu+1}-z^{\nu}\right)+\left(\mu^{\nu+1, I+1}-\mu^{\nu, I+1}\right) \\
& =\left[\nabla_{x^{I+1}} \varphi\left(x_{i \leq I}^{\nu+1, i}, x^{\nu, I+1}\right)-\nabla_{x^{I+1}} \varphi\left(x_{i \leq I}^{\nu, i}, x^{\nu-1, I+1}\right)\right] \\
& \quad+\left[\nabla_{x^{I+1}} H\left(x^{\nu+1}\right)-\nabla_{x^{I+1}} H\left(x^{\nu}\right)\right]+\left[\nabla \psi_{I+1}\left(x^{\nu+1, I+1}\right)-\nabla \psi_{I+1}\left(x^{\nu, I+1}\right)\right] \\
& \quad-\left[\nabla \psi_{I+1}\left(x^{\nu, I+1}\right)-\nabla \psi_{I+1}\left(x^{\nu-1, I+1}\right)\right] .
\end{aligned}
$$

Taking squared norms on both sides, employing Lemma 3.1, and making use of the Cauchy-Schwartz inequality and the assumed LC ${ }^{1}$ conditions, we obtain

$$
\begin{aligned}
\gamma_{\min } & \left\|z^{\nu+1}-z^{\nu}\right\|_{2}^{2} \\
\leq 4 & \left\{\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}\left[\sum_{i \leq I}\left\|x^{\nu+1, i}-x^{\nu, i}\right\|_{2}^{2}+\left\|x^{\nu, I+1}-x^{\nu-1, I+1}\right\|_{2}^{2}\right]\right. \\
& +\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\left\|x^{\nu+1}-x^{\nu}\right\|_{2}^{2} \\
& \left.+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\left[\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2}+\left\|x^{\nu, I+1}-x^{\nu-1, I+1}\right\|_{2}^{2}\right]\right\}
\end{aligned}
$$

$$
\begin{aligned}
=4 & \left\{\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right] \sum_{i \leq I}\left\|x^{\nu+1, i}-x^{\nu, i}\right\|_{2}^{2}\right. \\
& +\left[\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2} \\
& \left.+\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu, I+1}-x^{\nu-1, I+1}\right\|_{2}^{2}\right\}
\end{aligned}
$$

establishing the desired bound on $\left\|z^{\nu+1}-z^{\nu}\right\|_{2}^{2}$. To obtain the bound on $\left\|z^{\nu+1}\right\|_{2}^{2}$, we have

$$
\begin{aligned}
& \left(A^{I+1}\right)^{T} z^{\nu+1}+\mu^{\nu, I+1}=\left[\nabla_{x^{I+1}} \varphi\left(x_{i \leq I}^{\nu+1, i}, x^{\nu, I+1}\right)-\nabla_{x^{I+1}} \varphi\left(x_{i \leq I}^{\nu+1, i}, x^{\nu+1, I+1}\right)\right] \\
& \quad+\left[\nabla_{x^{I+1}} \varphi\left(x^{\nu+1}\right)-\nabla_{x^{I+1}} \varphi(0)\right]+\nabla_{x^{I+1}} \varphi(0)+\left[\nabla_{x^{I+1}} H\left(x^{\nu+1}\right)-\nabla_{x^{I+1}} H(0)\right] \\
& \quad+\nabla_{x^{I+1}} H(0)+\left[\nabla \psi_{I+1}\left(x^{\nu+1, I+1}\right)-\nabla \psi_{I+1}\left(x^{\nu, I+1}\right)\right]
\end{aligned}
$$

Taking norms on both sides, we deduce the desired bound on $\left\|z^{\nu+1}\right\|_{2}^{2}$.
We next upper bound the differences

$$
\begin{aligned}
& \operatorname{diff}_{\beta, i}^{\nu} \triangleq \mathcal{L}_{\beta}\left(x_{\leq i}^{\nu+1}, x_{>i}^{\nu}, z^{\nu}\right)-\mathcal{L}_{\beta}\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}, z^{\nu}\right) \quad \text { for } i=1, \ldots, I+1 \\
& \operatorname{diff}_{\beta, z}^{\nu} \triangleq \mathcal{L}_{\beta}\left(x_{\leq I+1}^{\nu+1}, z^{\nu+1}\right)-\mathcal{L}_{\beta}\left(x_{\leq I+1}^{\nu+1}, z^{\nu}\right)
\end{aligned}
$$

by invoking the subprograms in Steps 1a and 1b and the update formula of $z^{\nu+1}$ in Step 2. Adding the bounds for the above differences, we can in turn bound the difference $\mathcal{L}_{\beta}\left(x^{\nu+1}, z^{\nu+1}\right)-\mathcal{L}_{\beta}\left(x^{\nu}, z^{\nu}\right)$ of the augmented Lagrangian function at two consecutive tuples $\left(x^{\nu+1}, z^{\nu+1}\right)$ and ( $x^{\nu}, z^{\nu}$ ).

Lemma 4.2. It holds that

$$
\begin{aligned}
& \mathcal{L}_{\beta}\left(x^{\nu+1}, z^{\nu+1}\right)-\mathcal{L}_{\beta}\left(x^{\nu}, z^{\nu}\right) \\
& \leq \frac{4}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu, I+1}-x^{\nu-1, I+1}\right\|_{2}^{2} \\
& \quad+\sum_{i=1}^{I+1}\left\{\frac{4}{\beta \gamma_{\min }}\left[\max \left(\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2},\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right)+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right]\right. \\
& \\
& \left.\quad+\frac{\operatorname{Lip}_{\nabla \varphi}^{i}-\sigma_{i}}{2}\right\}\left\|x^{\nu+1, i}-x^{\nu, i}\right\|_{2}^{2}
\end{aligned}
$$

Proof. By the definition of the augmented Lagrangian function, we have

$$
\begin{aligned}
& \operatorname{diff}_{\beta, i}^{\nu}=\theta\left(x_{\leq i}^{\nu+1}, x_{>i}^{\nu}\right)-\theta\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)-\left(z^{\nu}\right)^{T} A^{i}\left(x^{\nu+1, i}-x^{\nu, i}\right) \\
& +\frac{\beta}{2}\left\{\left\|b-\sum_{k=1}^{i} A^{k} x^{\nu+1, k}-\sum_{k=i+1}^{I} A^{k} x^{\nu, k}\right\|_{2}^{2}-\left\|b-\sum_{k=1}^{i-1} A^{k} x^{\nu+1, k}-\sum_{k=i}^{I} A^{k} x^{\nu, k}\right\|_{2}^{2}\right\}
\end{aligned}
$$

In turn, since $x^{\nu+1, i}=\widehat{x}^{\nu+1, i, \widehat{j}_{i}^{\nu}}$, we have, for all $i=1, \ldots, I$,

$$
\begin{aligned}
& \theta\left(x_{\leq i}^{\nu+1}, x_{>i}^{\nu}\right)-\theta\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right) \\
&= {\left[\varphi\left(x_{\leq i}^{\nu+1}, x_{>i}^{\nu}\right)-\varphi\left(x_{<i}^{\nu+1} x_{\geq i}^{\nu}\right)\right] } \\
&+\left[H\left(x_{\leq i}^{\nu+1}, x_{>i}^{\nu}\right)-H\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)\right]-\left[\max _{1 \leq j \leq J_{i}} g_{i j}\left(x^{\nu+1, i}\right)-\max _{1 \leq j \leq J_{i}} g_{i j}\left(x^{\nu, i}\right)\right] \\
& \leq {\left[\varphi\left(x_{<i}^{\nu+1}, \widehat{x}^{\nu+1, i \widehat{j}_{i}^{\nu}}, x_{>i}^{\nu}\right)-\varphi\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)\right] } \\
&+\left[H\left(x_{<i}^{\nu+1}, \widehat{x}^{\nu+1, i, \widehat{j}_{i}^{\nu}}, x_{>i}^{\nu}\right)-H\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)\right] \\
&-\left[g_{i \widehat{j}_{i}^{\nu}}\left(\widehat{x}^{\nu+1, i, \widehat{j}_{i}^{\nu}}\right)-g_{i j}\left(x^{\nu, i}\right)\right] \quad\left(\text { for any } j \in \mathcal{M}_{i}\left(x^{\nu, i}\right)\right) \\
& \leq \nabla_{x^{i} i} \varphi\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)^{T}\left(\widehat{x}^{\nu+1, i, \widehat{j}_{i}^{\nu}}-x^{\nu, i}\right) \\
&+\left[H\left(x_{<i}^{\nu+1}, \widehat{x}^{\nu+1, i, \widehat{j}_{i}^{\nu}}, x_{>i}^{\nu}\right)-H\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)\right] \\
&+\frac{\operatorname{Lip}{ }_{\nabla \varphi}^{i}}{2}\left\|\widehat{x}^{\nu+1, i, \widehat{j}_{i}^{\nu}}-x^{\nu, i}\right\|_{2}^{2}-\left[g_{i \widehat{j}_{i}^{\nu}}\left(\widehat{x}^{\nu+1, i, \widehat{j}_{i}^{\nu}}\right)-g_{i j}\left(x^{\nu, i}\right)\right]
\end{aligned}
$$

where the last inequality follows from (7). Thus, by the definition of $\widehat{j}_{i}^{\nu}$ and using the gradient inequality $g_{i j}\left(\widehat{x}^{\nu+1, i, j}\right)-g_{i j}\left(x^{\nu, i}\right) \geq \nabla g_{i j}\left(x^{\nu, i}\right)^{T}\left(\widehat{x}^{\nu+1, i, j}-x^{\nu, i}\right)$ of the convex function $g_{i j}$, we deduce that, for any $j \in \mathcal{M}_{i}\left(x^{\nu, i}\right)$,

$$
\begin{aligned}
\operatorname{diff}_{\beta, i}^{\nu} \leq & \nabla_{x^{i}} \varphi\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)^{T}\left(\widehat{x}^{\nu+1, i, j}-x^{\nu, i}\right) \\
& +\left[H\left(x_{<i}^{\nu+1}, \widehat{x}^{\nu+1, i, j}, x_{>i}^{\nu}\right)-H\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)\right] \\
& -\left[D_{\psi_{i}}\left(\widehat{x}^{\nu+1, i, \widehat{j}_{i}^{\nu}}, x^{\nu, i}\right)-D_{\psi_{i}}\left(\widehat{x}^{\nu+1, i, j}, x^{\nu, i}\right)\right]+\frac{\operatorname{Lip}_{\nabla \varphi}^{i}}{2}\left\|x^{\nu+1, i}-x^{\nu, i}\right\|_{2}^{2} \\
& -\nabla g_{i j}\left(x^{\nu, i}\right)^{T}\left(\widehat{x}^{\nu+1, i, j}-x^{\nu, i}\right)-\left(z^{\nu}\right)^{T} A^{i}\left(\widehat{x}^{\nu+1, i, j}-x^{\nu, i}\right)+ \\
& +\frac{\beta}{2}\left\{\left\|b-\sum_{k=1}^{i-1} A^{k} x^{\nu+1, k}-A^{i} \widehat{x}^{\nu+1, i, j}-\sum_{k=i+1}^{I} A^{k} x^{\nu, k}\right\|_{2}^{2}\right. \\
& \left.\quad-\left\|b-\sum_{k=1}^{i-1} A^{k} x^{\nu+1, k}-\sum_{k=i}^{I} A^{k} x^{\nu, k}\right\|_{2}^{2}\right\}
\end{aligned}
$$

which yields

$$
\begin{aligned}
\operatorname{diff}_{\beta, i}^{\nu} \leq & \nabla_{x^{i}} \varphi\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)^{T}\left(\widehat{x}^{\nu+1, i, j}-x^{\nu, i}\right) \\
& +\left[H\left(x_{<i}^{\nu+1}, \widehat{x}^{\nu+1, i, j}, x_{>i}^{\nu}\right)-H\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)\right] \\
& +\frac{\operatorname{Lip}_{\nabla \varphi}^{i}-\sigma_{i}}{2}\left\|x^{\nu+1, i}-x^{\nu, i}\right\|_{2}^{2} \quad\left(\text { by the } \sigma_{i} \text {-strong convexity of } \psi_{i}\right) \\
& +D_{\psi_{i}}\left(\widehat{x}^{\nu+1, i, j}, x^{\nu, i}\right)-\nabla g_{i j}\left(x^{\nu, i}\right)^{T}\left(\widehat{x}^{\nu+1, i, j}-x^{\nu, i}\right) \\
& -\left(z^{\nu}\right)^{T} A^{i}\left(\widehat{x}^{\nu+1, i, j}-x^{\nu, i}\right)
\end{aligned}
$$
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$$
\begin{gathered}
+\frac{\beta}{2}\left\{\left\|b-\sum_{k=1}^{i-1} A^{k} x^{\nu+1, k}-A^{i} \widehat{x}^{\nu+1, i, j}-\sum_{k=i+1}^{I} A^{k} x^{\nu, k}\right\|_{2}^{2}\right. \\
\left.-\left\|b-\sum_{k=1}^{i-1} A^{k} x^{\nu+1, k}-\sum_{k=i}^{I} A^{k} x^{\nu, k}\right\|_{2}^{2}\right\} \\
\leq \frac{\operatorname{Lip}_{\nabla \varphi}^{i}-\sigma_{i}}{2}\left\|x^{\nu+1, i}-x^{\nu, i}\right\|_{2}^{2} \quad\left(\text { by the definition of } \widehat{x}^{\nu+1, i, j}\right) .
\end{gathered}
$$

Similarly, we can establish the desired bound for $\operatorname{diff}_{\beta, I+1}^{\nu}$ by dropping the $g_{i j}$ functions. To bound $\operatorname{diff}_{\beta, z}^{\nu}$, we note that

$$
\begin{aligned}
& \operatorname{diff}_{\beta, z}^{\nu}=\left(z^{\nu+1}-z^{\nu}\right)^{T}\left[b-\sum_{i=1}^{I+1} A^{i} x^{\nu+1, i}\right]=\frac{1}{\beta}\left\|z^{\nu+1}-z^{\nu}\right\|_{2}^{2} \\
& \leq \frac{4}{\beta \gamma_{\min }}\left\{\left[\max \left(\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2},\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right)+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right] \sum_{i=1}^{I+1}\left\|x^{\nu+1, i}-x^{\nu, i}\right\|_{2}^{2}\right. \\
& \left.\quad+\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu, I+1}-x^{\nu-1, I+1}\right\|_{2}^{2}\right\} \quad(\text { by Lemma 4.1 })
\end{aligned}
$$

Adding this to the bounds

$$
\operatorname{diff}_{\beta, i}^{\nu} \leq \frac{\operatorname{Lip}_{\nabla \varphi}^{i}-\sigma_{i}}{2}\left\|x^{\nu+1, i}-x^{\nu, i}\right\|_{2}^{2}
$$

for all $i=1, \ldots, I+1$, we deduce the desired bound on $\mathcal{L}_{\beta}\left(x^{\nu+1}, z^{\nu+1}\right)-\mathcal{L}_{\beta}\left(x^{\nu}, z^{\nu}\right) . \square$
Recalling the modified augmented Lagrangian function (9), from Lemma 4.2 we deduce that

$$
\begin{aligned}
& \widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right)-\widehat{\mathcal{L}}_{\beta}\left(x^{\nu}, z^{\nu} ; x^{\nu-1, I+1}\right) \\
& \leq \sum_{i=1}^{I}\left\{\frac { 4 } { \beta \gamma _ { \text { min } } } \left[\operatorname { m a x } \left(\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2},\right.\right.\right. \\
& \left.\left.,\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right)+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right] \\
& \\
& \left.\quad+\frac{\operatorname{Lip}_{\nabla \varphi}^{i}-\sigma_{i}}{2}\right\}\left\|x^{\nu+1, i}-x^{\nu, i}\right\|_{2}^{2} \\
& \quad+\left\{\frac{4}{\beta \gamma_{\text {min }}}\left[2\left(\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right)+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right]\right. \\
& \\
& \left.\quad+\frac{\operatorname{Lip}_{\nabla \varphi}^{I+1}-\sigma_{I+1}}{2}\right\}\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2}
\end{aligned}
$$

To ensure that the sequence $\left\{\widehat{\mathcal{L}}_{\beta}\left(x^{\nu}, z^{\nu} ; x^{\nu-1, I+1}\right)\right\}$ is nonincreasing, we postulate the following.
(A3) For every $i=1, \ldots, I+1, \sigma_{i}>\operatorname{Lip}_{\nabla \varphi}^{i}$.

It then follows that for $\beta>\underline{\beta}$, where

$$
\begin{equation*}
\frac{8\left[2\left(\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right)+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right]}{\gamma_{\min }} \max _{1 \leq i \leq I+1}\left\{\frac{1}{\sigma_{i}-\operatorname{Lip}_{\nabla \varphi}^{i}}\right\}, \tag{11}
\end{equation*}
$$

a constant $c_{\beta}>0$ exists such that, for all $\nu$,

$$
\begin{equation*}
\widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right)-\widehat{\mathcal{L}}_{\beta}\left(x^{\nu}, z^{\nu} ; x^{\nu-1, I+1}\right) \leq-c_{\beta}\left\|x^{\nu+1}-x^{\nu}\right\|_{2}^{2} \tag{12}
\end{equation*}
$$

Theorem 4.3. Under assumptions (A0)-(A3) and the choice (11) of $\underline{\beta}$, every accumulation point (if it exists) of the sequence $\left\{x^{\nu}\right\}$ produced by the deterministic $B C D M-A D M M$ with $a>\underline{\beta}$ satisfies the stationarity condition (2).

Proof. Let $x^{\infty}$ be the limit of a convergent subsequence $\left\{x^{\nu+1}\right\}_{\nu \in \kappa}$. We first show that $\left\{z^{\nu+1}\right\}_{\nu \in \kappa}$ is bounded. In turn, from the bound on $\left\|z^{\nu+1}\right\|_{2}$ it suffices to show that $\left\{x^{\nu+1, I+1}-x^{\nu, I+1}\right\}_{\nu \in \kappa}$ is bounded. By the definition of $x^{\nu+1, I+1}$, we have

$$
\begin{aligned}
& \widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right) \\
& =\mathcal{L}_{\beta}\left(x^{\nu+1}, z^{\nu+1}\right)+\frac{4}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2} \\
& =\theta\left(x^{\nu+1}\right)+\left(z^{\nu+1}\right)^{T}\left[b-\sum_{i=1}^{I+1} A^{i} x^{\nu+1, i}\right]+\frac{\beta}{2}\left\|b-\sum_{i=1}^{I+1} A^{i} x^{\nu+1, i}\right\|_{2}^{2} \\
& \quad+\frac{4}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2} \\
& =\theta\left(x^{\nu+1}\right)+\frac{\beta}{2}\left\|b-\sum_{i=1}^{I+1} A^{i} x^{\nu+1, i}+\frac{z^{\nu+1}}{\beta}\right\|_{2}^{2}-\frac{\left\|z^{\nu+1}\right\|_{2}^{2}}{2 \beta} \\
& \quad+\frac{4}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2} \\
& \geq \theta\left(x^{\nu+1}\right)+\frac{\beta}{2}\left\|b-\sum_{i=1}^{I+1} A^{i} x^{\nu+1, i}+\frac{z^{\nu+1}}{\beta}\right\|_{2}^{2} \\
& \quad+\frac{4}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2} \\
& \quad \quad-\frac{1}{\beta \gamma_{\min }}\left\{\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}+\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\left\|^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2}\right. \\
& \left.\quad+\left[\left(\operatorname{Lip} p_{\nabla \varphi}^{I+1}+\operatorname{Lip}_{\nabla H}^{I+1}\right)\left\|x^{\nu+1}\right\|_{2}+\left\|\nabla_{x^{I+1}} \varphi(0)\right\|_{2}+\left\|\nabla_{x^{I+1}} H(0)\right\|_{2}\right]^{2}\right\} \\
& \geq \theta\left(x^{\nu+1}\right)-\frac{1}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}+\operatorname{Lip}_{\nabla H}^{I+1}\right)\left\|x^{\nu+1}\right\|_{2}+\left\|\nabla_{x^{I+1}} \varphi(0)\right\|_{2}+\left\|\nabla_{x^{I+1}} H(0)\right\|_{2}\right]^{2} .
\end{aligned}
$$

Since the subsequence $\left\{x^{\nu+1}\right\}_{\nu \in \kappa}$ is assumed to have an accumulation point, thus is bounded, it follows that the subsequence $\left\{\widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right)\right\}_{\nu \in \kappa}$ is bounded below. Since the entire sequence $\left\{\widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right)\right\}$ is nonincreasing, it must be bounded below, and hence converges. Consequently, the sequence of consecutive differences $\left\{\widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right)-\widehat{\mathcal{L}}_{\beta}\left(x^{\nu}, z^{\nu} ; x^{\nu-1, I+1}\right)\right\}$ converges to zero; thus the
entire sequence of consecutive differences of the iterates $\left\{x^{\nu+1}-x^{\nu}\right\}$ also converges to zero, by (12). Thus the subsequence $\left\{z^{\nu+1}\right\}_{\nu \in \kappa}$ is bounded by (10). By the first inequality of Lemma 4.1, the entire sequence of consecutive differences of the multipliers $\left\{z^{\nu+1}-z^{\nu}\right\}$ converges to zero. Hence the limit $x^{\infty}$ is feasible to (1). It remains to show that, for every tuple $\mathbf{j}=\left(j_{i}\right)_{i=1}^{I}$ with $j_{i} \in \mathcal{M}_{i}\left(x^{\infty}\right)$ for all $i=1, \ldots, I$,

$$
\begin{aligned}
\nabla \varphi\left(x^{\infty}\right)^{T}\left(x-x^{\infty}\right)+\sum_{i=1}^{I+1} H\left(\bullet, x^{\infty,-i}\right)^{\prime} & \left(x^{\infty, i} ; x^{i}-x^{\infty, i}\right) \\
& \geq \sum_{i=1}^{I} \nabla g_{i j_{i}}\left(x^{\infty, i}\right)^{T}\left(x^{i}-x^{\infty, i}\right) \quad \forall x \in \widehat{\mathbf{X}}
\end{aligned}
$$

Let $z^{\infty}$ be an accumulation point of the subsequence $\left\{z^{\nu+1}\right\}_{\nu \in \kappa}$. Without loss of generality, by working with an infinite subset of $\kappa$ if necessary, we may assume that $\left\{z^{\nu+1}\right\}_{\nu \in \kappa}$, and thus $\left\{z^{\nu}\right\}_{\nu \in \kappa}$ also, converges to $z^{\infty}$; moreover, there exists $\widehat{j}_{i}^{\infty}=\widehat{j}_{i}^{\nu}$ for all $\nu \in \kappa$. Let an arbitrary $x \in \widehat{\mathbf{X}}$ and a tuple $\mathbf{j}$ as specified above be given. It then follows that $j_{i} \in \mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)$ for all $\nu \in \kappa$ sufficiently large and all $i=1, \ldots, I$. By the definition of the index $\widehat{j}_{i}^{\nu}$ that gives $x^{\nu+1, i}=\widehat{x}^{\nu+1, i, \widehat{j}_{i}{ }^{\nu}}$ in particular, and by the minimizing property of $\widehat{x}^{\nu+1, i, j_{i}}$ we have

$$
\begin{aligned}
& \begin{aligned}
\nabla_{x^{i}} \varphi\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)^{T}\left(x^{\nu+1, i}-x^{\nu, i}\right)+H\left(x_{\leq i}^{\nu+1}, x_{>i}^{\nu}\right) & -\underbrace{g_{i \widehat{j}_{i}^{\nu}}\left(x^{\nu+1, i}\right)}_{g_{i \widehat{j}_{i} \infty}\left(x^{\nu+1, i}\right)}
\end{aligned} \\
& -\left(z^{\nu}\right)^{T} A^{i} x^{\nu+1, i}+D_{\psi_{i}}\left(x^{\nu+1, i}, x^{\nu, i}\right)+\frac{\beta}{2}\left\|b-\sum_{k \leq i} A^{k} x^{\nu+1, k}-\sum_{k>i} A^{k} x^{\nu, k}\right\|_{2}^{2} \\
& \leq \nabla_{x^{i}} \varphi\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)^{T}\left(\widehat{x}^{\nu+1, i, j_{i}}-x^{\nu, i}\right)+H\left(x_{<i}^{\nu+1}, \widehat{x}^{\nu+1, i, j_{i}}, x_{>i}^{\nu}\right)-g_{i j_{i}}\left(\widehat{x}^{\nu+1, i, j_{i}}\right) \\
& -\left(z^{\nu}\right)^{T} A^{i} \widehat{x}^{\nu+1, i, j_{i}}+D_{\psi_{i}}\left(\widehat{x}^{\nu+1, i, j_{i}}, x^{\nu, i}\right) \\
& +\frac{\beta}{2}\left\|b-\sum_{k<i} A^{k} x^{\nu+1, k}-A^{i} \widehat{x}^{\nu+1, i, j_{i}}-\sum_{k>i} A^{k} x^{\nu, k}\right\|_{2}^{2} \\
& \leq \nabla_{x^{i}} \varphi\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)^{T}\left(\widehat{x}^{\nu+1, i, j_{i}}-x^{\nu, i}\right)+H\left(x_{<i}^{\nu+1}, \widehat{x}^{\nu, i, j_{i}}, x_{>i}^{\nu}\right) \\
& \left.-g_{i j_{i}}\left(x^{\nu, i}\right)-\nabla g_{i j_{i}}\left(x^{\nu, i}\right)^{T}\left(\widehat{x}^{\nu+1, i, j_{i}}-x^{\nu, i}\right) \quad \text { (by the convexity of } g_{i j}\right) \\
& -\left(z^{\nu}\right)^{T} A^{i} \widehat{x}^{\nu+1, i, j_{i}}+D_{\psi_{i}}\left(\widehat{x}^{\nu+1, i, j_{i}}, x^{\nu, i}\right) \\
& +\frac{\beta}{2}\left\|b-\sum_{k<i} A^{k} x^{\nu+1, k}-A^{i} \widehat{x}^{\nu+1, i, j_{i}}-\sum_{k>i} A^{k} x^{\nu, k}\right\|_{2}^{2} \\
& \leq \nabla_{x^{i}} \varphi\left(x_{<i}^{\nu+1}, x_{\geq i}^{\nu}\right)^{T}\left(x^{i}-x^{\nu, i}\right)+H\left(x_{<i}^{\nu+1}, x^{i}, x_{>i}^{\nu}\right) \\
& -g_{i j_{i}}\left(x^{\nu, i}\right)-\nabla g_{i j_{i}}\left(x^{\nu, i}\right)^{T}\left(x^{i}-x^{\nu, i}\right) \\
& -\left(z^{\nu}\right)^{T} A^{i} x^{i}+D_{\psi_{i}}\left(x^{i}, x^{\nu, i}\right)+\frac{\beta}{2}\left\|b-\sum_{k<i} A^{k} x^{\nu+1, k}-A^{i} x^{i}-\sum_{k>i} A^{k} x^{\nu, k}\right\|_{2}^{2} .
\end{aligned}
$$

Taking the limit $\nu(\in \kappa) \rightarrow \infty$, and using the proved convergence of $\left\{x^{\nu+1}-x^{\nu}\right\} \rightarrow 0$
and the feasibility of $x^{\infty}$ (thus the satisfaction of the coupling constraint), we deduce

$$
\begin{aligned}
H\left(x^{\infty}\right)- & \max _{1 \leq j \leq J_{i}} g_{i j}\left(x^{\infty, i}\right)-\left(z^{\infty}\right)^{T} A^{i} x^{\infty, i} \\
\leq & H\left(x^{\infty}\right)-g_{i \widehat{j}_{i}}\left(x^{\infty, i}\right)-\left(z^{\infty}\right)^{T} A^{i} x^{\infty, i} \\
\leq & \nabla_{x^{i}} \varphi\left(x^{\infty}\right)^{T}\left(x^{i}-x^{\infty, i}\right)+H\left(x_{<i}^{\infty}, x^{i}, x_{>i}^{\infty}\right)-\max _{1 \leq j \leq J_{i}} g_{i j}\left(x^{\infty, i}\right) \\
& -\nabla g_{i j_{i}}\left(x^{\infty, i}\right)^{T}\left(x^{i}-x^{\infty, i}\right) \\
& \quad-\left(z^{\infty}\right)^{T} A^{i} x^{i}+D_{\psi_{i}}\left(x^{i}, x^{\infty, i}\right)+\frac{\beta}{2}\left\|A^{i} x^{\infty, i}-A^{i} x^{i}\right\|_{2}^{2}
\end{aligned}
$$

where the first inequality holds because $\max _{1 \leq j \leq J_{i}} g_{i j}\left(x^{\infty, i}\right) \geq g_{i \widehat{j}_{i}{ }^{\nu}}\left(x^{\infty, i}\right)$ and the second inequality holds because $j_{i} \in \mathcal{M}_{i}\left(x^{\infty}\right)$. Hence, for all $i=1, \ldots, I$,

$$
\begin{align*}
H\left(x^{\infty}\right)-\left(z^{\infty}\right)^{T} A^{i} x^{\infty, i} \leq & \nabla_{x^{i}} \varphi\left(x^{\infty}\right)^{T}\left(x^{i}-x^{\infty, i}\right)+H\left(x_{<i}^{\infty}, x^{i}, x_{>i}^{\infty}\right) \\
& -\nabla g_{i j_{i}}\left(x^{\infty, i}\right)^{T}\left(x^{i}-x^{\infty, i}\right)-\left(z^{\infty}\right)^{T} A^{i} x^{i}  \tag{13}\\
& +D_{\psi_{i}}\left(x^{i}, x^{\infty, i}\right)+\frac{\beta}{2}\left\|A^{i} x^{\infty, i}-A^{i} x^{i}\right\|_{2}^{2}
\end{align*}
$$

By the definition of $x^{\nu+1, I+1}$, we have

$$
\begin{aligned}
& \nabla_{x^{I+1}} \varphi\left(x_{\leq I}^{\nu+1}, x^{\nu, I+1}\right)^{T}\left(x^{\nu+1, I+1}-x^{\nu, I+1}\right)+H\left(x_{\leq I}^{\nu+1}, x^{\nu+1, I+1}\right) \\
& \quad+D_{\psi_{I+1}}\left(x^{\nu+1, I+1}, x^{\nu, I+1}\right)-\left(z^{\nu}\right)^{T} A^{I+1} x^{\nu+1, I+1} \\
& \quad+\frac{\beta}{2}\left\|b-\sum_{k \leq I} A^{k} x^{\nu+1, k}-A^{I+1} x^{\nu+1, I+1}\right\|_{2}^{2} \\
& \leq \nabla_{x^{I+1}} \varphi\left(x_{\leq I}^{\nu+1}, x^{\nu, I+1}\right)^{T}\left(x^{I+1}-x^{\nu, I+1}\right)+H\left(x_{\leq I}^{\nu+1}, x^{I+1}\right) \\
& \quad+D_{\psi_{I+1}}\left(x^{I+1}, x^{\nu, I+1}\right)-\left(z^{\nu}\right)^{T} A^{I+1} x^{I+1}+\frac{\beta}{2}\left\|b-\sum_{k \leq I} A^{k} x^{\nu+1, k}-A^{I+1} x^{I+1}\right\|_{2}^{2}
\end{aligned}
$$

Passing to the limit $\nu(\in \kappa) \rightarrow \infty$, we deduce that

$$
\begin{aligned}
& H\left(x^{\infty}\right)-\left(z^{\infty}\right)^{T} A^{I+1} x^{\infty, I+1} \leq \nabla_{x^{I+1}} \varphi\left(x^{\infty}\right)^{T}\left(x^{I+1}-x^{\infty, I+1}\right)+H\left(x_{\leq I}^{\infty}, x^{I+1}\right)- \\
& \quad\left(z^{\infty}\right)^{T} A^{I+1} x^{I+1}+D_{\psi_{I+1}}\left(x^{I+1}, x^{\infty, I+1}\right)+\frac{\beta}{2}\left\|A^{I+1} x^{\infty, I+1}-A^{I+1} x^{I+1}\right\|_{2}^{2}
\end{aligned}
$$

Summing up the last inequality and the previous $I$ inequalities (13), using the fact that $\sum_{i=1}^{I+1} A^{i} x^{\infty, i}=b=\sum_{i=1}^{I+1} A^{i} x^{i}$, and by Proposition 2.1, we obtain the desired stationarity of $x^{\infty}$.

The above theorem asserts neither the boundedness of the (primal) sequence $\left\{x^{\nu}\right\}$ nor its sequential convergence. The result below addresses these two issues under either one of two growth assumptions on the objective function that are easily satisfied if $\mathbf{X}$ is bounded. The first condition is a growth requirement on the combined objective $\theta$ of the order $\|x\|^{1+\delta}$ for some positive $\delta$; the second condition is a weakening of the first, requiring only a coercivity property on $\theta$, namely, $\theta(x) \rightarrow \infty$ for $x \in \mathbf{X}$ with $\|x\| \rightarrow \infty$, but adding the requirement that $H+\varphi$ have bounded partial gradients with respect to the distinguished variable $x^{I+1}$.

Proposition 4.4. Under the assumptions of Theorem 4.3, if either
(a) for some $\delta>0, \liminf _{\|x\| \rightarrow \infty}\left\{\left.\frac{\theta(x)}{\|x\|^{1+\delta}} \right\rvert\, x \in \mathbf{X}\right\}>0$; or
(b) $\nabla_{x^{I+1}}(H+\varphi)$ is bounded and $\theta$ is coercive, both on $\mathbf{X}$,
hold, then the sequence $\left\{\left(x^{\nu+1}, z^{\nu+1}\right)\right\}$ is bounded, and thus has an accumulation point. If in addition $\left\{x^{\nu+1}\right\}$ has an isolated accumulation point, then the sequence converges.

Proof. In the proof of Theorem 4.3, we have shown that, for all $\nu, \theta\left(x^{\nu+1}\right)$ is bounded above by

$$
\begin{aligned}
\widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right)+\frac{1}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right.\right. & \left.+\operatorname{Lip}_{\nabla H}^{I+1}\right)\left\|x^{\nu+1}\right\|_{2} \\
& \left.+\left\|\nabla_{x^{I+1} \varphi}(0)\right\|_{2}+\left\|\nabla_{x^{I+1}} H(0)\right\|_{2}\right]^{2}
\end{aligned}
$$

which yields, since the sequence $\left\{\widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right)\right\}$ is nonincreasing,

$$
\begin{aligned}
\theta\left(x^{\nu+1}\right) \leq \widehat{\mathcal{L}}_{\beta}\left(x^{1}, z^{1} ; x^{0, I+1}\right)+\frac{1}{\beta \gamma_{\min }}[ & \left(\operatorname{Lip}_{\nabla \varphi}^{I+1}+\operatorname{Lip}_{\nabla H}^{I+1}\right)\left\|x^{\nu+1}\right\|_{2} \\
& \left.+\left\|\nabla_{x^{I+1}} \varphi(0)\right\|_{2}+\left\|\nabla_{x^{I+1}} H(0)\right\|_{2}\right]^{2} .
\end{aligned}
$$

The liminf assumption in (a) therefore yields the boundedness of $\left\{x^{\nu+1}\right\}$.
Suppose condition (b) holds. From the proof of Lemma 4.1, we may deduce

$$
\begin{aligned}
\gamma_{\min }\left\|z^{\nu+1}\right\|_{2}^{2} \leq 4\left\{\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\right. & \left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2} \\
& \left.+\left\|\nabla_{x^{I+1}}(\varphi+H)\left(x^{\nu+1}\right)\right\|_{2}^{2}\right\}
\end{aligned}
$$

which shows in particular that the sequence of multipliers $\left\{z^{\nu+1}\right\}$ is bounded if the sequence of primal variables $\left\{x^{\nu+1}\right\}$ is. We have

$$
\begin{aligned}
& \widehat{\mathcal{L}}_{\beta}\left(x^{1}, z^{1} ; x^{0, I+1}\right) \geq \widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right) \\
& =\mathcal{L}_{\beta}\left(x^{\nu+1}, z^{\nu+1}\right)+\frac{4}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2} \\
& =\theta\left(x^{\nu+1}\right)+\frac{\beta}{2}\left\|b-\sum_{i=1}^{I+1} A^{i} x^{\nu+1, i}+\frac{z^{\nu+1}}{\beta}\right\|_{2}^{2}-\frac{\left\|z^{\nu+1}\right\|_{2}^{2}}{2 \beta}+ \\
& \frac{4}{\beta \gamma_{\text {min }}}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2} \\
& \geq \theta\left(x^{\nu+1}\right)+\frac{\beta}{2}\left\|b-\sum_{i=1}^{I+1} A^{i} x^{\nu+1, i}-\frac{z^{\nu+1}}{\beta}\right\|_{2}^{2}-\frac{2}{\beta \gamma_{\min }}\left\|\nabla_{x^{I+1}}(\varphi+H)\left(x^{\nu+1}\right)\right\|_{2}^{2}+ \\
& \frac{2}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2} .
\end{aligned}
$$

Hence,

$$
\theta\left(x^{\nu+1}\right) \leq \widehat{\mathcal{L}}_{\beta}\left(x^{1}, z^{1} ; x^{0, I+1}\right)+\frac{2}{\beta \gamma_{\min }} \sup \left\{\left\|\nabla_{x^{I+1}}(\varphi+H)(x)\right\|_{2}^{2} \mid x \in \mathbf{X}\right\}
$$

establishing the boundedness of $\left\{x^{\nu+1}\right\}$ under the assumed coercivity condition of $\theta$.
The last statement of the proposition follows from [17, Proposition 8.3.10] since $\left\{x^{\nu+1}-x^{\nu}\right\} \rightarrow 0$.

Specializing Theorem 4.3 and Proposition 4.4 to the case without the coupling constraint, we obtain the following convergence result of the BCDM. In applying the proposition, it suffices to realize that the boundedness condition of $\nabla_{x^{I+1}}(H+\varphi)$ on $\mathbf{X}$ is needed to deal with the coupling constraint and its multiplier $z$; without them, there is no need for this condition. No further proof of the result is needed.

THEOREM 4.5. Under assumptions (A0), (A1), and (A3), if $\theta$ is coercive on $\mathbf{X}$, then the sequence $\left\{x^{\nu+1}\right\}$ produced by the (deterministic) BCDM is bounded. Every one of its accumulation points is blockwise directional stationary solution of (1) without the coupling constraint. Moreover, if one such accumulation point is isolated, then the entire sequence converges to it.
5. Randomized choice of subproblems. One way to reduce the number of convex subprograms solved at each iteration is by means of a randomized choice; this idea was first proposed in [40] for a nonsmooth DC program without regard to decomposition. The following randomized version of the combined BCDM-ADMM is the same as the deterministic version except that Step 1a is modified such that only one convex subprogram is solved (versus as many as $\left|\mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)\right|$ ) for each $i=$ $1, \ldots, I$. The choice of the minimizing index $\widehat{j}_{i}^{\nu}$ employs an augmented Lagrangian based acceptance/rejection rule of the computed iterate.

To describe the randomized algorithm, it is useful to introduce some notation. For a given tuple $\mathbf{w} \triangleq\left(\left(x^{i}\right)_{i=1}^{I+1}, z\right)$ of primal blocks $x^{i} \in X^{i}$ and constraint multiplier $z$ and for a tuple $\mathbf{s} \triangleq\left(s_{i}\right)_{i=1}^{I}$ of indices with $s_{i} \in\left\{1, \ldots, J_{i}\right\}$ for each $i=1, \ldots, I$, define the tuple $\widehat{x}^{\mathbf{s}}(\mathbf{w}) \triangleq\left(\left\{\widehat{x}^{i, s_{i}}(\mathbf{w})\right\}_{i=1}^{I}, \widehat{x}^{I+1, \mathbf{s}}(\mathbf{w})\right)$ as the (unique) global minimizers of the respective semilinearized Gauss-Seidel subproblems

$$
\left\{\begin{aligned}
\widehat{x}^{i, s_{i}}(\mathbf{w}) \in & \underset{\widehat{x}^{i} \in X^{i}}{\operatorname{argmin}} \nabla_{x^{i}} \varphi\left(\widehat{x}^{1, s_{1}}(\mathbf{w}), \ldots, \widehat{x}^{i-1, s_{i-1}}(\mathbf{w}), \widehat{x}^{i}, x^{i+1}, \ldots, x^{I+1}\right)^{T} \\
& \times\left(\widehat{x}^{i}-x^{i}\right) \\
& +H\left(\widehat{x}^{1, s_{1}}(\mathbf{w}), \ldots, \widehat{x}^{i-1, s_{i-1}}(\mathbf{w}), \widehat{x}^{i}, x^{i+1}, \ldots, x^{I+1}\right)+D_{\psi_{i}}\left(\widehat{x}^{i}, x^{i}\right) \\
& -z^{T} A^{i} \widehat{x}^{i}+\frac{\beta}{2}\left\|b-\sum_{k<i} A^{k} \widehat{x}^{k, s_{k}}(\mathbf{w})-A^{i} \widehat{x}^{i}-\sum_{k>i} A^{k} x^{k}\right\|_{2}^{2} \\
& -\nabla g_{i s_{i}}\left(x^{i}\right)^{T}\left(\widehat{x}^{i}-x^{i}\right)
\end{aligned}\right\}_{i=1}^{I}
$$

plus the minimization over the last block

$$
\begin{aligned}
\widehat{x}^{I+1, \mathbf{s}}(\mathbf{w}) \in \underset{\widehat{x}^{I+1} \in X^{I+1}}{\operatorname{argmin}}\{ & \nabla_{x^{I+1}} \varphi\left(\widehat{x}^{1, s_{1}}(\mathbf{w}), \ldots, \widehat{x}^{I, s_{I}}(\mathbf{w}), \widehat{x}^{I+1}\right)^{T}\left(\widehat{x}^{I+1}-x^{I+1}\right) \\
& +H\left(\widehat{x}^{1, s_{1}}(\mathbf{w}), \ldots, \widehat{x}^{I, s_{I}}(\mathbf{w}), \widehat{x}^{I+1}\right) \\
& +D_{\psi_{I+1}}\left(\widehat{x}^{I+1}, x^{I+1}\right)-z^{T} A^{I+1} \widehat{x}^{I+1} \\
& \left.+\frac{\beta}{2}\left\|b-\sum_{k \leq I} A^{k} \widehat{x}^{k, s_{k}}(\mathbf{w})-A^{I+1} \widehat{x}^{I+1}\right\|_{2}^{2}\right\}
\end{aligned}
$$

Let $\widehat{z}^{\mathbf{s}}(\mathbf{w}) \triangleq z+\beta\left(b-\sum_{i=1}^{I} A^{i} \widehat{x}^{i, s_{i}}(\mathbf{w})-A^{I+1} \widehat{x}^{I+1, \mathbf{s}}\right)$. We can establish the following result for the above defined tuple $\mathbf{x}^{\mathbf{s}}(\mathbf{w})$.

Lemma 5.1. For any given tuples $\mathbf{w} \triangleq\left(\left(x^{i}\right)_{i=1}^{I+1}, z\right)$ and $\mathbf{s} \triangleq\left(s_{i}\right)_{i=1}^{I} \in \mathcal{M}(\mathbf{w})$ it holds that

$$
\mathcal{L}_{\beta}\left(\left\{\widehat{x}^{i, s_{i}}(\mathbf{w})\right\}_{i \leq I}, x^{I+1}, z\right)-\sum_{i=1}^{I} \frac{\operatorname{Lip}_{\nabla \varphi}^{i}-\sigma_{i}}{2}\left\|\widehat{x}^{i, s_{i}}(\mathbf{w})-x^{i}\right\|_{2}^{2} \leq \mathcal{L}_{\beta}(\mathbf{w})
$$

Proof. We omit the proof since it is similar to the bound for $\operatorname{diff}_{\beta, i}^{\nu}, i=1, \ldots, I$, employed in the proof of Lemma 4.2.

```
Algorithm 3 The randomized combined BCDM-ADMM: fixed \(\varepsilon\).
    Let \(x^{0} \triangleq\left(x^{0, i}\right)_{i=1}^{I+1} \in \prod_{i=1}^{I+1} X^{i}\) and \(z^{0}\) be given. Also let scalars \(\varepsilon>0, \beta>\underline{\beta}\), and
    \(p_{\text {min }} \in(0,1)\) be given. Let \(\nu=0\). Compute the next iterate \(x^{\nu+1} \triangleq\left(x^{\nu+1, i}\right)_{i=1}^{I+1} \in\)
    \(\prod_{i=1}^{I+1} X^{i}\) by performing the following steps.
    while a prescribed termination criterion is not satisfied do
        Step \(1 \mathbf{a}_{\mathrm{ran}_{1}}\) Choose a random tuple \(\mathbf{s}^{\nu+1} \triangleq\left(s_{i}^{\nu+1}\right)_{i \leq I} \in \prod_{i=1}^{I} \mathcal{M}_{\varepsilon, i}\left(x^{\nu, i}\right)\) and,
        for all \(i=1, \ldots, I\),
        (14) Prob \(\left\{\right.\) index \(s_{i}^{\nu+1}\) is chosen \(\mid\) given \(\left.\left(x^{\nu}, z^{\nu}\right)\right\} \triangleq p^{\nu+1, i, s_{i}^{\nu+1}} \geq p_{\min }>0\).
        Let \(\widehat{x}_{\leq I}^{\nu+1, \mathbf{s}^{\nu+1}} \triangleq\left\{\widehat{x}^{i, s_{i}^{\nu+1}}\left(\mathbf{w}^{\nu}\right)\right\}_{i \leq I}\), where \(\mathbf{w}^{\nu} \triangleq\left(x^{\nu}, z^{\nu}\right)\). Let
        \(x_{\leq I}^{\nu+1} \triangleq \begin{cases}x_{\leq I}^{\nu} & \text { if } \mathcal{L}_{\beta}\left(\widehat{x}_{\leq I}^{\nu+1, \mathbf{s}^{\nu+1}}, x^{\nu, I+1} ; z^{\nu}\right) \\ & +\sum_{i=1}^{I} \frac{\sigma_{i}-\operatorname{Lip}_{\nabla \varphi}^{i}}{2}\left\|x^{\nu, i}-\widehat{x}^{i, s_{i}^{\nu+1}}\left(\mathbf{w}^{\nu}\right)\right\|_{2}^{2}>\mathcal{L}_{\beta}\left(x^{\nu}, z^{\nu}\right), \\ \widehat{x}_{\leq I}^{\nu+1, \mathbf{s}^{\nu+1}} & \text { otherwise. }\end{cases}\)
```

        Steps 1b and 2. Same as Algorithm 1.
    end while
    return \((x, z)\)
    Several remarks are worthy of note. One, $\widehat{x}^{\nu+1, \mathbf{s}^{\nu+1}}$ is a random vector as its components depend on the randomly chosen tuple $\mathbf{s}^{\nu+1}$. Two, even though Steps 1 b and 2 are the same as before, the last block $x^{\nu+1, I+1}$ and the multiplier $z^{\nu+1}$ depend on $x_{\leq I}^{\nu+1}$, thus these two variables are not deterministic either. Three, through the test that defines the new iterate $x_{\leq I}^{\nu+1}$, we accept or reject the $I$ blocks $\left\{\widehat{x}^{i, s_{i}^{\nu+1}}\left(\mathbf{w}^{\nu}\right)\right\}_{i \leq I}$ all at once after $I$ convex subprograms are solved. Different frequencies and variations of the latter test can be introduced but are omitted. Lastly, $x^{\nu+1, I+1}$ is equal to either $\widehat{x}^{I+1 ; \mathbf{s}}\left(\mathbf{w}^{\nu}\right)$ if $\widehat{x}_{\leq I}^{\nu+1, \mathbf{s}^{\nu+1}}$ is accepted as $x_{\leq I}^{\nu+1}$ or the minimizer of $\theta_{I+1}^{\nu+1}\left(\cdot ; x_{\leq I}^{\nu}, z^{\nu}\right)$ on $X^{I+1}$ if the test rejects $\widehat{x}_{\leq I}^{\nu+1, \mathbf{s}^{\nu+1}}$.

EXAmple 2 (continued). We applied the randomized choice of the subproblems to the example with fixed $\varepsilon=0.1, c=1.1$, and the initial iterate $\left(x_{1}^{0}, x_{2}^{0}, z^{0}\right)=(1,1,-1)$ for which the deterministic version of the algorithm converges (see Figure 1) while the existing ADMM does not. In iterations 10 through 22, two subproblems were
candidates that triggered the randomization. After 60 iterations, the optimal triple of $(-1 / 4,-1 / 4,-1 / 8)$ was obtained. In summary, for this example, we may draw the following two conclusions with the initial iterate $\left(x_{1}^{0}, x_{2}^{0}, z^{0}\right)=(1,1,-1)$.
(a) Both the deterministic and randomized versions of the combined BCDMADMM with a fixed $\varepsilon=0.1$ converge to the unique d-stationary point $(-1 / 4,-1 / 4)$.
(b) The standard ADMM with both linearization of $\varphi$ and no such linearization converge to $(0,0)$; so does the deterministic BCDM-ADMM with $\varepsilon=0$.
5.1. Convergence proof of randomization. We state and prove the almost sure subsequential convergence result for the randomized combined BCDM-ADMM. We omit the BCDM as it is a simplification of the combined BCDM-ADMM. The modified augmented Lagrangian function (9) continues to play an important role in the proof.

ThEOREM 5.2. Under assumptions (A0)-(A3) and the choice (11) of $\underline{\beta}$, suppose that for each $\nu$ the tuple $\left\{s_{1}^{\nu+1}, \ldots, s_{I}^{\nu+1}\right\}$ consists of independent randorm indices satisfying the condition (14). It holds that every accumulation point of the sequence $\left\{x^{\nu}\right\}$ produced by the randomized BCDM-ADMM with a fixed $\varepsilon>0$ and with a $\beta>\underline{\beta}$ satisfies the stationarity condition (2) with probability one.

Proof. The proof below combines that of the deterministic case and that of Proposition 7 in [40] for the case with no decomposition. Nevertheless, the details are more complicated than either one of the previous proofs. Throughout the proof, we write $\mathbf{w}^{\nu} \triangleq\left(x^{\nu}, z^{\nu}\right)$ and let $\mathcal{F}^{\nu}$ be the filtration generated by the iterates $\left\{\mathbf{w}^{0}, \ldots, \mathbf{w}^{\nu}\right\}$ produced by the randomization up to iteration $\nu$. Let $\boldsymbol{\mathcal { M }}_{\varepsilon}\left(\mathbf{w}^{\nu}\right)$ consist of the tuples $\mathbf{s} \triangleq\left(s_{i}\right)_{i=1}^{I}$ with $s_{i} \in \mathcal{M}_{\varepsilon, i}\left(x^{\nu}\right)$ for all $i=1, \ldots, I$ such that

$$
\begin{aligned}
& \mathcal{L}_{\beta}\left(\left\{\widehat{x}^{i, s_{i}}\left(\mathbf{w}^{\nu}\right)\right\}_{i \leq I}, x^{\nu, I+1} ; z^{\nu}\right)+\sum_{i=1}^{I} \frac{\sigma_{i}-\operatorname{Lip}_{\nabla \varphi}^{i}}{2}\left\|x^{\nu, i}-\widehat{x}^{i, s_{i}}\left(\mathbf{w}^{\nu}\right)\right\|_{2}^{2} \\
& \leq \mathcal{L}_{\beta}\left(x^{\nu}, z^{\nu}\right)
\end{aligned}
$$

Thus, if a tuple $\mathbf{s}^{\nu+1}$ belongs to $\boldsymbol{M}_{\varepsilon}\left(\mathbf{w}^{\nu}\right)$, then the next iterate $x^{\nu+1}=\widehat{x}^{\mathbf{s}^{\nu+1}}\left(\mathbf{w}^{\nu}\right)$. Moreover, in this case we may follow the analysis of the deterministic case and deduce (see the derivation of the expression (12)),

$$
\begin{aligned}
& \widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right)-\widehat{\mathcal{L}}_{\beta}\left(x^{\nu}, z^{\nu} ; x^{\nu-1, I+1}\right) \\
& =\widehat{\mathcal{L}}_{\beta}\left(\widehat{x}^{\mathbf{s}^{\nu+1}}\left(\mathbf{w}^{\nu}\right), z^{\nu} ; x^{\nu, I+1}\right)-\widehat{\mathcal{L}}_{\beta}\left(x^{\nu}, z^{\nu} ; x^{\nu-1, I+1}\right) \\
& \leq \sum_{i=1}^{I}\left\{\frac{4}{\beta \gamma_{\text {min }}}\left[\max \left(\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2},\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right)+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right]\right. \\
& \left.\quad+\frac{\operatorname{Lip}_{\nabla \varphi}^{i}-\sigma_{i}}{2}\right\} \| \widehat{x}^{i, s_{i}^{\nu+1}\left(\mathbf{w}^{\nu}\right)-x^{\nu, i} \|_{2}^{2}} \\
& \quad+\left\{\frac{4}{\beta \gamma_{\text {min }}}\left[2\left(\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right)+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right]\right. \\
& \left.\quad+\frac{\operatorname{Lip}_{\nabla \varphi}^{I+1}-\sigma_{I+1}}{2}\right\} \| \widehat{x}^{I+1, \mathbf{s}^{\nu+1}\left(\mathbf{w}^{\nu}\right)-x^{\nu, I+1} \|_{2}^{2}}
\end{aligned}
$$

If the tuple $\mathbf{s}^{\nu+1} \notin \boldsymbol{M}_{\varepsilon}\left(\mathbf{w}^{\nu}\right)$, then $x^{\nu+1, i}=x^{\nu, i}$ for all $i=1, \ldots, I$. Thus,

$$
\begin{aligned}
\widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right) & -\widehat{\mathcal{L}}_{\beta}\left(x^{\nu}, z^{\nu} ; x^{\nu-1, I+1}\right) \\
= & \widehat{\mathcal{L}}_{\beta}\left(x_{\leq I}^{\nu}, x^{\nu+1, I+1}, z^{\nu+1} ; x^{\nu, I+1}\right)-\widehat{\mathcal{L}}_{\beta}\left(x^{\nu}, z^{\nu} ; x^{\nu-1, I+1}\right) .
\end{aligned}
$$

We claim that the above difference is nonpositive, or, equivalently,

$$
\begin{align*}
& \mathcal{L}_{\beta}\left(x_{\leq I}^{\nu}, x^{\nu+1, I+1}, z^{\nu+1}\right)  \tag{15}\\
& \quad+\frac{4}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2} \\
& \leq \\
& \mathcal{L}_{\beta}\left(x^{\nu}, z^{\nu}\right)+\frac{4}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu, I+1}-x^{\nu-1, I+1}\right\|_{2}^{2}
\end{align*}
$$

Similar to the proof of the bound for $\operatorname{diff}_{\beta, I+1}^{\nu+1}$ in Lemma 4.2, we may deduce

$$
\mathcal{L}_{\beta}\left(x_{\leq I}^{\nu}, x^{\nu+1, I+1}, z^{\nu}\right) \leq \mathcal{L}_{\beta}\left(x^{\nu}, z^{\nu}\right)+\frac{\operatorname{Lip}_{\nabla \varphi}^{I+1}-\sigma_{I+1}}{2}\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2}
$$

Moreover,

$$
\begin{aligned}
& \mathcal{L}_{\beta}\left(x_{\leq I}^{\nu}, x^{\nu+1, I+1}, z^{\nu+1}\right)-\mathcal{L}_{\beta}\left(x_{\leq I}^{\nu}, x^{\nu+1, I+1}, z^{\nu}\right) \\
& =\left(z^{\nu+1}-z^{\nu}\right)^{T}\left[b-\sum_{i=1}^{I} A^{i} x^{\nu, i}-A^{I+1} x^{\nu+1, I+1}\right] \\
& \leq \frac{4}{\beta \gamma_{\min }}\left\{\left[\max \left(\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2},\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right)+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right] \sum_{i=1}^{I+1}\left\|x^{\nu+1, i}-x^{\nu, i}\right\|_{2}^{2}\right. \\
& \left.\quad+\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu, I+1}-x^{\nu-1, I+1}\right\|_{2}^{2}\right\}
\end{aligned}
$$

(by a proof similar to that of Lemma 4.1)
$=\frac{4}{\beta \gamma_{\text {min }}}\left\{\left[\max \left(\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2},\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right)+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right]\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2}\right.$

$$
\left.+\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right]\left\|x^{\nu, I+1}-x^{\nu-1, I+1}\right\|_{2}^{2}\right\}
$$

Consequently,

$$
\begin{aligned}
& \mathcal{L}_{\beta}\left(x_{\leq I}^{\nu}, x^{\nu+1, I+1}, z^{\nu+1}\right)-\mathcal{L}_{\beta}\left(x^{\nu}, z^{\nu}\right) \\
& \leq\left\{\frac{4}{\beta \gamma_{\min }}\left[2\left(\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right)+\left(\operatorname{Lip}_{\nabla H}^{I+1}\right)^{2}\right]\right. \\
& \left.+\frac{\operatorname{Lip}_{\nabla \varphi}^{I+1}-\sigma_{I+1}}{2}\right\}\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2} \\
& +\frac{4}{\beta \gamma_{\min }}\left[\left(\operatorname{Lip}_{\nabla \varphi}^{I+1}\right)^{2}+\left(\operatorname{Lip}_{\nabla \psi_{I+1}}\right)^{2}\right] \\
& \times\left[-\left\|x^{\nu+1, I+1}-x^{\nu, I+1}\right\|_{2}^{2}+\left\|x^{\nu, I+1}-x^{\nu-1, I+1}\right\|_{2}^{2}\right]
\end{aligned}
$$

which yields the desired inequality (15) by the choice of $\beta$.

We note that at iteration $\nu+1$, every tuple $\mathbf{s}$ has probability equal to $\bar{p}^{\nu+1, \mathbf{s}} \triangleq$ $\prod_{i=1}^{I} p^{\nu+1, i, s_{i}} \geq\left(p_{\min }\right)^{I}$ of being picked. With this observation, taking conditional expectation $\mathbb{E}$ with respect to the filtration $\mathcal{F}^{\nu}$, we deduce, for some constant $c_{\beta}>0$,

$$
\begin{aligned}
\mathbb{E}[ & \left.\widehat{\mathcal{L}}_{\beta}\left(x^{\nu+1}, z^{\nu+1} ; x^{\nu, I+1}\right) \mid \mathcal{F}^{\nu}\right] \\
& =\sum_{\mathbf{s}^{\nu+1} \in \mathcal{M}_{\varepsilon}\left(\mathbf{w}^{\nu}\right)} \bar{p}^{\nu+1, \mathbf{s}^{\nu+1}} \widehat{\mathcal{L}}_{\beta}\left(\widehat{x}^{\mathbf{s}^{\nu+1}}\left(\mathbf{w}^{\nu}\right), z^{\nu+1} ; x^{\nu, I+1}\right) \\
& +\sum_{\mathbf{s}^{\nu+1} \notin \mathcal{M}_{\varepsilon}\left(\mathbf{w}^{\nu}\right)} \bar{p}^{\nu+1, \mathbf{s}^{\nu+1}} \widehat{\mathcal{L}}_{\beta}\left(x_{\leq I}^{\nu}, x^{\nu+1, I+1}, z^{\nu+1} ; x^{\nu, I+1}\right) \\
\leq \widehat{\mathcal{L}}_{\beta}\left(x^{\nu}, z^{\nu} ; x^{\nu, I}\right)-c_{\beta}\left(p_{\text {min }}\right)^{I} \sum_{\mathbf{s}^{\nu+1} \in \mathcal{M}_{\varepsilon}\left(\mathbf{w}^{\nu}\right)} & {\left[\sum_{i=1}^{I} \| \widehat{x}^{i, s_{i}^{\nu+1}\left(\mathbf{w}^{\nu}\right)-x^{\nu, i} \|_{2}^{2}}\right.} \\
& \left.+\left\|\widehat{x}^{I+1, \mathbf{s}^{\nu+1}}\left(\mathbf{w}^{\nu}\right)-x^{\nu, I+1}\right\|_{2}^{2}\right] .
\end{aligned}
$$

Consequently, if the sequence $\left\{\left(x^{\nu}, z^{\nu}\right)\right\}$ possesses a convergent subsequence $\left\{\mathbf{w}^{\nu} \triangleq\right.$ $\left.\left(x^{\nu}, z^{\nu}\right)\right\}_{\nu \in \kappa}$ with limit $\mathbf{w}^{\infty} \triangleq\left(x^{\infty}, z^{\infty}\right)$, then the random sequence $\left\{\widehat{\mathcal{L}}_{\beta}\left(x^{\nu}, z^{\nu} ; x^{\nu, I+1}\right)\right\}$ is bounded from below. By the supermartingale convergence theorem [6, Proposition 4.2], we may conclude that the latter sequence converges almost surely. Without loss of generality, we may assume, by working with a further subsequence of $\left\{\mathbf{w}^{\nu}\right\}_{\nu \in \kappa}$, that $\mathcal{M}_{\varepsilon}\left(\mathbf{w}^{\nu}\right)$ is equal to the same $\widehat{\mathcal{M}}_{\varepsilon}$ for all $\nu \in \kappa$. It follows that, for all $i=1, \ldots, I$,

$$
\lim _{\nu(\in \kappa) \rightarrow \infty}\left\|\widehat{x}^{i, s_{i}}\left(\mathbf{w}^{\nu}\right)-x^{\nu, i}\right\|=\lim _{\nu(\in \kappa) \rightarrow \infty}\left\|\widehat{x}^{I+1, \mathbf{s}}\left(\mathbf{w}^{\nu}\right)-x^{\nu, I+1}\right\|=0 \quad \forall \mathbf{s} \in \widehat{\mathcal{M}}_{\varepsilon}
$$

In what follows, we show that $\prod_{i=1}^{I} \mathcal{M}_{i}\left(x^{\infty, i}\right) \subseteq \widehat{\mathcal{M}}_{\varepsilon}$. Let $\mathbf{s}$ be an arbitrary tuple in $\prod_{i=1}^{I} \mathcal{M}_{i}\left(x^{\infty, i}\right)$. By Lemma 5.1, we have

$$
\begin{aligned}
\mathcal{L}_{\beta}\left(\left\{\widehat{x}^{i, s_{i}}\left(\mathbf{w}^{\infty}\right)\right\}_{i \leq I}, x^{\infty, I+1}, z^{\infty}\right)-\sum_{i=1}^{I} \frac{\operatorname{Lip}_{\nabla \varphi}^{i}-\sigma_{i}}{2} \| \widehat{x}^{i, s_{i}}\left(\mathbf{w}^{\infty}\right)- & x^{\infty, i} \|_{2}^{2} \\
& \leq \mathcal{L}_{\beta}\left(\mathbf{w}^{\infty}\right)
\end{aligned}
$$

We claim that equality must hold. Assume not. It follows that, for all $\nu \in \kappa$ sufficiently large,

$$
\mathcal{L}_{\beta}\left(\left\{\widehat{x}^{i, s_{i}}\left(\mathbf{w}^{\nu}\right)\right\}_{i \leq I}, x^{\nu, I+1}, z^{\nu}\right)-\sum_{i=1}^{I} \frac{\operatorname{Lip}_{\nabla \varphi}^{i}-\sigma_{i}}{2}\left\|\widehat{x}^{i, s_{i}}\left(\mathbf{w}^{\nu}\right)-x^{\nu, i}\right\|_{2}^{2} \leq \mathcal{L}_{\beta}\left(\mathbf{w}^{\nu}\right)
$$

This proves that $\mathbf{s} \in \boldsymbol{\mathcal { M }}_{\varepsilon}\left(\mathbf{w}^{\nu}\right)=\widehat{\boldsymbol{\mathcal { M }}}_{\varepsilon}$. Hence the inclusion $\prod_{i=1}^{I} \mathcal{M}_{i}\left(x^{\infty, i}\right) \subseteq \widehat{\boldsymbol{\mathcal { M }}}_{\varepsilon}$. Therefore, with probability one, it holds that $\lim _{\nu(\in \kappa) \rightarrow \infty}\left\|x^{\nu+1}-x^{\nu}\right\|_{2}=0$ and the subsequence $\left\{x^{\nu+1}\right\}_{\nu \in \kappa}$ also converges to $x^{\infty}$. At this point, the remaining part of the proof of Theorem 4.3 can be applied.
6. Conclusions. This paper has presented and analyzed the convergence of a combined BCDM-ADMM method for computing a directional stationary solution of a class of multiblock, nonsmooth, nonconvex optimization problems with private and coupled constraints. A randomized version of the algorithm is also introduced to lessen
the computational effort per iteration of the basic algorithm if needed. Motivated by interesting applications, a future research direction is to develop decomposition methods for an extended class of problems where the functions $g_{i j}$ in (1) are not separable in their respective blocks of variables and a coupled constraint is still present. The bottleneck to this extension is assumption (A2), which is key to the bound of the multiplier of the coupled constraint in a single-loop algorithm such as those presented in this paper. A resolution to this technical challenge may call for a two-loop algorithm wherein an inner loop would solve a Lagrangian relaxation of the problem with the coupled constraint lifted to the objective and an outer loop would update the multiplier accordingly. More research is needed to investigate this extension. Another topic omitted in this paper is the investigation of the KL inequality theory [4] to study the sequential convergence of the iterates produced by the combined BCDM-ADMM for computing directional stationary solutions of problem (1).

Appendix. Two applied problems. We briefly discuss two classes of applied problems that provide the source for the framework (1). The first class of problems is topical, involving problems arising from (group) sparsity representation [26]; the other class involves a noncooperative generalized game with a multiconvex potential function and coupling constraints [18, 19].

Group sparsity representation. Let $\mathcal{G}_{i} \subseteq\{1, \ldots, m\}$ for $i=1, \ldots, I$ be $I$ nonoverlapping groups of parameters $\beta_{\mathcal{G}_{i}} \triangleq\left\{\beta_{j}\right\}_{j \in \mathcal{G}_{i}}$ partitioning the set of unknown coefficients $\left\{\beta_{1}, \ldots, \beta_{m}\right\}$ in the linear regression model: $y \approx \beta^{T} x$ with the vector input $x \in \mathbb{R}^{m}$ and scalar output $y \in \mathbb{R}$. Given are data $\left\{\left(x^{i}, y_{i}\right)\right\}_{i=1}^{N}$, a loss function $\ell(\beta)$ (e.g., the mean least-squares loss $\left.\ell(\beta)=\frac{1}{N} \sum_{i=1}^{N}\left(y_{i}-\beta^{T} x^{i}\right)^{2}\right)$, constant $\gamma_{1}>0$ and sparsity function $P^{\text {ele }}(\beta)$ for the parameters, and $\gamma_{2}>0$ and sparsity functions $P_{i}^{\mathrm{grp}}\left(\beta_{\mathcal{G}_{i}}\right)$ for each group. The regression problem is

$$
\begin{equation*}
\underset{\beta \in \mathbb{R}^{m}}{\operatorname{minimize}} \ell(\beta)+\gamma_{1} P^{\mathrm{ele}}(\beta)+\gamma_{2} \sum_{i=1}^{I} P_{i}^{\mathrm{grp}}\left(\beta_{\mathcal{G}_{i}}\right) \tag{16}
\end{equation*}
$$

The sparsity functions $P^{\text {ele }}$ and each $P_{i}^{\text {grp }}$ can be either exact or surrogate; all are of the DC type (see [1]). A simple example illustrating how (16) is of the form (1) is when the truncated $\|\bullet\|_{1}$ function is used, resulting in $P^{\text {ele }}(\beta) \triangleq \sum_{j=1}^{m} \min \left(\frac{1}{\tau_{j}}\left|\beta_{j}\right|, 1\right)$ for some positive scalars $\tau_{j}>0$. Since

$$
\min \left(\frac{1}{\tau_{j}}\left|\beta_{j}\right|, 1\right)=\frac{1}{\tau_{j}}\left|\beta_{j}\right|-\max \left(0, \frac{1}{\tau_{j}}\left|\beta_{j}\right|-1\right)
$$

the negative max term leads to the pointwise maximum terms in (1). Other univariate sparsity functions such as SCAD and MCP are (differentiable) DC functions; they also lead to an objective of the form (1). As an example of a coupled sparsity function, consider an exact $K$-sparsity function for some positive integer $K \geq 2$ that is used for a group $\mathcal{G}$ with $s$ elements. Such a function has the property that its zeros are vectors with no more than $K$ nonzero elements and is given by the following: for an $s$-dimensional vector $w$ with $s \geq K$,

$$
P_{K}(w) \triangleq \sum_{i=1}^{s}\left|w_{i}\right|-\sum_{k=1}^{K}\left|w_{[k]}\right|=\sum_{k=K+1}^{s}\left|w_{[k]}\right|,
$$

where $\max _{1 \leq i \leq s}\left|w_{i}\right| \triangleq\left|w_{[1]}\right| \geq\left|w_{[2]}\right| \geq \cdots \geq\left|w_{[s]}\right| \triangleq \min _{1 \leq i \leq s}\left|w_{i}\right|$ is a nonincreasing ordering of $\left\{\left|w_{i}\right|\right\}_{i=1}^{s}$. The expression

$$
\sum_{k=1}^{K}\left|w_{[k]}\right|=\underset{v \in \mathcal{E}\left(\Delta_{K, s}\right)}{\operatorname{maximum}} \sum_{i=1}^{s} v_{i}\left|w_{i}\right|
$$

where $\mathcal{E}\left(\Delta_{K, s}\right)$ is the finite set of extreme points of the polytope $\Delta_{K, s} \triangleq\{v \in$ $\left.[0,1]^{s} \mid \sum_{i=1}^{s} v_{i}=K\right\}$, shows that such a sum leads to the last pointwise max sum in the objective function of (1).

A multiagent noncooperative game. Consider a noncooperative game with $I+1$ selfish players each with private strategy set $X^{i} \subseteq \mathbf{R}^{n_{i}}$ for $i=1, \ldots, I+1$. Anticipating rivals' strategies $x^{-i} \in X^{-i}$, each player $i=1, \ldots, I$ solves a (nonsmooth) problem

$$
\begin{align*}
& \underset{x^{i} \in X^{i}}{\operatorname{minimize}} \theta_{i}\left(x^{i}, x^{-i}\right) \triangleq \varphi(x)+\zeta_{i}\left(x^{i}, x^{-i}\right)-\max _{1 \leq j \leq J_{i}} g_{i j}\left(x^{i}\right) \\
& \text { subject to } \sum_{k=1}^{I+1} A^{k} x^{k}=b \tag{17}
\end{align*}
$$

while player $I+1$, anticipating $\left(x^{i}\right)_{i=1}^{I}$, solves a problem without the max term in the objective:

$$
\begin{align*}
& \operatorname{minimize}_{x^{I+1} \in X^{I+1}} \theta_{I+1}\left(x^{I+1},\left(x^{i}\right)_{i=1}^{I}\right) \triangleq \varphi(x)+\zeta_{I+1}\left(x^{I+1},\left(x^{i}\right)_{i=1}^{I}\right) \\
& \text { subject to } \sum_{k=1}^{I+1} A^{k} x^{k}=b \tag{18}
\end{align*}
$$

Assuming that the family of functions $\left\{\zeta_{i}(x)\right\}_{i=1}^{I+1}$ admits an inexact potential function $H(x)$ with the property that, for all $x \in \mathbf{X}$ and $y^{i} \in X^{i}$,

$$
\begin{equation*}
\zeta_{i}\left(x^{i}, x^{-i}\right)-\zeta_{i}\left(y^{i}, x^{-i}\right) \geq H\left(x^{i}, x^{-i}\right)-H\left(y^{i}, x^{-i}\right) \quad \forall i=1, \ldots, I+1 \tag{19}
\end{equation*}
$$

one can show that the potential function $H$ must be multiconvex, but not necessarily convex nor differentiable jointly in its arguments. The aggregate optimization problem

$$
\begin{array}{ll}
\underset{x \in \mathbf{X}}{\operatorname{minimize}} & \theta(x) \triangleq\left[\varphi(x)+H(x)-\sum_{i=1}^{I} \max _{1 \leq j \leq J_{i}} g_{i j}\left(x^{i}\right)\right]  \tag{20}\\
\text { subject to } & \sum_{i=1}^{I+1} A^{i} x^{i}=b
\end{array}
$$

bears a close connection to the game in terms of their respective directional derivative based stationary solutions. Specifically, assuming that the common function $\varphi(x)$ is differentiable, if a tuple $\left(\bar{x}^{i}\right)_{i=1}^{I+1}$ is a blockwise directional stationary solution of (20) satisfying the condition (2), then each $\bar{x}^{i}$ is a directional stationary solution of the optimization problem (17) for $i \leq I$ and (18) for $i=I+1$. Consequently, via the potential optimization formulation, the combined ADMM-BCD algorithm leads to a provably convergent one-loop best-response iterative algorithm for computing a tuple of strategies satisfying the first-order directional stationarity conditions for each player of the game. This is a significant advance towards solving a generalized Nash game in the presence of nonconvexity and nondifferentiability.
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