# Geck's conjecture and the generalized <br> Gelfand-Graev representations in bad characteristic 

Junbin Dong ${ }^{\text {a }}$, Gao Yang ${ }^{\text {b,* }}$<br>${ }^{\text {a }}$ Institute of Mathematical Sciences, ShanghaiTech University, 393 Middle Huaxia<br>Road, Pudong, Shanghai 201210, PR China<br>${ }^{\text {b }}$ Department of Mathematics, Harbin Engineering University, 145 Nantong Street, Harbin 150001, PR China

## A R T I C L E I N F O

## Article history:

Received 9 October 2019
Received in revised form 17 August 2020
Accepted 26 September 2020
Available online 16 November 2020
Communicated by Zhiwei Yun

## Keywords:

Gelfand-Graev representation
Geck's conjecture
Weighted Dynkin diagram

A B S T R A C T
For a connected reductive algebraic group $G$ defined over a finite field $\mathbb{F}_{q}$, Kawanaka introduced the generalized GelfandGraev representations (GGGRs for short) of the finite group $G\left(\mathbb{F}_{q}\right)$ in the case where $q$ is a power of a good prime for $G$. This representation has been widely studied and used in various contexts. Recently, Geck proposed a conjecture, characterizing Lusztig's special unipotent classes in terms of weighted Dynkin diagrams. Based on this conjecture, he gave a guideline for extending the definition of GGGRs to the case where $q$ is a power of a bad prime for $G$. Here, we will give a proof of Geck's conjecture. Combined with Geck's pioneer work, our proof verifies Geck's conjectural characterization of special unipotent classes, and completes his definition of GGGRs in bad characteristics.
© 2020 Elsevier Inc. All rights reserved.
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## 0. Introduction

0.1. Let $p$ be a prime and $\mathbf{k}=\overline{\mathbb{F}}_{p}$ be an algebraic closure of the field with $p$ elements. Let $G$ be a connected reductive algebraic group over $\mathbf{k}$, which is defined over the finite field $\mathbb{F}_{q} \subseteq \mathbf{k}$, where $q$ is a power of $p$. Let $F: G \rightarrow G$ be the corresponding Frobenius map, and $G^{F}=\{g \in G \mid F(g)=g\}$. Fix an $F$-stable maximal torus $T$ and an $F$ stable Borel subgroup $B$ containing $T$. Let $\Phi$ be the root system of $G$ with respect to $T$, and $\Pi \subseteq \Phi$ be the set of simple roots determined by $B$. Let $\Phi^{+}$(resp. $\Phi^{-}$) be the set of positive (resp. negative) roots with respect to $\Pi$. For each $\alpha \in \Phi$, there is an homomorphism $x_{\alpha}: \mathbf{k}^{+} \rightarrow G, u \mapsto x_{\alpha}(u)$, which is an isomorphism onto its image, and satisfies $t x_{\alpha}(u) t^{-1}=x_{\alpha}(\alpha(t) u)$ for all $t \in T$ and $u \in \mathbf{k}$. Set $U_{\alpha}=\left\{x_{\alpha}(u) \mid u \in \mathbf{k}^{+}\right\}$. Then $G=\left\langle T, U_{\alpha}(\alpha \in \Phi)\right\rangle$.

Let $\mathfrak{g}$ be the Lie algebra of $G$. Let $d_{0} x_{\alpha}: \mathfrak{g} \rightarrow \mathfrak{g}$ be the differential of $x_{\alpha}$, and $\mathfrak{g}_{\alpha}=d_{0} x_{\alpha}(\mathfrak{g})$. Then there is a direct sum decomposition of $\mathfrak{g}$ :

$$
\mathfrak{g}=\mathfrak{t} \oplus \bigoplus_{\alpha \in \Phi} \mathfrak{g}_{\alpha}
$$

where $\mathfrak{t}=\operatorname{Lie}(T)$ is the Cartan subalgebra of $\mathfrak{g}$.
0.2. When $p$ is a good prime for $G$, Kawanaka defined a representation $\Gamma_{C}$ of $G^{F}$, associated to each unipotent $G^{F}$-conjugacy class $C$ in $G^{F}$, see [6-8]. If $C$ consists of regular unipotent elements, then $\Gamma_{C}$ is a Gelfand-Graev representation, as defined in [11]. Thus $\Gamma_{C}$ is called a generalized Gelfand-Graev representation (GGGR for short) for an arbitrary conjugacy class $C$.

The original purpose for Kawanaka to define GGGRs was to prove Ennola's conjecture. Far beyond this proof, GGGRs have been applied to many other areas of representation theory of finite groups of Lie type, see a survey given by Geck in [2, §1].

When $p$ is a bad prime for $G$, one can not expect good definitions of GGGRs for all unipotent elements in $G^{F}$ according to some easy examples. However it seems reasonable to restrict oneself to those unipotent classes which "come form characteristic 0 ". In the paper [2], Geck proposed a guideline to a good definition of GGGRs which we will explain briefly in the following.
0.3. Let $\Delta$ be the set of weighted Dynkin diagrams. Any Dynkin diagram $d \in \Delta$ is a map $d: \Phi \rightarrow \mathbb{Z}$ satisfying:
(a) $d(-\alpha)=-d(\alpha)$ for all $\alpha \in \Phi$ and $d(\alpha+\beta)=d(\alpha)+d(\beta)$ for all $\alpha, \beta \in \Phi$ such that $\alpha+\beta \in \Phi$.
(b) $d(\alpha) \in\{0,1,2\}$ for every simple root $\alpha \in \Pi$.

Let $d \in \Delta$. For $i \in \mathbb{Z}$, we set $\Phi_{d, i}:=\{\alpha \in \Phi \mid d(\alpha)=i\}$ and define

$$
\mathfrak{g}_{d}(i):= \begin{cases}\bigoplus_{\alpha \in \Phi_{d, i}} \mathfrak{g}_{\alpha} & \text { if } i \neq 0 \\ \mathfrak{t} \oplus \bigoplus_{\alpha \in \Phi_{d, 0}} \mathfrak{g}_{\alpha} & \text { if } i=0\end{cases}
$$

Furthermore we define $U_{d, i}=\left\langle U_{\alpha}\right| \alpha \in \Phi_{d, j}$ for all $\left.j \geq i\right\rangle$. Then put $P_{d}=\left\langle T, U_{\alpha}\right| \alpha \in$ $\Phi_{d, i}$ for all $\left.i \geq 0\right\rangle$, which is a parabolic subgroup of $G$.

The coadjoint action of $G$ on the dual vector space $\mathfrak{g}^{*}$ of $\mathfrak{g}$ is denoted as $g \cdot \xi$, and defined by $(g \cdot \xi)(y)=\xi\left(\operatorname{Ad}\left(g^{-1}\right)(y)\right)$ for $g \in G, \xi \in \mathfrak{g}^{*}$ and $y \in \mathfrak{g}$. Let $\dagger: \mathfrak{g} \rightarrow \mathfrak{g}$ be an opposition $\mathbb{F}_{q}$-automorphism, as defined in [5]. It will induce a map $\dagger: \mathfrak{g}^{*} \rightarrow \mathfrak{g}^{*}$, defined by $\xi^{\dagger}(y)=\xi\left(y^{\dagger}\right)$ for $\xi \in \mathfrak{g}^{*}$ and $y \in \mathfrak{g}$. Let $G_{\xi}=\{g \in G \mid g \cdot \xi=\xi\}$ for $\xi \in \mathfrak{g}^{*}$.

For $d \in \Delta$ and given a homomorphism $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$, we obtain an alternating form $\sigma_{\lambda}: \mathfrak{g}_{d}(1) \times \mathfrak{g}_{d}(1) \rightarrow \mathbf{k}$. Following [2], we call $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ in sufficiently general position, if the following conditions (K1) and (K2) hold.
(K1) $G_{\lambda^{\dagger}} \subseteq P_{d}$, where $\lambda$ is regarded as an element of $\mathfrak{g}^{*}$ whose restriction on $\mathfrak{g}_{d}(i)$ is zero for all $i \neq 2$.
(K2) If $\mathfrak{g}_{d}(1) \neq\{0\}$, then the radical of $\sigma_{\lambda}: \mathfrak{g}_{d}(1) \times \mathfrak{g}_{d}(1) \rightarrow \mathbf{k}$ is zero.
For $d \in \Delta$, if there exists $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ in sufficiently general position, then the GGGR $\Gamma_{d, \lambda}$ can be defined through the process described in [2, §2.8]. Thus the existence of $\lambda$ in sufficiently general position becomes the key point in defining a GGGR.

By the arguments in [2, Remarks 3.6-3.7], we have the following properties:
(A1) the set of $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ satisfying (K1) is open dense in $\operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$;
(A2) the set of $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ satisfying (K2) is open in $\operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$.
Consequently,
(A3) there exists $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ in sufficiently general position if and only if there exists $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ satisfying (K2).

On the existence of $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ satisfying (K2), Geck proposed several conjectures which we will prove in this paper.
0.4. Let $\mathfrak{C}$ be the set of unipotent classes coming from characteristic 0 , as defined in $[2, \S 3.1]$. Then $\mathfrak{C}$ can be identified with $\Delta$. Let $\mathfrak{C}_{\text {spec }}$ be the set of special unipotent orbits, and $\Delta_{\text {spec }}$ be the subset of $\Delta$ which is identified with $\mathfrak{C}_{\text {spec }}$.

For any positive integer $n$, there exists a canonical map

$$
\Psi_{n}: \operatorname{Irr}\left(G^{F^{n}}\right) \rightarrow\left\{F^{n}-\text { stable unipotent classes }\right\}
$$

sending an irreducible representation of $G^{F^{n}}$ to its unipotent support, see [9, §13.4], [10] and $[2, \S 4.1]$. By [4, Remark 3.9], the image of this map is contained in $\mathfrak{C}$. So the map $\Psi_{n}$ induces a map

$$
\widetilde{\Psi}_{n}: \operatorname{Irr}\left(G^{F^{n}}\right) \rightarrow \Delta
$$

Let $\Delta_{\mathbf{k}}=\bigcup_{n \in \mathbb{Z}_{+}} \operatorname{Im} \widetilde{\Psi}_{n}$.
Conjecture 0.5. [2, Conjecture 4.9] Let $d \in \Delta$. Then $d \in \Delta_{\mathbf{k}}$ if and only if either $\mathfrak{g}_{d}(1)=$ $\{0\}$, or there exists $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ satisfying (K2).

When $p$ is good for $G$, we have $\Delta=\Delta_{\mathbf{k}}$, and there always exists $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ in sufficiently general position (see [2, Remarks 3.5, 4.2(b)]). Thus Conjecture 0.5 holds. By [2, Corollary 5.11], Conjecture 0.5 holds for $G$ of exceptional type $G_{2}, F_{4}, E_{6}, E_{7}$ or $E_{8}$. Now we are going to prove Conjecture 0.5 for $G$ of classical type $B_{n}, C_{n}$ or $D_{n}$ and $p$ being bad for $G$.
0.6. Geck also formulated another conjecture [2, Conjecture 4.10] to determine the special weighted Dynkin diagram which can be regarded as an integral version of Conjecture 0.5.

Let $G_{0}$ be a connected reductive algebraic group over $\mathbb{C}$ of the same type as $G$ and let $\mathfrak{g}_{0}$ be its Lie algebra. For $d \in \Delta$ and $i=1,2$, put

$$
\mathfrak{g}_{\mathbb{Z}, d}(i)=\left\langle e_{\alpha} \mid d(\alpha)=i\right\rangle_{\mathbb{Z}} \subseteq \mathfrak{g}_{0} .
$$

Given a homomorphism $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$, we obtain an alternating form $\sigma_{\lambda}$ : $\mathfrak{g}_{\mathbb{Z}, d}(1) \times \mathfrak{g}_{\mathbb{Z}, d}(1) \rightarrow \mathbb{Z}$ and then we may consider its Gram matrix

$$
\mathscr{G}_{d, \lambda}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in \Phi_{d, 1}} .
$$

If this matrix $\mathscr{G}_{d, \lambda}$ has determinant $\pm 1$, then we say that $\sigma_{\lambda}$ is non-degenerate over $\mathbb{Z}$. We often say $\lambda$ is non-degenerate if there is no confusion.

Conjecture 0.7. [2, Conjecture 4.10] Let $d \in \Delta$. Then $d \in \Delta_{\text {spec }}$ if and only if either $\mathfrak{g}_{\mathbb{Z}, d}(1)=\{0\}$, or there exists a homomorphism $\lambda: \mathfrak{g}_{\mathbb{Z}, d}(2) \rightarrow \mathbb{Z}$ such that $\sigma_{\lambda}$ is nondegenerate over $\mathbb{Z}$.

As explained before, we only have to prove Conjecture 0.5 under the assumption that $G$ is of classical type $B_{n}, C_{n}$ or $D_{n}$, and $p$ is bad for $G$. Under this assumption, according to [2, Proposition 4.3], we have $\Delta_{\mathbf{k}}=\Delta_{\text {spec }}$. We formulate the following theorem (Theorem 0.8) which implies Conjecture 0.5 and Conjecture 0.7 for $G$ of classical type $A_{n}, B_{n}, C_{n}$ or $D_{n}$. Note that type $A_{n}$ for Conjecture 0.5 is already valid, but it is of independent interest for Conjecture 0.7.

Theorem 0.8. Assume that $G$ is of classical type $A_{n}, B_{n}, C_{n}$ or $D_{n}$. Let $d \in \Delta$.
(1) If $d \in \Delta_{\text {spec }}$, then $\mathfrak{g}_{\mathbb{Z}, d}(1)=\{0\}$, or there exists a non-degenerate $\lambda \in$ $\operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$.
(2) If $d \notin \Delta_{\text {spec }}$ and char $\mathbf{k}=2$, then $\operatorname{det} \mathscr{G}_{d, \lambda}=0$ for any $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$.

With Conjecture 0.5 proved, we complete Geck's definition of GGGR in bad characteristics.
0.9. This paper is organized as follows. Section 1 contains some preliminaries, as well as some reductions of Geck's conjecture. Section 2 deals with the determinant of certain symmetric matrices over a field with even characteristic. In Section 3 we give the proof of Geck's conjecture in the type $A$ case. To deal with the type $B, C, D$ cases, we introduce the notion of faithful maps and show that the proof can be reduced to considering the faithful maps. Then Sections 5 to 8 are devoted to the proof of Geck's conjecture through case by case discussions. In the last section we give some remarks.

Notations: (1) Let $a, b \in \mathbb{Z}$. We write $a \equiv b$ if $a-b \in 2 \mathbb{Z}$.
(2) If $a \leq b$, then we denote the set $\{i \in \mathbb{Z} \mid a \leq i \leq b\}$ as $[a, b]$.
(3) Write $\beta \in \Phi$ as $\beta=\sum_{\alpha \in \Pi} k_{\alpha} \alpha$ for $k_{\alpha} \in \mathbb{Z}$, then $k_{\alpha}$ is the multiplicity of $\alpha \in \Pi$ in $\beta$, denoted as $[\beta: \alpha]$.
(4) Let $\mathscr{P}_{n}$ be the set of partitions of $n$, for any positive integer $n$.
(5) For $r \in \mathbb{R}$, we denote $\lfloor r\rfloor$ the maximal integer less than $r$.

## 1. Preliminaries

### 1.1. Root system

We always follow the notation and definitions given in [2]. As defined in Section 0, there is a direct sum decomposition of $\mathfrak{g}$ :

$$
\mathfrak{g}=\mathfrak{t} \oplus \bigoplus_{\alpha \in \Phi} \mathfrak{g}_{\alpha}
$$

where $\mathfrak{t}=\operatorname{Lie}(T)$ is the Cartan subalgebra of $\mathfrak{g}$. For each simple Lie algebra we can fix a choice of simple roots $\Pi$ and positive roots $\Phi^{+}$. In this paper we consider the simple Lie algebra of classical types $A_{n}, B_{n}, C_{n}$ and $D_{n}$. So we list their root systems here for convenience.
(1) The fundamental system of type $A_{n}$ is


Then the positive roots with the above fundamental system is

$$
\Phi^{+}=\left\{\varepsilon_{i}-\varepsilon_{j}, 1 \leq i<j \leq n+1\right\} .
$$

(2) The fundamental system of type $C_{n}$ is


Then the positive roots with the above fundamental system is

$$
\Phi^{+}=\left\{\varepsilon_{i} \pm \varepsilon_{j}, 1 \leq i<j \leq n ; 2 \varepsilon_{k}, 1 \leq k \leq n\right\}
$$

(3) The fundamental system of type $B_{n}$ is


Then the positive roots with the above fundamental system is

$$
\Phi^{+}=\left\{\varepsilon_{i} \pm \varepsilon_{j}, 1 \leq i<j \leq n ; \varepsilon_{k}, 1 \leq k \leq n\right\}
$$

(4) The fundamental system of type $D_{n}$ is


Then the positive roots with the above fundamental system is

$$
\Phi^{+}=\left\{\varepsilon_{i} \pm \varepsilon_{j}, 1 \leq i<j \leq n\right\}
$$

### 1.2. Weighted Dynkin diagram

Let $G_{0}$ be a connected reductive algebraic group over $\mathbb{C}$ of the same type as $G$ and let $\mathfrak{g}_{0}$ be its Lie algebra. Then by the classical Dynkin-Kostant theory, the nilpotent $\operatorname{Ad}\left(G_{0}\right)$ orbits in $\mathfrak{g}_{0}$ are parameterized by weighted Dynkin diagrams. If $G_{0}$ is a simple algebraic group, then the corresponding set $\Delta$ of weighted Dynkin diagrams is explicitly known in all cases. For convenience, we put here, the descriptions of the set $\Delta$ of weighted Dynkin diagrams of classical types, and the set $\Delta_{\text {spec }}$ of special weighted Dynkin diagrams of types $B_{n}, C_{n}$ and $D_{n}$, which are given in [1, §13.1].

Type $A_{n}$ : The weighted Dynkin diagrams are parametrized by $\mathscr{P}_{n+1}$ when the group $G_{0}$ is simple of type $A_{n}$. Let $\mu=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{k}\right) \in \mathscr{P}_{n+1}$. For each elementary division $\mu_{i}$, we take the set of integers $\mu_{i}-1, \mu_{i}-3, \ldots, 3-\mu_{i}, 1-\mu_{i}$. We take the union of these sets for all elementary divisors and write this union as $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{n+1}\right\}$ with $\xi_{1} \geq \xi_{2} \geq \cdots \geq \xi_{n+1}$. Then the corresponding weighted Dynkin diagram is


Type $C_{n}$ : The weighted Dynkin diagrams are parametrized by the pairs of partitions $(\mu, \nu)$ with $|\mu|+|\nu|=n$ where $\nu$ has distinct parts. For such a partition $(\mu, \nu)$, write $\mu=\left(\mu_{1}, \mu_{2}, \cdots, \mu_{k}\right), \nu=\left(\nu_{1}, \nu_{2}, \cdots, \nu_{l}\right)$ and consider the elementary divisors $\mu_{1}, \mu_{1}, \mu_{2}, \mu_{2}, \ldots, \mu_{k}, \mu_{k}$, together with $2 \nu_{1}, 2 \nu_{2}, \ldots, 2 \nu_{l}$. Arrange them as an ordered sequence $\mathfrak{d}=\left(m_{1}, m_{2}, \ldots\right)$, where $m_{1} \leq m_{2} \leq \cdots$. For each elementary divisor $m$ in $\mathfrak{d}$, we take the set of integers $m-1, m-3, \ldots, 3-m, 1-m$. We take the union of these sets for all elementary divisors and write this union as $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{2 n}\right\}$ with $\xi_{1} \geq \xi_{2} \geq \cdots \geq \xi_{2 n}$. Then the associated weighted Dynkin diagram is


Denote this weighted Dynkin diagram as $d \in \Delta$. Then $d$ is special if and only if the following condition is satisfied:
$\left(\boldsymbol{\top}_{C}\right)$ Between any two consecutive odd elementary divisors $2 i+1,2 j+1$ in $\mathfrak{d}$ with $i<j$, there is an even number of even divisors, and after the largest odd divisor there is an even number of even divisors.

Type $B_{n}$ : The weighted Dynkin diagrams are parametrized by the pairs of partitions $(\mu, \nu)$ with $2|\mu|+|\nu|=2 n+1$ where $\nu$ has distinct odd parts. For such a partition $(\mu, \nu)$, write $\mu=\left(\mu_{1}, \mu_{2}, \cdots, \mu_{k}\right), \nu=\left(\nu_{1}, \nu_{2}, \cdots, \nu_{l}\right)$ and consider the elementary divisors $\mu_{1}, \mu_{1}, \mu_{2}, \mu_{2}, \ldots, \mu_{k}, \mu_{k}$, together with $\nu_{1}, \nu_{2}, \ldots, \nu_{l}$. Arrange them as an ordered sequence $\mathfrak{d}=\left(m_{1}, m_{2}, \ldots\right)$, where $m_{1} \leq m_{2} \leq \cdots$. For each elementary divisor $m$ in $\mathfrak{d}$, we take the set of integers $m-1, m-3, \ldots, 3-m, 1-m$. We take the union of these sets for all elementary divisors and write this union as $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{2 n+1}\right\}$ with $\xi_{1} \geq \xi_{2} \geq \cdots \geq \xi_{2 n+1}$. Then the associated weighted Dynkin diagram is


Denote this weighted Dynkin diagram as $d \in \Delta$. Then $d$ is special if and only if the following condition is satisfied:
$\left(\boldsymbol{\top}_{B}\right)$ Between any two consecutive even elementary divisors of $\mathfrak{d}$ there is an even number of odd divisors, and after the largest even divisors there is an odd number of odd divisors.

Type $D_{n}$ : The weighted Dynkin diagrams are parametrized by the pairs of partitions $(\mu, \nu)$ with $2|\mu|+|\nu|=2 n$ where $\nu$ has distinct odd parts. For such a partition $(\mu, \nu)$, write $\mu=\left(\mu_{1}, \mu_{2}, \cdots, \mu_{k}\right), \nu=\left(\nu_{1}, \nu_{2}, \cdots, \nu_{l}\right)$ and consider the elementary divisors $\mu_{1}, \mu_{1}, \mu_{2}, \mu_{2}, \ldots, \mu_{k}, \mu_{k}$, together with $\nu_{1}, \nu_{2}, \ldots, \nu_{l}$. Arrange them as an ordered sequence $\mathfrak{d}=\left(m_{1}, m_{2}, \ldots\right)$, where $m_{1} \leq m_{2} \leq \cdots$. For each elementary divisor $m$ in $\mathfrak{d}$, we take the set of integers $m-1, m-3, \ldots, 3-m, 1-m$. We take the union of these sets for
all elementary divisors and write this union as $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{2 n}\right\}$ with $\xi_{1} \geq \xi_{2} \geq \cdots \geq \xi_{2 n}$. Then the associated weighted Dynkin diagram is

or


If there is some odd part in $(\mu, \nu)$ then $\xi_{n}=0$ and so the diagrams are the same. If $\nu$ is empty and all parts of $\mu$ are even then $\xi_{n} \neq 0$ and we obtained two weighted Dynkin diagrams associate to the same $(\mu, \nu)$.

Denote this weighted Dynkin diagram as $d \in \Delta$. Then $d$ is special if and only if the following condition is satisfied:
$\left(\boldsymbol{\omega}_{D}\right)$ Between any two consecutive even elementary divisors of $\mathfrak{d}$ there is an even number of odd divisors, and after the largest even divisor there is an even number of odd divisors.

### 1.3. Gram matrix

Let $d \in \Delta$ and assume that $\mathfrak{g}_{d}(1) \neq\{0\}$. (So $\mathfrak{g}_{\mathbb{Z}, d}(1) \neq\{0\}$.) Given a linear map $\lambda$ : $\mathfrak{g}_{d}(2) \rightarrow \mathbf{k}\left(\right.$ resp. $\left.\lambda: \mathfrak{g}_{\mathbb{Z}, d}(2) \rightarrow \mathbb{Z}\right)$, we obtain an alternating form $\sigma_{\lambda}: \mathfrak{g}_{d}(1) \times \mathfrak{g}_{d}(1) \rightarrow \mathbf{k}$ (resp. $\left.\sigma_{\lambda}: \mathfrak{g}_{\mathbb{Z}, d}(1) \times \mathfrak{g}_{\mathbb{Z}, d}(1) \rightarrow \mathbb{Z}\right)$, and as in Section 0, we denote its Gram matrix as $\mathscr{G}_{d, \lambda}$.

Write $\Phi_{d, 1}=\left\{\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right\}$ and $\Phi_{d, 2}=\left\{\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m}\right\}$. The entries of $\mathscr{G}_{d, \lambda}$ are given as follows. We set $x_{l}:=\lambda\left(e_{\gamma_{l}}\right)$ for $1 \leq l \leq m$. For $1 \leq i, j \leq k$, we define an element $\nu_{i j} \in \mathbf{k}$ (resp. $\nu_{i j} \in \mathbb{Z}$ ) as follows. If $\beta_{i}+\beta_{j} \notin \Phi$, then $\nu_{i j}=0$. Otherwise, there is a unique $l(i, j) \in\{1,2, \ldots, m\}$ and some $\nu_{i j} \in \mathbf{k}$ (resp. $\nu_{i j} \in \mathbb{Z}$ ) such that $\left[e_{\beta_{i}}, e_{\beta_{j}}\right]=\nu_{i j} e_{\gamma_{l(i, j)}}$. Then we have

$$
\left(\mathscr{G}_{d, \lambda}\right)_{i j}=\sigma_{\lambda}\left(e_{\beta_{i}}, e_{\beta_{j}}\right)= \begin{cases}x_{l(i, j)} \nu_{i j} & \text { if } \beta_{i}+\beta_{j} \in \Phi \\ 0 & \text { otherwise }\end{cases}
$$

For convenience of later computation, we can choose $e_{\alpha}$ in $\mathfrak{g}_{\alpha}$ for each $\alpha \in \Phi$, which satisfies:

$$
\left[e_{\alpha}, e_{\beta}\right]= \begin{cases}0 & \text { if } \alpha+\beta \notin \Phi \\ \pm(r+1) e_{\alpha+\beta} & \text { if } \alpha+\beta \in \Phi\end{cases}
$$

where $r$ is the greatest integer such that $\beta-r \alpha \in \Phi$. For the type $A$ case, such integer $r$ is always zero. For other classical cases (types $B, C, D$ ), such integer $r \in\{0,1\}$.

### 1.4. Reduction of the main theorem

To prove Theorem 1.5, we do some reduction first. Put $\Delta^{o}=\left\{d \in \Delta \mid \max _{\alpha \in \Pi} d(\alpha)=1\right\}$. The elements in $\Delta^{o}$ are called odd weighted Dynkin diagrams. We show that to prove Theorem 0.8, it is enough to consider the odd weighted Dynkin diagrams.

For a fixed simple root system $\Pi$ of classical type and given a partition (type $A$ ) or a bipartition (type $B, C, D$ ) associated to a unipotent class, we have a corresponding set of elementary divisors $\mathfrak{d}$. Then we can construct a weighted Dynkin diagram $d \in \Delta$ from $\mathfrak{d}$. Now we assume that $d \in \Delta \backslash\left(\Delta^{o} \cup 0\right)$, i.e. $d(\alpha)=2$ for some $\alpha \in \Pi$.

Suppose that $\mathfrak{d}=\left(1^{m_{1}} 2^{m_{2}} \ldots r^{m_{r}}\right)$ with $m_{r} \neq 0$. Since $d \in \Delta \backslash\left(\Delta^{o} \cup 0\right)$, the maximal integer $s<r$ such that $m_{s} \neq 0$ has to satisfy $s<r-1$. Then we set $t=r-2\left\lfloor\frac{r-s}{2}\right\rfloor$ and $m_{t}=m_{r}$. Now we consider a new set of elementary divisors $\mathfrak{d}^{\prime}=\left(1^{m_{1}} 2^{m_{2}} \ldots s^{m_{s}} t^{m_{t}}\right)$. By its construction, it is not difficult to check that the set of elementary divisors $\mathfrak{d}^{\prime}$ comes from an appropriate partition (or a bipartition). Thus $\mathfrak{d}^{\prime}$ also gives a weighted Dynkin diagram $d^{\prime} \in \Delta^{\prime}$ of a simple root system whose rank is smaller than the original simple root system. Therefore to study the Gram matrix $\mathscr{G}_{d, \lambda}$ can be reduced to study the Gram matrix $\mathscr{G}_{d^{\prime}, \lambda^{\prime}}$ where $\lambda^{\prime}$ is the restriction of $\lambda$. Moreover $d \in \Delta$ is special if and only if $d^{\prime} \in \Delta^{\prime}$ is special. Such reduction process can go on until $d$ becomes an odd weighted Dynkin diagram or $d(\Pi)=\{0\}$. When $d(\Pi)=\{0\}, d$ is special and $\mathfrak{g}_{d}(1)=\{0\}$. Thus Theorem 0.8 will be implied by the following Theorem.

Theorem 1.5. Assume that $G$ is of classical type $A_{n}, B_{n}, C_{n}$ or $D_{n}$. Let $d \in \Delta^{o}$, which implies that $\mathfrak{g}_{d}(1) \neq\{0\}$.
(1) If $d \in \Delta_{\text {spec }}$, then there exists a non-degenerate $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$.
(2) If $d \notin \Delta_{\text {spec }}$ and char $\mathbf{k}=2$, then $\operatorname{det} \mathscr{G}_{d, \lambda}=0$ for any $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$.

In the following sections we will prove Theorem 1.5 through case by case discussions. For (1), we will construct a non-degenerate $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$ explicitly when $d \in$ $\Delta_{\text {spec }}$. For (2), we need to calculate the determinant of symmetric matrices over $\mathbf{k}$ when char $\mathbf{k}=2$; the properties of this type of matrices will be given in the next section.

## 2. Matrices over a field of even characteristic

The only bad prime is 2 for classical groups of types $B, C$ and $D$. So in this section we study the determinant of certain symmetric matrices over a field of even characteristic. Throughout this section, we assume that char $\mathbf{k}=2$.

For $A \in M_{m \times n}(\mathbf{k})$ and $B \in M_{l \times n}(\mathbf{k})$ with $m \leq l$, we denote the rows of $A$ by $A_{1}, A_{2}, \ldots A_{m}$ and the rows of $B$ by $B_{1}, B_{2}, \ldots, B_{l}$. Denote $A \prec B$ if there exists an injective map $\tau:[1, m] \rightarrow[1, l]$, satisfying $A_{i}=B_{\tau(i)}$ for $i \in[1, m]$.

We give the following lemma, whose proof is easy, and thus omitted here.
Lemma 2.1. Let $m \in 2 \mathbb{N}$, and $A \in M_{m}(\mathbf{k})$. Assume that $A$ is symmetric with all diagonal elements zero and that $\operatorname{det} A=0$. Let $X=\left\{x \in \mathbf{k}^{m} \mid A^{t} x=0\right\}$. Then $\operatorname{dim} X \geq 2$.

Proposition 2.2. Let $n, N \in \mathbb{Z}_{+}$and $\Gamma \in\{2 n, 2 n+1\}$. For $r \in[1, N]$, let $k_{r} \in \mathbb{Z}_{+}$, $m_{r} \in[1,2 n]$, and $A_{r} \in M_{m_{r} \times \Gamma}(\mathbf{k})$. Assume that $m_{r}<m_{s}$ and $A_{r} \prec A_{s}$ for $r<s$ in $[1, N]$. Let $E_{i, j}^{r, s} \in M_{\Gamma}(\mathbf{k})$, for $r, s \in[1, N], i \in\left[1, k_{r}\right], j \in\left[1, k_{s}\right]$, which is of the form

$$
E_{i, j}^{r, s}= \begin{cases}\left(\begin{array}{cc}
0 & e_{i, j}^{r, s} I_{n} \\
e_{i, j}^{r, s} I_{n} & 0
\end{array}\right) & \text { if } \Gamma=2 n \\
0 & 0 \\
\left(\begin{array}{ccc}
0 \\
0 & 0 & e_{i, j}^{r, s} I_{n} \\
0 & e_{i, j}^{r, s} I_{n} & 0
\end{array}\right) & \text { if } \Gamma=2 n+1,\end{cases}
$$

where $e_{i, j}^{r, s}=e_{j, i}^{s, r} \in \mathbf{k}$. Let

$$
\begin{aligned}
& S_{i, i}=\left(\begin{array}{cc:cc:cc:cc}
0 & A_{i, 1} & 0 & 0 & \cdots & \cdots & 0 & 0 \\
{ }^{t} A_{i, 1} & 0 & 0 & E_{1,2}^{i, i} & \cdots & \cdots & 0 & E_{1, k_{i}}^{i, i} \\
\hdashline 0 & 0 & 0 & A_{i, 2} & \cdots & \cdots & 0 & 0 \\
0 & E_{2,1}^{i, i} & { }^{t} A_{i, 2} & 0 & \cdots & \cdots & 0 & E_{2, k_{i}}^{i, i} \\
\hdashline \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\hdashline 0 & 0 & 0 & 0 & \cdots & \cdots & 0 & A_{i, k_{i}} \\
0 & E_{k_{i}, 1}^{i, i} & 0 & E_{k_{i}, 2}^{i, i} & \cdots & \cdots & A_{i, k_{i}} & 0
\end{array}\right) \text { for } i \in[1, N], \\
& S_{i, j}=\left(\begin{array}{cc:cc:cc:cc}
0 & 0 & 0 & 0 & \cdots & \cdots & 0 & 0 \\
0 & E_{1,1}^{i, j} & 0 & E_{1,2}^{i, j} & \cdots & \cdots & 0 & E_{1, k_{j}}^{i, j} \\
\hdashline 0 & 0 & 0 & 0 & \cdots & \cdots & 0 & 0 \\
0 & E_{2,1}^{i, j} & 0 & E_{2,2}^{i, j} & \cdots & \cdots & 0 & E_{2, k_{j}}^{i, j} \\
\hdashline \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\hdashline 0 & 0 & 0 & 0 & \cdots & \cdots & 0 & 0 \\
0 & E_{k_{i}, 1}^{i, j} & 0 & E_{k_{i}, 2}^{i, j} & \cdots & \cdots & 0 & E_{k_{i}, k_{j}}^{i, j}
\end{array}\right) \quad \text { for } i \neq j \text { in }[1, N],
\end{aligned}
$$

where $A_{r, i}=A_{r}$ for $i \in\left[1, k_{r}\right]$, and $S$ be the blocked matrix $\left(S_{i, j}\right)_{i, j \in[1, N]}$. Then $\operatorname{det} S=0$ if one of the following conditions is satisfied:
(1) $\Gamma=2 n, m_{r}$ is even for $r \in[1, N]$ and there exists $\sigma \in[1, N]$ with $k_{\sigma}$ odd and $m_{\sigma}<2 n$;
(2) $\Gamma=2 n$, and there exits $\sigma \in[1, N]$ with $m_{\sigma}$ odd;
(3) $\Gamma=2 n+1$, and $m_{\sigma}$ is even for some $\sigma \in[1, N]$.

Proof. Let $Z$ be a row vector of proper size, satisfying $S^{t} Z=0$. It is enough to show that $Z$ can be taken nonzero.
(1) For $r \in[1, N]$ and $i \in\left[1, k_{r}\right]$, write $A_{r i}=\left(X_{r i}, Y_{r i}\right)$, where $X_{r i}, Y_{r i} \in M_{m_{r} \times n}(\mathbf{k})$; as $A_{r, i}=A_{r}$, we can denote $X_{r i}, Y_{r, i}$ as $X_{r}, Y_{r}$ respectively. Write $Z=\left(Z_{1}, \cdots, Z_{N}\right)$, with

$$
Z_{r}=\left(T_{r 1}, U_{r 1}, V_{r 1}, \cdots, T_{r, k_{r}}, U_{r, k_{r}}, V_{r, k_{r}}\right)
$$

where $T_{r i} \in \mathbf{k}^{m_{r}}, U_{r i}, V_{r i} \in \mathbf{k}^{n}$ are row vectors, for $r \in[1, N]$ and $i \in\left[1, k_{r}\right]$. It is clear that, $S^{t} Z=0$ is equivalent to the following system of linear equations:

$$
\left\{\begin{align*}
X_{r i}{ }^{t} U_{r i}+Y_{r i}{ }^{t} V_{r i} & =0  \tag{2.2.1}\\
{ }^{t} X_{r i}{ }^{t} T_{r i}+\sum_{s, j} e_{i, j}^{r, s}\left({ }^{t} V_{s j}\right) & =0 \\
{ }^{t} Y_{r i}{ }^{t} T_{r i}+\sum_{s, j} e_{i, j}^{r, s}\left({ }^{t} U_{s j}\right) & =0
\end{align*}\right.
$$

for $r \in[1, N]$ and $i \in\left[1, k_{r}\right]$. Without loss of generality, in the following we assume that $\sigma$ is the minimal integer such that $k_{\sigma}$ is odd and $m_{\sigma}<2 n$.

We let

$$
E=\left(\begin{array}{ccc}
E^{1,1} & \cdots & E^{1, \sigma} \\
\cdots & \cdots & \cdots \\
E^{\sigma, 1} & \cdots & E^{\sigma, \sigma}
\end{array}\right)
$$

where

$$
E^{i, j}=\left(\begin{array}{ccc}
e_{1,1}^{i, j} & \cdots & e_{1, k_{j}}^{i, j} \\
\cdots & \cdots & \cdots \\
e_{k_{i}, 1}^{i, j} & \cdots & e_{k_{i}, k_{j}}^{i, j}
\end{array}\right)
$$

for $i, j \in[1, \sigma]$ and $e_{l, l}^{i, i}=0$ for $i \in[1, \sigma], l \in\left[1, k_{i}\right]$. Since $m_{\sigma}<2 n$, there exist row vectors $U_{\sigma}, V_{\sigma} \in \mathbf{k}^{n}$, not both 0 , such that $X_{\sigma}{ }^{t} U_{\sigma}+Y_{\sigma}{ }^{t} V_{\sigma}=0$. Since $k_{\sigma}$ is odd, $E$ is a symmetric matrix of odd degree with diagonal elements zero. As char $\mathbf{k}=2$, there exists a nonzero row vector

$$
W=\left(w_{11}, \cdots, w_{1, k_{1}}, \cdots, w_{\sigma, 1}, \cdots, w_{\sigma, k_{\sigma}}\right) \in \mathbf{k}^{k_{1}+\cdots+k_{\sigma}}
$$

satisfying $E^{t} W=0$.
Now we set

$$
\begin{array}{ll}
T_{r, i}=0 & \text { for } r \in[1, N], i \in\left[1, k_{r}\right], \\
U_{r, i}=V_{r, i}=0 & \text { for } r \in[\sigma+1, N], i \in\left[1, k_{r}\right], \\
U_{r, i}=w_{r, i} U_{\sigma}, V_{r, i}=w_{r, i} V_{\sigma} & \text { for } r \in[1, \sigma], i \in\left[1, k_{r}\right]
\end{array}
$$

The vector $Z$ thus obtained satisfies $Z \neq 0$ and $S^{t} Z=0$.
(2) Completely as in (1), we get the equivalence between $S^{t} Z=0$ and the system of linear equations (2.2.1). Since $X_{\sigma}{ }^{t} Y_{\sigma}+Y_{\sigma}{ }^{t} X_{\sigma}$ is a symmetric matrix with diagonals zero, and its rank $m_{\sigma}$ is odd, there exists a nonzero row vector $H_{\sigma} \in \mathbf{k}^{m_{\sigma}}$ such that

$$
\left(X_{\sigma}{ }^{t} Y_{\sigma}+Y_{\sigma}{ }^{t} X_{\sigma}\right)^{t} H_{\sigma}=0
$$

We set

$$
U_{\sigma, i}=U_{\sigma}=H_{\sigma} Y_{\sigma} \text { and } V_{\sigma, i}=V_{\sigma}=H_{\sigma} X_{\sigma} \text { for } i \in\left[1, k_{\sigma}\right] .
$$

If $U_{\sigma}=V_{\sigma}=0$, then set

$$
\begin{array}{ll}
T_{r, i}=0 & \text { for } r \in[1, N], r \neq \sigma, i \in\left[1, k_{r}\right], \\
T_{\sigma, i}=H_{\sigma} & \text { for } i \in\left[1, k_{\sigma}\right], \\
U_{r, i}=V_{r, i}=0 & \text { for } r \in[1, N], i \in\left[1, k_{r}\right] .
\end{array}
$$

The matrix $Z$ thus obtained is nonzero and satisfies $S^{t} Z=0$.
If $U_{\sigma} \neq 0$ or $V_{\sigma} \neq 0$, then put

$$
E=\left(\begin{array}{ccc}
E^{1,1} & \cdots & E^{1, \sigma} \\
\cdots & \cdots & \cdots \\
E^{\sigma-1,1} & \cdots & E^{\sigma-1, \sigma}
\end{array}\right)
$$

where

$$
E^{i, j}=\left(\begin{array}{ccc}
e_{1,1}^{i, j} & \cdots & e_{1, k_{j}}^{i, j} \\
\cdots & \cdots & \cdots \\
e_{k_{i}, 1}^{i, j} & \cdots & e_{k_{i}, k_{j}}^{i, j}
\end{array}\right)
$$

for $i \in[1, \sigma-1]$ and $j \in[1, \sigma]$. Since $E$ is not of full column rank, there exists

$$
W=\left(w_{1,1}, \cdots, w_{1, k_{1}}, \cdots, w_{\sigma, 1}, \cdots, w_{\sigma, k_{\sigma}}\right) \in \mathbf{k}^{k_{1}+\cdots+k_{\sigma}}
$$

satisfying $W \neq 0$ and $E^{t} W=0$.
Let $d_{r, i}=\sum_{s \in[1, \sigma], j \in\left[1, k_{s}\right]} e_{i, j}^{r, s} w_{s, j}$ for $r \in[\sigma, N]$ and $i \in\left[1, k_{r}\right]$. For $r \in[\sigma, N]$, since $A_{\sigma} \prec A_{r}$, through adding a certain number of 0 's in the end of $H_{\sigma}$, we can get a vector $H_{r} \in \mathbf{k}^{m_{r}}$ satisfying

$$
{ }^{t} X_{r}{ }^{t} H_{r}={ }^{t} X_{\sigma}{ }^{t} H_{\sigma}, \quad{ }^{t} Y_{r}{ }^{t} H_{r}={ }^{t} Y_{\sigma}{ }^{t} H_{\sigma}
$$

Set

$$
\begin{array}{ll}
T_{r, i}=0 & \text { for } r \in[1, \sigma-1], i \in\left[1, k_{r}\right], \\
T_{r, i}=d_{r, i} H_{r} & \text { for } r \in[\sigma, N], i \in\left[1, k_{r}\right], \\
U_{r, i}=V_{r, i}=0 & \text { for } r \in[\sigma+1, N], i \in\left[1, k_{r}\right], \\
U_{r, i}=w_{r, i} U_{\sigma}, V_{r, i}=w_{r, i} V_{\sigma}, & \text { for } r \in[1, \sigma], i \in\left[1, k_{r}\right] .
\end{array}
$$

The vector $Z$ thus obtained satisfies $Z \neq 0$ and $S^{t} Z=0$
(3) For $r \in[1, N]$ and $i \in\left[1, k_{r}\right]$, write $A_{r i}=\left(P_{r i}, X_{r i}, Y_{r i}\right)$, where $X_{r i}, Y_{r i} \in M_{m_{r} \times n}(\mathbf{k})$, $P_{r i} \in M_{m_{r} \times 1}(\mathbf{k}) ;$ as $A_{r, i}=A_{r}$, we can denote by $X_{r, i}, Y_{r, i}, P_{r, i}$ as $X_{r}, Y_{r}, P_{r}$ respectively. Write $Z=\left(Z_{1}, \cdots, Z_{N}\right)$, with

$$
Z_{r}=\left(T_{r 1}, \chi_{r 1}, U_{r 1}, V_{r 1}, \cdots, T_{r, k_{r}}, \chi_{r, k_{r}}, U_{r, k_{r}}, V_{r, k_{r}}\right)
$$

where $T_{r i} \in \mathbf{k}^{m_{r}}, U_{r i}, V_{r i} \in \mathbf{k}^{n}$ are row vectors, and $\chi_{r i} \in \mathbf{k}$ for $r \in[1, N]$ and $i \in\left[1, k_{r}\right]$. It is clear that, $S^{t} Z=0$ is equivalent to the following system of linear equations:

$$
\left\{\begin{array}{l}
\chi_{r i} P_{r, i}+X_{r i}{ }^{t} U_{r i}+Y_{r i}{ }^{t} V_{r i}=0  \tag{2.2.2}\\
{ }^{t} X_{r i}{ }^{t} T_{r i}+\sum_{s, j} e_{i, j}^{r, s}\left({ }^{t} V_{s j}\right)=0 \\
\left.{ }^{t} Y_{r i}{ }^{t} T_{r i}+\sum_{s, j} e_{i, j}^{r, s}{ }^{t} U_{s j}\right)=0 \\
{ }^{t} P_{r i}{ }^{t} T_{r i}=0
\end{array}\right.
$$

for $r \in[1, N]$ and $i \in\left[1, k_{r}\right]$.
If $X_{\sigma}{ }^{t} Y_{\sigma}+Y_{\sigma}{ }^{t} X_{\sigma}$ is invertible, we set

$$
\eta_{\sigma}=\left(X_{\sigma}{ }^{t} Y_{\sigma}+Y_{\sigma}{ }^{t} X_{\sigma}\right)^{-1} P_{\sigma} .
$$

We let $U_{\sigma}={ }^{t} \eta_{\sigma} Y_{\sigma}$ and $V_{\sigma}={ }^{t} \eta_{\sigma} X_{\sigma}$. Since $\left(X_{\sigma}{ }^{t} Y_{\sigma}+Y_{\sigma}{ }^{t} X_{\sigma}\right)^{-1}$ is a symmetric matrix with diagonal elements zero, it is easy to check that ${ }^{t} P_{\sigma} \eta_{\sigma}=0$. As in the proof of (2), we put

$$
E=\left(\begin{array}{ccc}
E^{1,1} & \cdots & E^{1, \sigma} \\
\cdots & \cdots & \cdots \\
E^{\sigma-1,1} & \cdots & E^{\sigma-1, \sigma}
\end{array}\right)
$$

where

$$
E^{i, j}=\left(\begin{array}{ccc}
e_{1,1}^{i, j} & \cdots & e_{1, k_{j}}^{i, j} \\
\cdots & \cdots & \cdots \\
e_{k_{i}, 1}^{i, j} & \cdots & e_{k_{i}, k_{j}}^{i, j}
\end{array}\right)
$$

for $i \in[1, \sigma-1]$ and $j \in[1, \sigma]$. Since $E$ is not of full column rank, there exists

$$
W=\left(w_{1,1}, \cdots, w_{1, k_{1}}, \cdots, w_{\sigma, 1}, \cdots, w_{\sigma, k_{\sigma}}\right) \in \mathbf{k}^{k_{1}+\cdots+k_{\sigma}}
$$

satisfying $W \neq 0$ and $E^{t} W=0$. Let $d_{r, i}=\sum_{s \in[1, \sigma], j \in\left[1, k_{s}\right]} e_{i, j}^{r, s} w_{s, j}$ for $r \in[\sigma, N]$ and $i \in\left[1, k_{r}\right]$. For $r \in[\sigma, N]$, since $A_{\sigma} \prec A_{r}$, through adding a certain number of 0 's in the end of $\eta_{\sigma}$, we can get a column vector $\eta_{r} \in \mathbf{k}^{m_{r}}$ satisfying

$$
{ }^{t} P_{r} \eta_{r}=0, \quad{ }^{t} X_{\sigma} \eta_{\sigma}={ }^{t} X_{r} \eta_{r}, \quad{ }^{t} Y_{\sigma} \eta_{\sigma}={ }^{t} Y_{r} \eta_{r}
$$

Set

$$
\begin{array}{ll}
\chi_{r, i}=w_{r, i} & \text { for } r \in[1, \sigma], i \in\left[1, k_{r}\right] \\
\chi_{r, i}=0 & \text { for } r \in[\sigma+1, N], i \in\left[1, k_{r}\right] \\
U_{r, i}=w_{r, i} U_{\sigma}, V_{r, i}=w_{r, i} V_{\sigma} & \text { for } r \in[1, \sigma], i \in\left[1, k_{r}\right], \\
U_{r, i}=V_{r, i}=0 & \text { for } r \in[\sigma+1, N], i \in\left[1, k_{r}\right], \\
T_{r, i}=0 & \text { for } r \in[1, \sigma-1], i \in\left[1, k_{r}\right], \\
T_{r, i}=d_{r, i} \eta_{r} & \text { for } r \in[\sigma, N], i \in\left[1, k_{r}\right] .
\end{array}
$$

The vector $Z$ thus obtained satisfies $Z \neq 0$ and $S^{t} Z=0$.
If $X_{\sigma}{ }^{t} Y_{\sigma}+Y_{\sigma}{ }^{t} X_{\sigma}$ is not invertible, then the space

$$
\left\{\xi \in \mathbf{k}^{m_{\sigma}} \mid\left(X_{\sigma}{ }^{t} Y_{\sigma}+Y_{\sigma}{ }^{t} X_{\sigma}\right)^{t} \xi=0\right\}
$$

is of dimension $\geq 2$ by Lemma 2.1, as $m_{\sigma}$ is even. Since char $\mathbf{k}=2$, we can find a nonzero row vector $\xi_{\sigma}$ such that

$$
\left(X_{\sigma}{ }^{t} Y_{\sigma}+Y_{\sigma}{ }^{t} X_{\sigma}\right)^{t} \xi_{\sigma}=0 \text { and }{ }^{t} P_{\sigma}{ }^{t} \xi_{\sigma}=0 .
$$

We set each $\chi_{r i}=0$, then the proof follows exactly as the proof of (2). Therefore the proposition is proved.

## 3. Type $A$

### 3.1. Odd weighted Dynkin diagram

In this section we deal with the type $A$ case. In this case all weighted Dynkin diagrams are special and thus it is enough to prove that $\mathfrak{g}_{\mathbb{Z}, d}(1)=\{0\}$, or there exists a nondegenerate $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$ for each $d \in \Delta$. Now assume that the simple Lie algebra $\mathfrak{g}$ is of type $A_{n}$ and all the simple roots are $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}$ and thus all positive roots can be denoted by $\varepsilon_{i, j}=\alpha_{i}+\alpha_{i+1}+\cdots+\alpha_{j}$ with $1 \leq i \leq j \leq n$.

We can identify the weighted Dynkin diagram $d \in \Delta^{o}$ with the sequence

$$
\left(i_{r}=0, i_{r-1}, i_{r-2}, \cdots, i_{1}, i_{1}^{\prime}, \cdots, i_{r-2}^{\prime}, i_{r-1}^{\prime}, i_{r}^{\prime}=n+1\right)
$$

of integers, where $\left\{i_{l}, i_{l}^{\prime} \mid l \in[1, r-1]\right\}=\left\{i \in[1, n] \mid d\left(\alpha_{i}\right)=1\right\}$, satisfying the following conditions (1)-(3):
(1) $1 \leq i_{r-1}<i_{r-2}<\cdots<i_{1}<i_{1}^{\prime}<\cdots<i_{r-2}^{\prime}<i_{r-1}^{\prime} \leq n$,
(2) $s_{l}=s_{l}^{\prime}$ for $l=2,3, \cdots, r$,
(3) $s_{l+2} \leq s_{l}$ for $1 \leq l \leq r-2$,
where $s_{l}=i_{l-1}-i_{l}, s_{l}^{\prime}=i_{l}^{\prime}-i_{l-1}^{\prime}$ for $l=2,3, \cdots, r$ and $s_{1}=i_{1}^{\prime}-i_{1}$.
In fact, suppose that $\mu=\left(1^{m_{1}} 2^{m_{2}} \ldots r^{m_{r}}\right) \in \mathscr{P}_{n+1}$, where $m_{r} \geq 1$, gives the weighted Dynkin diagram $d \in \Delta$ as above. According to the discussion in Section 1.4, it is easy to see that $d \in \Delta^{o}$ if and only if $m_{r-1} \geq 1$ in the partition $\mu$.

For this partition $\mu=\left(1^{m_{1}} 2^{m_{2}} \ldots r^{m_{r}}\right)$, we set

$$
a_{l}= \begin{cases}m_{l}+m_{l+2}+\cdots+m_{r} & \text { if } r \equiv l \\ m_{l}+m_{l+2}+\cdots+m_{r-1} & \text { if } r-1 \equiv l .\end{cases}
$$

Then the sequence of integers

$$
\left(i_{r}=0, i_{r-1}, i_{r-2}, \cdots, i_{1}, i_{1}^{\prime}, \cdots, i_{r-2}^{\prime}, i_{r-1}^{\prime}, i_{r}^{\prime}=n+1\right)
$$

corresponding to the weighted Dynkin diagram $d \in \Delta^{o}$ associated to $\mu$ satisfies that $s_{l}=s_{l}^{\prime}=a_{l}$ for $l=2,3, \ldots, n$ and $s_{1}=a_{1}$. Using this idea, we can also identify a weighted Dynkin diagram with certain sequence of integers when we consider the type $B, C$ and $D$ cases later.

### 3.2. Blocks of Gram matrix

In order to prove Theorem 1.5, we have to look for a non-degenerate $\lambda \in$ $\operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$. Our idea is to divide the set $\Phi_{d, 1}$ into disjoint subsets and consider the submatrices of the Gram matrix corresponding to these subsets. For the construction of equivalence classes, we define maps between subsets of $\Phi_{d, 1}$.

Write $\left(i_{r}, i_{r-1}, \cdots, i_{1}, i_{1}^{\prime}, \cdots, i_{r-1}^{\prime}, i_{r}^{\prime}\right)$ as $\left(j_{1}, j_{2}, \cdots, j_{r}, j_{r+1}, \cdots, j_{2 r-1}, j_{2 r}\right)$. For $k \in$ [2, $2 r-2$ ], we put

$$
\mathcal{X}_{k}=\left\{a \in[1, n] \mid j_{k-1}<a \leq j_{k} \text { and } a>j_{k}+j_{k+1}-j_{k+2}\right\},
$$

and let $\varphi_{k}(a)=j_{k}+j_{k+1}-a$ for $a \in \mathcal{X}_{k}$. We set

$$
X_{k}=\left\{\varepsilon_{a b} \mid j_{k-1}<a \leq j_{k} \leq b<j_{k+1}, a \in \mathcal{X}_{k}\right\} \subseteq \Phi_{d, 1}
$$

and define the "right transformation":

$$
\mathscr{R}_{k}: X_{k} \rightarrow \Phi_{d, 1}, \varepsilon_{a b} \mapsto \varepsilon_{b+1, \varphi_{k}(a)}
$$

for $k \in[2,2 r-2]$. Put

$$
\mathcal{X}=\bigsqcup_{k \in[2,2 r-2]} \mathcal{X}_{k}, \quad X=\bigsqcup_{k \in[2,2 r-2]} X_{k} .
$$

Thus we can define $\varphi: \mathcal{X} \rightarrow[1, n]$ sending $a \in \mathcal{X}_{k}$ to $\varphi_{k}(a)$ and a map $\mathscr{R}: X \rightarrow \Phi_{d, 1}$, sending $\varepsilon_{a b} \in X_{k}$ to $\mathscr{R}_{k}\left(\varepsilon_{a b}\right)$ for $k \in[2,2 r-2]$.

Similarly, we put

$$
\mathcal{Y}_{k}=\left\{b \in[1, n] \mid j_{k}<b \leq j_{k+1} \text { and } b<j_{k}+j_{k-1}-j_{k-2}\right\}
$$

for $k \in[2,2 r-2]$, and let $\psi_{k}(b)=j_{k}+j_{k-1}-b$ for $b \in \mathcal{Y}_{k}$. We set

$$
Y_{k}=\left\{\varepsilon_{a b} \mid j_{k-1}<a \leq j_{k} \leq b<j_{k+1}, b \in \mathcal{Y}_{k}\right\} \subseteq \Phi_{d, 1}
$$

and define the "left transformation":

$$
\mathscr{L}_{k}: Y_{k} \rightarrow \Phi_{d, 1}, \varepsilon_{a b} \mapsto \varepsilon_{\psi_{k}(b), a-1}
$$

for $k \in[2,2 r-2]$. Put

$$
\mathcal{Y}=\bigsqcup_{k \in[2,2 r-2]} \mathcal{Y}_{k}, \quad Y=\bigsqcup_{k \in[2,2 r-2]} Y_{k} .
$$

Thus we can define $\psi: \mathcal{Y} \rightarrow[1, n]$ sending $b \in \mathcal{X}_{k}$ to $\psi_{k}(b)$ and a map $\mathscr{L}: Y \rightarrow \Phi_{d, 1}$, sending $\varepsilon_{a b} \in Y_{k}$ to $\mathscr{L}_{k}\left(\varepsilon_{a b}\right)$.

For $\varepsilon_{a b} \in \Phi_{d, 1}$, if $b<i_{1}^{\prime}=j_{r+1}$, then $\varepsilon_{a b} \in X$. On the other hand for $\varepsilon_{a b} \in \Phi_{d, 1}$, if $a>i_{1}=j_{r}$, then $\varepsilon_{a b} \in Y$. So we see that $X \cup Y=\Phi_{d, 1}$. Let $\tau:[1, n] \rightarrow[1, n], a \mapsto n+1-a$ be an involution on $[1, n]$. By symmetry, there exists a $1-1$ correspondence between $X$ and $Y$, corresponding $\varepsilon_{a b} \in X$ to $\varepsilon_{\tau(b) \tau(a)} \in Y$.

Let $\varepsilon_{a b} \in X \backslash Y$ and we define the $\mathscr{R}$-orbit of $\varepsilon_{a b}$

$$
X_{a b}=\left\{\varepsilon_{a b}, \mathscr{R}\left(\varepsilon_{a b}\right), \cdots, \mathscr{R}^{m-1}\left(\varepsilon_{a b}\right)\right\},
$$

where $m \in \mathbb{N}$ is maximal with $\mathscr{R}^{m-1}\left(\varepsilon_{a b}\right) \in X$. It can be written as

$$
\varepsilon_{a, b} \xrightarrow{\mathscr{R}} \varepsilon_{b+1, \varphi(a)} \xrightarrow{\mathscr{R}} \varepsilon_{\varphi(a)+1, \varphi(b)-1} \xrightarrow{\mathscr{R}} \varepsilon_{\varphi(b), \varphi^{2}(a)-1} \xrightarrow{\mathscr{R}} \varepsilon_{\varphi^{2}(a), \varphi^{2}(b)} \xrightarrow{\mathscr{R}} \ldots
$$

Similarly for $\varepsilon_{a b} \in Y \backslash X$, we also define the $\mathscr{L}$-orbit of $\varepsilon_{a b}$

$$
Y_{a b}=\left\{\varepsilon_{a b}, \mathscr{L}\left(\varepsilon_{a b}\right), \cdots, \mathscr{L}^{l-1}\left(\varepsilon_{a b}\right)\right\}
$$

where $l \in \mathbb{N}$ is maximal with $\mathscr{R}^{l-1}\left(\varepsilon_{a b}\right) \in Y$. It can be written as

$$
\varepsilon_{a, b} \stackrel{\mathscr{L}}{\longrightarrow} \varepsilon_{\psi(b), a-1} \stackrel{\mathscr{L}}{\longrightarrow} \varepsilon_{\psi(a)+1, \psi(b)-1} \stackrel{\mathscr{L}}{\longrightarrow} \varepsilon_{\psi^{2}(b)+1, \psi(a)} \xrightarrow{\mathscr{L}} \varepsilon_{\psi^{2}(a), \psi^{2}(b)} \xrightarrow{\mathscr{L}} \ldots
$$

By symmetry we see that $X_{a b}=Y_{\tau(b) \tau(a)}$ or $X_{a b} \cap Y_{\tau(b) \tau(a)}=\emptyset$. For convenience, we set

$$
\begin{aligned}
& \Omega^{0}=\left\{(a, b) \in[1, n] \times[1, n] \mid \varepsilon_{a b} \in X \backslash Y, X_{a b}=Y_{\tau(b) \tau(a)}\right\} \\
& \Omega^{1}=\left\{(a, b) \in[1, n] \times[1, n] \mid \varepsilon_{a b} \in X \backslash Y, X_{a b} \cap Y_{\tau(b) \tau(a)}=\emptyset \text { and }\left|X_{a b}\right| \text { is odd }\right\}, \\
& \Omega^{2}=\left\{(a, b) \in[1, n] \times[1, n] \mid \varepsilon_{a b} \in X \backslash Y, X_{a b} \cap Y_{\tau(b) \tau(a)}=\emptyset \text { and }\left|X_{a b}\right| \text { is even }\right\} .
\end{aligned}
$$

We put $M_{a b}=X_{a b} \cup Y_{\tau(b) \tau(a)}$ and set $\Omega=\Omega^{0} \cup \Omega^{1} \cup \Omega^{2}$. It is noticed that $\Phi_{d, 1}=X \cup Y$. Then we can divide $\Phi_{d, 1}$ as

$$
\Phi_{d, 1}=\bigsqcup_{(a, b) \in \Omega} M_{a b}
$$

Lemma 3.3. Let $(a, b) \in \Omega^{1}$, which implies that $\left|X_{a b}\right|=m$ is odd. Then there exists $a$ unique integer s such that

$$
\mathscr{R}^{m-1}\left(\varepsilon_{a b}\right)+\mathscr{L}^{s}\left(\varepsilon_{\tau(b) \tau(a)}\right) \in \Phi_{d, 2} .
$$

Moreover such integer s is even.
Proof. Denote $\varepsilon_{a_{k}, b_{k}}=\mathscr{R}^{k-1}\left(\varepsilon_{a, b}\right)$ for $k=1,2, \ldots, m$. By symmetry it is easy to see that

$$
\varepsilon_{\tau\left(b_{k}\right), \tau\left(a_{k}\right)}=\mathscr{L}^{k-1}\left(\varepsilon_{\tau(b) \tau(a)}\right) .
$$

Note that there exists an integer $l$ such that

$$
i_{l-1}^{\prime}<a_{m}<i_{l}^{\prime} \leq b_{m}<i_{l+1}^{\prime}
$$

So we have

$$
j_{r+l-1}<a_{m}<j_{r+l} \leq b_{m}<j_{r+l+1} .
$$

We will show that $l$ is an odd integer. Now suppose that $l$ is even, then $\tau\left(a_{m}\right)=\psi^{x}\left(a_{m}\right)$ for some odd integer $x$. We consider the $\mathscr{L}$-orbit of $\varepsilon_{a_{m}, b_{m}}$ which is

$$
\begin{aligned}
\varepsilon_{a_{m}, b_{m}} & \stackrel{\mathscr{L}}{\longrightarrow} \varepsilon_{\psi\left(b_{m}\right), a_{m}-1} \stackrel{\mathscr{L}}{ } \varepsilon_{\psi\left(a_{m}\right)+1, \psi\left(b_{m}\right)-1} \stackrel{\mathscr{L}}{ } \varepsilon_{\psi^{2}\left(b_{m}\right)+1, \psi\left(a_{m}\right)} \\
& \stackrel{\mathscr{L}}{ } \varepsilon_{\psi^{2}\left(a_{m}\right), \psi^{2}\left(b_{m}\right)} \stackrel{\mathscr{L}}{\longrightarrow} \ldots
\end{aligned}
$$

Then $\varepsilon_{\psi^{x+1}\left(b_{m}\right)+1, \psi^{x}\left(a_{m}\right)}$ must be in this orbit. Since $\varepsilon_{a_{m}, b_{m}}$ is not in $X, a_{m}$ is not in $\mathcal{X}_{r+l}$. So $\tau\left(a_{m}\right)=\psi^{x}\left(a_{m}\right)$ is not in $Y_{l}$. Therefore we have

$$
\varepsilon_{\psi^{x+1}\left(b_{m}\right)+1, \psi^{x}\left(a_{m}\right)}=\varepsilon_{a, b},
$$

which implies that the cardinality of the $\mathscr{R}$-orbit of $\varepsilon_{a b}$ is even. Thus we get a contradiction. So the integer $l$ is odd and $\tau\left(b_{m}\right)=\psi^{y}\left(b_{m}\right)$ for some odd integer $y$. It is not difficult to see that

$$
\varepsilon_{\varphi^{y}\left(\tau\left(b_{m}\right)\right), \varphi^{y+1}\left(\tau\left(a_{m}\right)\right)-1}=\varepsilon_{b_{m}, \varphi^{y+1}\left(\tau\left(a_{m}\right)\right)-1}
$$

is in the $\mathscr{R}$-orbit of $\varepsilon_{\tau\left(b_{m}\right), \tau\left(a_{m}\right)}$. Note that the $\mathscr{R}$-orbit of $\varepsilon_{\tau\left(b_{m}\right), \tau\left(a_{m}\right)}$ is the same as $\mathscr{L}$-orbit of $\varepsilon_{\tau(b), \tau(a)}$. Therefore there exists a unique integer $s$ such that

$$
\mathscr{L}^{s}\left(\varepsilon_{\tau(b) \tau(a)}\right)=\varepsilon_{b_{m}, \varphi^{y+1}\left(\tau\left(a_{m}\right)\right)-1} .
$$

So for such integer $s$ we have

$$
\mathscr{R}^{m-1}\left(\varepsilon_{a b}\right)+\mathscr{L}^{s}\left(\varepsilon_{\tau(b) \tau(a)}\right) \in \Phi_{d, 2} .
$$

Moreover it is not difficult to see that $m-1-s=2 y$ which is even. As $m$ is odd, $s$ must be even.

For $(a, b) \in \Omega^{1}$, we denote

$$
\mathscr{R}^{m-1}\left(\varepsilon_{a b}\right)+\mathscr{L}^{s}\left(\varepsilon_{\tau(b) \tau(a)}\right) \in \Phi_{d, 2}
$$

in Lemma 3.3 as $\varpi_{a b}$. It is noticed that $\varpi_{a b}$ and $\varpi_{a^{\prime} b^{\prime}}$ may be the same for $(a, b) \neq\left(a^{\prime}, b^{\prime}\right)$ in $\Omega^{1}$.

### 3.4. Proof of Theorem 1.5 for type $A$

Now we give the proof of our main theorem for type $A$. We put

$$
\begin{aligned}
& \Lambda_{a b}= \\
& \left\{\begin{array}{l}
\left\{\mathscr{R}^{k-1}\left(\varepsilon_{a b}\right)+\mathscr{R}^{k}\left(\varepsilon_{a b}\right) \mid k \in\left[1,\left|X_{a b}\right|-1\right]\right\} \\
\quad \text { if }(a, b) \in \Omega^{0}, \\
\left\{\mathscr{R}^{k-1}\left(\varepsilon_{a b}\right)+\mathscr{R}^{k}\left(\varepsilon_{a b}\right), \mathscr{L}^{k}\left(\varepsilon_{\tau(b) \tau(a)}\right)+\mathscr{L}^{k-1}\left(\varepsilon_{\tau(b) \tau(a)}\right) \mid k \in\left[1,\left|X_{a b}\right|-1\right]\right\} \bigcup\left\{\varpi_{a b}\right\} \\
\quad \text { if }(a, b) \in \Omega^{1}, \\
\left\{\mathscr{R}^{k-1}\left(\varepsilon_{a b}\right)+\mathscr{R}^{k}\left(\varepsilon_{a b}\right), \mathscr{L}^{k}\left(\varepsilon_{\tau(b) \tau(a)}\right)+\mathscr{L}^{k-1}\left(\varepsilon_{\tau(b) \tau(a)}\right) \mid k \in\left[1,\left|X_{a b}\right|-1\right]\right\} \\
\quad \text { if }(a, b) \in \Omega^{2},
\end{array}\right.
\end{aligned}
$$

and define $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$ by

$$
\lambda\left(e_{\alpha}\right)= \begin{cases}1 & \text { if } \alpha \in \bigcup_{(a, b) \in \Omega} \Lambda_{a b}, \\ 0 & \text { if } \alpha \in \Phi_{d, 2} \backslash \bigcup_{(a, b) \in \Omega} \Lambda_{a b}\end{cases}
$$

Then

$$
\operatorname{det} \mathscr{G}_{d, \lambda}= \pm \prod_{(a, b) \in \Omega} \operatorname{det} \mathscr{G}_{a b}
$$

where $\mathscr{G}_{a b}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in M_{a b}}$ for each $(a, b) \in \Omega$.
When $(a, b) \in \Omega^{0}$, the cardinality $\left|X_{a b}\right|$ is even by symmetry. Then it is easy to notice that $\operatorname{det} \mathscr{G}_{a b} \in\{ \pm 1\}$. When $(a, b) \in \Omega^{1}$, we write down the matrix $\mathscr{G}_{a b}$ and do cofactor expansion of the determinant $\operatorname{det} \mathscr{G}_{a b}$. Using the result of Lemma 3.3, it is checked that $\operatorname{det} \mathscr{G}_{a b} \in\{ \pm 1\}$. When $(a, b) \in \Omega^{2}$, there are two cases. In the first case, the only subdiagonal of the matrix $\mathscr{G}_{a b}$ is $\pm 1$, then the form of this matric $\mathscr{G}_{a b}$ is the same as $\mathscr{G}_{c d}$ for $(c, d) \in \Omega^{0}$. In the second case, the form of the matrix $\mathscr{G}_{a b}$ is the same as $\mathscr{G}_{c d}$ for $(c, d) \in \Omega^{1}$. In both cases, we know that $\operatorname{det} \mathscr{G}_{a b} \in\{ \pm 1\}$. Therefore the map $\lambda: \mathfrak{g}_{\mathbb{Z}, d}(2) \rightarrow \mathbb{Z}$ we consider here satisfies that $\sigma_{\lambda}$ is non-degenerate over $\mathbb{Z}$.

Therefore we have proved Theorem 1.5 (1). As every weighted Dynkin diagram is special in the type $A$ case, Theorem 1.5 has been proved in this case.

## 4. Faithful map

### 4.1. Odd weights of types $C, B$ and $D$

Let $\mathfrak{g}$ be the simple Lie algebra of type $C_{n}$ over $\mathbf{k}$. The weighted Dynkin diagram associated to the pairs of partition $(\mu, \nu)$ with $|\mu|+|\nu|=n$ where $\nu$ has distinct parts are given in Section 1.2. We can identify $\Delta^{o}$ with the set of sequences $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ of integers, satisfying the following conditions (1)-(4):
(1) $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n-1$,
(2) $s_{l} \leq s_{l+2}$ for $l \in[1, k-2]$,
(3) $s_{l} \equiv 0$ for $l \in[1, k]$ with $l \equiv k-1$,
(4) $s_{k-1} \leq 2\left(n-i_{k}\right)$,
where $s_{1}=i_{1}$ and $s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$, through identifying $d \in \Delta^{o}$ with $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ where $\left\{i_{l} \mid l \in[1, k]\right\}=\left\{i \in[1, n] \mid d\left(\alpha_{i}\right)=1\right\}$.

Let $\mathfrak{g}$ be the simple Lie algebra of type $B_{n}$ over $\mathbf{k}$. The set $\Delta$ of weighted Dynkin diagrams is given in Section 1.2. It is clear that we can identify $\Delta^{o}$ with the set of sequences $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ of integers, satisfying the following (1)-(4):
(1) $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$,
(2) $s_{l} \leq s_{l+2}$ for $l \in[1, k-2]$,
(3) $s_{l} \equiv 0$ for $l \in[1, k]$ with $l \equiv k$,
(4) $s_{k-1} \leq 2\left(n-i_{k}\right)+1$,
where $s_{1}=i_{1}$ and $s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$, through identifying $d \in \Delta^{o}$ with $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ where $\left\{i_{l} \mid l \in[1, k]\right\}=\left\{i \in[1, n] \mid d\left(\alpha_{i}\right)=1\right\}$.

Let $\mathfrak{g}$ be the simple Lie algebra of type $D_{n}$ over $\mathbf{k}$. The set $\Delta$ of weighted Dynkin diagrams is given in Section 1.2. If $\mathfrak{d}$ is a sequence of elementary divisors defining odd weighted Dynkin diagrams, then the two Dynkin diagrams in (1.2.1) and (1.2.2) coincide. Consequently, the weighted Dynkin diagrams of odd weights can be classified in the following two cases:

and


Thus we can write $\Delta^{o}=\Delta_{1}^{o} \sqcup \Delta_{2}^{o}$, where $\Delta_{1}^{o}$ (resp. $\Delta_{2}^{o}$ ) consists of weighted Dynkin diagrams of the form (4.1.1) (resp. (4.1.2)).

The weighted Dynkin diagram associated to the partition $\left(2^{2 m} 1^{2}\right)$ is special, in this case it is not difficult to see that there exists a non-degenerate $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$. Thus we exclude this situation.

The set $\Delta_{1}^{o}$ can be identified with the set of sequences $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ of integers, satisfying the following conditions (1)-(4):
(1) $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n-3$,
(2) $s_{l} \leq s_{l+2}$ for $l \in[1, k-1]$,
(3) $s_{l} \equiv 0$ for $l \in[1, k+1]$ with $l \equiv k+1$,
(4) $s_{l} \leq 2$ for $l \in[1, k]$ with $l \equiv k$,
where $s_{1}=i_{1}$ and $s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$ and $s_{k+1}=n-1-i_{k}$, through identifying $d \in \Delta_{1}^{o}$ with $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ where $\left\{i_{l} \mid l \in[1, k]\right\}=\left\{i \in[1, n] \mid d\left(\alpha_{i}\right)=1\right\}$.

The set $\Delta_{2}^{o}$ can be identified with the set of sequences $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ of integers, satisfying the following conditions (1)-(4):
(1) $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n-2$,
(2) $s_{l} \leq s_{l+2}$ for $l \in[1, k-2]$,
(3) $s_{l} \equiv 0$ for $l \in[1, k]$ with $l \equiv k$,
(4) $s_{k-1} \leq 2\left(n-i_{k}\right)$,
where $s_{1}=i_{1}$ and $s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$, through identifying $d \in \Delta^{o}$ with $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ where $\left\{i_{l} \mid l \in[1, k]\right\}=\left\{i \in[1, n] \mid d\left(\alpha_{i}\right)=1\right\}$.

### 4.2. Faithful maps

For a fixed simple root system and an odd weighted Dynkin diagram $d=$ $\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o}$, put

$$
Y_{d, l}=\left\{\alpha \in \Phi_{d, 1} \mid\left[\alpha: \alpha_{i_{l}}\right]=1\right\}
$$

for $l \in[1, k]$. Then $\left|Y_{d, l}\right| \leq\left|Y_{d, l+1}\right|$ for $l \in[1, k-1]$. In this subsection, we fix $d=$ $\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o}$, where $k \geq 3$, and $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$, or $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$. Set $s_{1}=i_{1}$, and $s_{j}=i_{j}-i_{j-1}$ for $j \in[2, k]$.

Now we set

$$
\begin{equation*}
\Omega_{l}=\left\{\varepsilon_{s}-\varepsilon_{t} \in \Phi_{d, 2} \mid t-s \leq i_{l+1}-\left(i_{l-1}+1\right)\right\} \tag{4.2.1}
\end{equation*}
$$

for $l \in[1, k-2]$. If

$$
\left\{\gamma \in \Phi_{d, 2} \mid\left[\gamma: \alpha_{i_{l}}\right]=\left[\gamma: \alpha_{i_{l+1}}\right]=1, \lambda\left(e_{\gamma}\right) \neq 0\right\} \subseteq \Omega_{l},
$$

for $l \in[1, k-2]$, then $\lambda$ is said to be faithful.
If $\lambda$ is faithful, then put $Q_{1}=Y_{d, 1}$, and

$$
\begin{aligned}
P_{l} & =\left\{\alpha \in Y_{d, l+1} \mid \text { there exists } \beta \in Q_{l}, \text { such that } \beta+\alpha \in \Omega_{l}\right\}, \\
Q_{l+1} & =Y_{d, l+1} \backslash P_{l}, \\
M_{l+1} & =\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha \in Q_{l}, \beta \in P_{l}},
\end{aligned}
$$

for $l \in[1, k-2]$. Put

$$
\begin{equation*}
M_{k}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in Q_{k-1} \cup Y_{d, k}} \tag{4.2.2}
\end{equation*}
$$

It is convenient to describe the sets $Q_{1}, P_{1}, \cdots, Q_{k-2}, P_{k-2}, Q_{k-1}$ through diagrams. For example, the set $Q_{1}=Y_{d, 1}=\left\{\varepsilon_{s}-\varepsilon_{t} \mid s \in\left[1, i_{1}\right], t \in\left[i_{1}, i_{2}-1\right]\right\}$ is denoted as


Then $Y_{d, 2}=P_{1} \sqcup Q_{2}$ is denoted as follows,

from which we can see that

$$
\begin{aligned}
P_{1} & =\left\{\varepsilon_{s}-\varepsilon_{t} \mid s \in\left[i_{1}+1, i_{2}\right], t \in\left[s_{2}, i_{2}+s_{1}-1\right]\right\} \\
Q_{2} & =\left\{\varepsilon_{s}-\varepsilon_{t} \mid s \in\left[i_{1}+1, i_{2}\right], t \in\left[i_{2}+s_{1}, i_{3}-1\right]\right\}
\end{aligned}
$$

In general, for $l \in[2, k-1]$, the partition of $Y_{d, l}$ into $P_{l-1} \sqcup Q_{l}$ is

if $l \equiv 0$, or

if $l \not \equiv 0$. Thus it is noticed that

$$
\left|P_{l}\right|=\left|Q_{l}\right|= \begin{cases}\sum_{j=1}^{l / 2}\left(s_{2 j+1}-s_{2 j-1}\right) s_{2 j} & \text { if } l \equiv 0 \\ \sum_{j=1}^{(l+1) / 2}\left(s_{2 j}-s_{2 j-2}\right) s_{2 j-1} & \text { if } l \not \equiv 0\end{cases}
$$

for $l \in[1, k-2]$. Consequently,

$$
\begin{equation*}
\operatorname{det} \mathscr{G}_{d, \lambda}= \pm\left(\prod_{l=2}^{k-1} \operatorname{det} M_{l}\right)^{2} \operatorname{det} M_{k} \tag{4.2.3}
\end{equation*}
$$

### 4.3. Isomorphisms

Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o}$, and $\lambda, \lambda^{\prime} \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$. For $\Psi: \mathfrak{g} \rightarrow \mathfrak{g}$ an isomorphism of Lie algebras, if $\Psi\left(\mathfrak{g}_{d}(1)\right)=\mathfrak{g}_{d}(1)$, and

$$
\lambda^{\prime}([\Psi(v), \Psi(w)])=\lambda(v, w)
$$

for all $v, w \in \mathfrak{g}_{d}(1)$, then we call $\Psi:(\mathfrak{g}, d, \lambda) \rightarrow\left(\mathfrak{g}, d, \lambda^{\prime}\right)$ an isomorphism of weighted Lie algebras.

There is a similar definition in the integral case. Let $\lambda, \lambda^{\prime} \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$. For $\Psi: \mathfrak{g}_{0} \rightarrow \mathfrak{g}_{0}$ an isomorphism of Lie algebras, if $\Psi\left(\mathfrak{g}_{\mathbb{Z}, d}(1)\right)=\mathfrak{g}_{\mathbb{Z}, d}(1)$, and

$$
\lambda^{\prime}([\Psi(v), \Psi(w)])=\lambda(v, w)
$$

for all $v, w \in \mathfrak{g}_{\mathbb{Z}, d}(1)$, then we call $\Psi:\left(\mathfrak{g}_{0}, d, \lambda\right) \rightarrow\left(\mathfrak{g}_{0}, d, \lambda^{\prime}\right)$ an isomorphism of weighted Lie algebras.

For $\lambda, \lambda^{\prime} \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)\left(\right.$ resp. $\left.\lambda, \lambda^{\prime} \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}}, d(2), \mathbb{Z}\right)\right)$, it is clear that

$$
\begin{equation*}
\operatorname{det} \mathscr{G}_{d, \lambda}= \pm \operatorname{det} \mathscr{G}_{d, \lambda^{\prime}} \tag{4.3.4}
\end{equation*}
$$

if there exists an isomorphism $\Psi:(\mathfrak{g}, d, \lambda) \rightarrow\left(\mathfrak{g}, d^{\prime}, \lambda^{\prime}\right)\left(\right.$ resp. $\left.\Psi:\left(\mathfrak{g}_{0}, d, \lambda\right) \rightarrow\left(\mathfrak{g}_{0}, d^{\prime}, \lambda^{\prime}\right)\right)$ of weighted Lie algebras.

Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o}$, where $k \geq 2$. Let $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$. For $l \in[1, k-1]$ and $s, t \in\left[i_{l}, i_{l+1}-1\right]$, there are natural isomorphisms as follows. In the following we denote $e_{s, t}=e_{\varepsilon_{s}-\varepsilon_{t}}$ for convenience.
(1) For $\gamma \in \mathbf{k}$, define

$$
\varrho_{s, t}^{\gamma}:(\mathfrak{g}, d, \lambda) \rightarrow\left(\mathfrak{g}, d, \lambda^{\prime}\right)
$$

where

$$
\begin{array}{rlrl}
\varrho_{s, t}^{\gamma}\left(e_{a, s}\right) & =e_{a, s}+\gamma e_{a, t} & & \text { for all } a \in\left[i_{l-1}+1, i_{l}\right], \\
\varrho_{s, t}^{\gamma}\left(e_{t+1, b}\right) & =e_{t+1, b}-\gamma e_{s+1, b} & & \text { for all } b \in\left[i_{l+1}, i_{l+2}-1\right] \text { if } l \leq k-2, \\
& & \text { or for all } b \in\left[i_{k}, 2 n-i_{k}-1\right] \text { if } l=k-1, \\
\varrho_{s, t}^{\gamma}\left(e_{\alpha}\right) & =e_{\alpha} & & \text { for other } \alpha \in \Phi_{d, 1},
\end{array}
$$

and

$$
\begin{array}{rlrl}
\lambda^{\prime}\left(e_{a^{\prime}, s}\right) & =\lambda\left(e_{a^{\prime}, s}\right)-\gamma \lambda\left(e_{a^{\prime}, t}\right) & & \text { for all } a^{\prime} \in\left[i_{l-2}+1, i_{l-1}\right] \text { if } l \geq 2, \\
\lambda^{\prime}\left(e_{t+1, b^{\prime}}\right) & =\lambda\left(e_{t+1, b^{\prime}}\right)+\gamma \lambda\left(e_{s+1, b^{\prime}}\right) & \text { for all } b^{\prime} \in\left[i_{l+2}, i_{l+3}-1\right] \text { if } l \leq k-3, \\
& & \text { or for all } b^{\prime} \in\left[i_{k}, 2 n-i_{k}-1\right] \text { if } l=k-2, \\
\lambda^{\prime}\left(e_{\beta}\right) & =\lambda\left(e_{\beta}\right) & & \text { for other } \beta \in \Phi_{d, 2} .
\end{array}
$$

Denote this $\lambda^{\prime}$ as $\varrho_{s, t}^{\gamma}(\lambda)$. When $\gamma=1$, write $\varrho_{s, t}^{\gamma}$ as $\varrho_{s, t}$.
(2) Define

$$
\varsigma_{s, t}:(\mathfrak{g}, d, \lambda) \rightarrow\left(\mathfrak{g}, d, \lambda^{\prime}\right)
$$

where

$$
\begin{array}{rlrl}
\varsigma_{s, t}\left(e_{a, s}\right) & =e_{a, t} & \text { for all } a \in\left[i_{l-1}+1, i_{l}\right], \\
\varsigma_{s, t}\left(e_{t+1, b}\right) & =e_{s+1, b} & \text { for all } b \in\left[i_{l+1}, i_{l+2}-1\right] \text { if } l \leq k-2, \\
& & \text { or for all } b \in\left[i_{k}, 2 n-i_{k}-1\right] \text { if } l=k-1, \\
\varsigma_{s, t}\left(e_{\alpha}\right) & =e_{\alpha} & & \text { for other } \alpha \in \Phi_{d, 1},
\end{array}
$$

and

$$
\begin{aligned}
\lambda^{\prime}\left(e_{a^{\prime}, s}\right)=\lambda\left(e_{a^{\prime}, t}\right) & \text { for all } a^{\prime} \in\left[i_{l-2}+1, i_{l-1}\right] \text { if } l \geq 2, \\
\lambda^{\prime}\left(e_{t+1, b^{\prime}}\right)=\lambda\left(e_{s+1, b^{\prime}}\right) & \text { for all } b^{\prime} \in\left[i_{l+2}, i_{l+3}-1\right] \text { if } l \leq k-3, \\
& \quad \text { or for all } b^{\prime} \in\left[i_{k}, 2 n-i_{k}-1\right] \text { if } l=k-2, \\
\lambda^{\prime}\left(e_{\beta}\right)=\lambda\left(e_{\beta}\right) \quad & \text { for other } \beta \in \Phi_{d, 2} .
\end{aligned}
$$

Denote this $\lambda^{\prime}$ as $\varsigma_{s, t}(\lambda)$.
Similarly,

$$
\begin{aligned}
\varrho_{s, t} & :\left(\mathfrak{g}_{0}, d, \lambda\right) \\
\varsigma_{s, t} & \rightarrow\left(\mathfrak{g}_{0}, d, \varrho_{s, t}(\lambda)\right) \\
0, \lambda) & \rightarrow\left(\mathfrak{g}_{0}, d, \varsigma_{s, t}(\lambda)\right)
\end{aligned}
$$

are defined for $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$.
Lemma 4.4. Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o}$, and $l \in[2, k-1]$. Let $t_{1}, t_{2} \in\left[i_{l}, i_{l+1}-1\right]$, $t_{1} \neq t_{2}$, and $s \in\left[i_{l-2}+1, i_{l-1}\right]$. For $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$, if $\lambda\left(e_{s, t_{1}}\right) \neq 0$, then we can find a sequence of maps

$$
\varpi_{1}, \varpi_{2}, \cdots, \varpi_{u}
$$

with $\varpi_{i} \in\left\{\varrho_{t_{1}, t_{2}}^{ \pm 1}, \varsigma_{t_{1}, t_{2}}\right\}$ for $i \in[1, u]$, and $\varpi_{u} \cdots \varpi_{2} \varpi_{1}(\lambda)\left(e_{s, t_{1}}\right)=0$.
Proof. If $\lambda\left(e_{s, t_{2}}\right)=0$, then $\varsigma_{t_{1}, t_{2}}(\lambda)\left(e_{s, t_{1}}\right)=0$, and the lemma is proved. Now suppose $\lambda\left(e_{s, t_{2}}\right) \neq 0$. We show the result using induction on $\left|\lambda\left(e_{s, t_{2}}\right)\right|$.

If $\left|\lambda\left(e_{s, t_{2}}\right)\right| \leq\left|\lambda\left(e_{s, t_{1}}\right)\right|$, then take $\varpi_{1} \in\left\{\varrho_{t_{1}, t_{2}}^{ \pm 1}\right\}$, such that

$$
\left|\varpi_{1}(\lambda)\left(e_{s, t_{1}}\right)\right|=\left|\lambda\left(e_{s, t_{1}}\right)\right|-\left|\lambda\left(e_{s, t_{2}}\right)\right|<\left|\lambda\left(e_{s, t_{1}}\right)\right| .
$$

So the lemma follows by induction.
If $\left|\lambda\left(e_{s, t_{2}}\right)\right|>\left|\lambda\left(e_{s, t_{1}}\right)\right|$, then take $m \in \mathbb{Z}_{+}$, satisfying

$$
m\left|\lambda\left(e_{s, t_{1}}\right)\right| \leq\left|\lambda\left(e_{s, t_{2}}\right)\right|<(m+1)\left|\lambda\left(e_{s, t_{1}}\right)\right| .
$$

Then we can take $\varpi_{1}, \cdots, \varpi_{m} \in\left\{\varrho_{t_{1}, t_{2}}^{ \pm 1}\right\}$, such that

$$
\left|\varpi_{m} \cdots \varpi_{1} \varsigma_{t_{1}, t_{2}}(\lambda)\left(e_{s, t_{1}}\right)\right|=\left|\lambda\left(e_{s, t_{2}}\right)\right|-m\left|\lambda\left(e_{s, t_{1}}\right)\right|<\left|\lambda\left(e_{s, t_{1}}\right)\right| .
$$

The lemma follows by induction.

Lemma 4.5. Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o}$, where $k \geq 3$.
(1) Let $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$. There exists a faithful map $\lambda^{\prime} \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$, and an isomorphism $\Psi:(\mathfrak{g}, d, \lambda) \rightarrow\left(\mathfrak{g}, d, \lambda^{\prime}\right)$ of weighted Lie algebras.
(2) Let $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$. There exists a faithful map $\lambda^{\prime} \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$, and an isomorphism $\Psi:\left(\mathfrak{g}_{0}, d, \lambda\right) \rightarrow\left(\mathfrak{g}_{0}, d, \lambda^{\prime}\right)$ of weighted Lie algebras.

Proof. For $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$, or $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$, put

$$
\Gamma_{l}=\left\{\gamma \in \Phi_{d, 2} \mid\left[\gamma: \alpha_{i_{l}}\right]=\left[\gamma: \alpha_{i_{l+1}}\right]=1, \lambda\left(e_{\gamma}\right) \neq 0\right\}
$$

for $l \in[1, k-2]$, then take $s$ minimal with

$$
\varepsilon_{s}-\varepsilon_{t} \in \bigcup_{l=1}^{k-2}\left(\Gamma_{l} \backslash \Omega_{l}\right)
$$

for some $t$. The result will be proved by induction on $s$.
Take $l \in[1, k-2]$ with $\varepsilon_{s}-\varepsilon_{t} \in \Gamma_{l} \backslash \Omega_{l}$. Let $t^{\prime}=s+i_{l+1}-\left(i_{l-1}+1\right)$. Then $t^{\prime}<t$ as $\varepsilon_{s}-\varepsilon_{t} \notin \Omega_{l}$.
(1) Let $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$. If $\lambda\left(e_{s t^{\prime}}\right)=0$, then $\varsigma_{t, t^{\prime}}(\lambda)\left(e_{s t}\right)=0$, and $\varsigma_{t, t^{\prime}}(\lambda)\left(e_{s_{1} t_{1}}\right)=$ $\lambda\left(e_{s_{1} t_{1}}\right)$ for any $s_{1} \in\left[i_{l-1}+1, i_{l}\right]$ and $t_{1} \in\left[i_{l+1}, i_{l+2}-1\right]$ with $s_{1}<s$.

If $\lambda\left(e_{s t^{\prime}}\right) \neq 0$, then $\varrho_{t, t^{\prime}}^{\gamma}(\lambda)\left(e_{s t}\right)=0$, where $\gamma=\lambda\left(e_{s t}\right) \lambda\left(e_{s t^{\prime}}\right)^{-1}$. Moreover, $\varrho_{t, t^{\prime}}^{\gamma}(\lambda)\left(e_{s_{1}, t_{1}}\right)=\lambda\left(e_{s_{1}, t_{1}}\right)$, for any $s_{1} \in\left[i_{l-1}+1, i_{l}\right]$ and $t_{1} \in\left[i_{l+1}, i_{l+2}-1\right]$ with $s_{1}<s$.
In each case, the result will be proved through induction with $\lambda$ replaced by $\varsigma_{t, t^{\prime}}(\lambda)$ or $\varrho_{t, t^{\prime}}^{\gamma}(\lambda)$.
(2) Let $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$. By Lemma 4.4, there exist $\varpi_{1}, \cdots, \varpi_{u} \in\left\{\varrho_{t, t^{\prime}}^{ \pm 1}, \varsigma_{t, t^{\prime}}\right\}$, satisfying $\varpi_{u} \cdots \varpi_{1}(\lambda)\left(e_{s, t}\right)=0$. Moreover, for any $s_{1} \in\left[i_{l-1}+1, i_{l}\right]$ and $t_{1} \in$ $\left[i_{l+1}, i_{l+2}-1\right]$ with $s_{1}<s, \varpi_{u} \cdots \varpi_{1}(\lambda)\left(e_{s_{1}, t_{1}}\right)=\lambda\left(e_{s_{1}, t_{1}}\right)$.
Replace $\lambda$ by $\varpi_{u} \cdots \varpi_{1}(\lambda)$, then the induction hypothesis is applied and the result is true.

In Theorem 1.5, for a given map $\lambda: \mathfrak{g}_{d}(2) \rightarrow \mathbf{k}\left(\right.$ resp. $\left.\lambda: \mathfrak{g}_{\mathbb{Z}, d}(2) \rightarrow \mathbb{Z}\right)$, we try to figure out the properties of $\operatorname{det} \mathscr{G}_{d, \lambda}$. The above arguments from Subsection 4.2 to Lemma 4.5 tell us that we can focus our attention to faithful $\lambda$. According to Subsection 4.2, when $\lambda$ is faithful, we can construct the set $P_{l}, Q_{l}$ and thus

$$
\operatorname{det} \mathscr{G}_{d, \lambda}= \pm\left(\prod_{l=2}^{k-1} \operatorname{det} M_{l}\right)^{2} \operatorname{det} M_{k}
$$

The determinant $\operatorname{det} M_{l}$, for $l \in[2, k-1]$, is easy to deal with. So we will pay more attention to det $M_{k}$ in the following proof of our main theorem.

## 5. Type $C$

### 5.1. Special odd weights of type $C$

Let $\mathfrak{g}$ be the simple Lie algebra of type $C_{n}$ over $\mathbf{k}$. As mentioned before, we can identify $\Delta^{o}$ with the set of sequences $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ of integers, satisfying the following conditions (1)-(4):
(1) $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n-1$,
(2) $s_{l} \leq s_{l+2}$ for $l \in[1, k-2]$,
(3) $s_{l} \equiv 0$ for $l \in[1, k]$ with $l \equiv k-1$,
(4) $s_{k-1} \leq 2\left(n-i_{k}\right)$,
where $s_{1}=i_{1}$ and $s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$, through identifying $d \in \Delta^{o}$ with $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ where $\left\{i_{l} \mid l \in[1, k]\right\}=\left\{i \in[1, n] \mid d\left(\alpha_{i}\right)=1\right\}$.

Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o}$. As before, we set $s_{1}=i_{1}$ and $s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$. By the condition $\left(\boldsymbol{\omega}_{C}\right)$ in Section 1.2, it is not difficult to see that $d$ is special if it satisfies the following conditions.
(a) $s_{1}$ is even;
(b) For any two integers $u \leq v$ in $[1, k]$, if $u \equiv v \equiv k-1$ and

$$
s_{u-2}<s_{u}=s_{u+2}=\cdots=s_{v-2}=s_{v}<s_{v+2}
$$

then $s_{v+1}-s_{u-1}$ is even.
Lemma 5.2. Let $d=(r) \in \Delta^{o}$.
(1) If $d \in \Delta_{\text {spec }}$, then there exists a non-degenerate $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$.
(2) If $d \notin \Delta_{\text {spec }}$ and char $\mathbf{k}=2$, then $\operatorname{det} \mathscr{G}_{d, \lambda}=0$ for any $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$.

Proof. When $d=(r) \in \Delta^{o}$,

$$
\Phi_{d, 1}=\left\{\varepsilon_{i}-\varepsilon_{j}, \varepsilon_{i}+\varepsilon_{j} \mid 1 \leq i \leq r, r<j \leq n\right\} .
$$

Now we put

$$
A_{\lambda, k}=\left(\lambda\left(\left[e_{\varepsilon_{i}-\varepsilon_{k}}, e_{\varepsilon_{j}+\varepsilon_{k}}\right]\right)_{(i, j) \in[1, r] \times[1, r]}\right.
$$

for $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$, or $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$, and $k \in[r+1, n]$. Then the Gram matrix is

$$
\mathscr{G}_{d, \lambda}=\left(\begin{array}{ll} 
&  \tag{5.2.1}\\
-{ }^{t} A &
\end{array}\right)
$$

where $A=\operatorname{Diag}\left(A_{\lambda, r+1}, \cdots, A_{\lambda, n}\right)$.
(1) If $d$ is special, then $r$ is even. In this case, we take $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$ satisfying $\lambda\left(e_{\varepsilon_{i}+\varepsilon_{i+1}}\right)=1$ for $i \in[1, r], i \equiv 1$, and $\lambda\left(e_{\alpha}\right)=0$ for other roots. Then it is easy to check that $\operatorname{det} \mathscr{G}_{d, \lambda} \in\{ \pm 1\}$ for this $\lambda$.
(2) If $d$ is not special, then $r$ is odd. Assume that char $\mathbf{k}=2$, therefore for each $k \in$ $[r+1, n], A_{\lambda, k}$ is an symmetric matrix of odd rank whose diagonal is zero. Consequently, $\operatorname{det} A_{\lambda, k}=0$ for any $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$. So $\operatorname{det} \mathscr{G}_{d, \lambda}=0$ for any $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$.

Lemma 5.3. Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o} \cap \Delta_{\text {spec }}$. Then there exists a non-degenerate $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$.

Proof. We look for a faithful map $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$ such that $\lambda$ is non-degenerate. Without loss of generality, we can assume that $k$ is even. The discussion for $k$ odd is similar.

For $l \in[1, k-2]$, we put

$$
X_{l}=\left\{\varepsilon_{s}-\varepsilon_{t} \in \Phi_{d, 2} \mid s \leq i_{l}<i_{l+1}<t \text { and } t-s=i_{l+1}-i_{l-1}\right\} .
$$

We also let

$$
\begin{aligned}
X_{k-1} & =\left\{\varepsilon_{j}+\varepsilon_{j+1} \mid j \in\left[i_{k-1}+1, i_{k}-1\right] \text { and } j \equiv i_{k-1}+1\right\} \\
X_{k} & =\left\{\left.\varepsilon_{s}+(-1)^{s-i_{k-2}} \varepsilon_{i_{k}+\left\lfloor\frac{s-i_{k-2}+1}{2}\right\rfloor} \right\rvert\, s \in\left[i_{k-2}+1, i_{k-1}\right]\right\} .
\end{aligned}
$$

Denote $\mathbb{X}=\cup_{l=1}^{k} X_{l} \subseteq \Phi_{d, 2}$.
Let $\lambda: \mathfrak{g}_{\mathbb{Z}, d}(2) \rightarrow \mathbb{Z}$ be the homomorphism such that

$$
\lambda\left(e_{\alpha}\right)= \begin{cases}1 & \text { if } \alpha \in \mathbb{X} \\ 0 & \text { if } \alpha \in \Phi_{d, 2} \backslash \mathbb{X}\end{cases}
$$

Then $\lambda$ is faithful. Recall the definitions of $M_{l+1}$ for $l \in[1, k-1]$ in Section 4.2. It is easy to check that $\operatorname{det} M_{l+1} \in\{ \pm 1\}$ for $l \in[1, k-2]$. In the following we show that $\operatorname{det} M_{k} \in\{ \pm 1\}$ which implies that $\operatorname{det} \mathscr{G}_{d, \lambda} \in\{ \pm 1\}$, by (4.2.3).

To compute det $M_{k}$, we need to consider the set $Q_{k-1}$, as defined in Section 4.2, which has the following form.


For each $j \in\left[i_{k-2}+1, i_{k-1}\right]$, there exist two odd integers $u \leq v$ in $[1, k-1]$ satisfying

$$
s_{u-2}<s_{u}=s_{u+2}=\cdots=s_{v-2}=s_{v}<s_{v+2}
$$

and $j \in\left[i_{k-2}+s_{u-2}+1, i_{k-2}+s_{v}\right]$. Set

$$
\Theta_{j}=\left[i_{k-1}+s_{u-1}, i_{k}-1\right] .
$$

For such $u, v, s_{v+1}-s_{u-1}$ is even, since $d \in \Delta^{o}$ is special and $k$ is even by the assumption. It is easy to see that $\Theta_{j}=\Theta_{j+1}$ when $j \equiv i_{k-2}+1$.

We denote $\lambda(\alpha)=\lambda\left(e_{\alpha}\right)$ for simplicity, for $e_{\alpha} \in \mathfrak{g}_{\mathbb{Z}, d}(2)$. Let

$$
x_{j}=\lambda\left(\varepsilon_{j}+\varepsilon_{j+1}\right) \text { and } y_{s}=\lambda\left(\varepsilon_{s}+(-1)^{s-i_{k-2}} \varepsilon_{i_{k}+\left\lfloor\frac{s-i_{k-2}+1}{2}\right\rfloor}\right)
$$

for $j \in\left[i_{k-1}+1, i_{k}-1\right], j \equiv i_{k-1}+1$ and $s \in\left[i_{k-2}+1, i_{k-1}\right]$.
As in (4.2.2),

$$
M_{k}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in Q_{k-1} \cup Y_{d, k}}
$$

So we divide $Q_{k-1} \cup Y_{d, k}$ into subsets and consider the submatrices of $M_{k}$ corresponding to these subsets.
(a) Suppose that $s_{k}$ is even. Then $\left|\Theta_{s}\right|$ is even for each $s \in\left[i_{k-2}+1, i_{k-1}\right]$. We can divide $Q_{k-1} \cup Y_{d, k}$ into the following subsets:
(a1) $\left\{\varepsilon_{s}-\varepsilon_{j}, \varepsilon_{j}+(-1)^{s-i_{k-2}} \varepsilon_{i_{k}+\left\lfloor\frac{s-i_{k-2}+1}{2}\right\rfloor}, \varepsilon_{j+1}-(-1)^{s-i_{k-2}} \varepsilon_{i_{k}+\left\lfloor\frac{s-i_{k-2}+1}{2}\right\rfloor}, \varepsilon_{s+1}-\right.$ $\left.\varepsilon_{j+1}\right\}$, for $j, j+1 \in \Theta_{s}$;
(a2) $\left\{\varepsilon_{s}-\varepsilon_{j+1}, \varepsilon_{j+1}+(-1)^{s-i_{k-2}} \varepsilon_{i_{k}+\left\lfloor\frac{s-i_{k-2}+1}{2}\right\rfloor}, \varepsilon_{j}-(-1)^{s-i_{k-2}} \varepsilon_{i_{k}+\left\lfloor\frac{s-i_{k-2}+1}{2}\right\rfloor}, \varepsilon_{s+1}-\right.$ $\left.\varepsilon_{j}\right\}$ for $j, j+1 \in \Theta_{s}$;
(a3) the remaining roots can be partitioned into subsets of the form $\left\{\varepsilon_{j}-\varepsilon_{l}, \varepsilon_{j+1}+\right.$ $\left.\varepsilon_{l}, \varepsilon_{j}+\varepsilon_{l}, \varepsilon_{j+1}-\varepsilon_{l}\right\}$.

Let $X$ be a subset of $Q_{k-1} \cup Y_{d, k}$ of type (a1), (a2) or (a3). Then
(b) Suppose that $s_{k}$ is odd. Then $s_{k-1}=2\left(n-i_{k}\right)$ and $\left|\Theta_{s}\right|$ is odd for each $s \in\left[i_{k-2}+\right.$ $\left.1, i_{k-1}\right]$. Besides the subsets given as before, there is still one more type of roots, namely,

$$
\left\{\varepsilon_{s}-\varepsilon_{i_{k}}, \varepsilon_{i_{k}}+(-1)^{s-i_{k-2}} \varepsilon_{i_{k}+\left\lfloor\frac{s-i_{k-2}+1}{2}\right\rfloor}, \varepsilon_{s+1}-\varepsilon_{i_{k}}, \varepsilon_{i_{k}}-(-1)^{s-i_{k-2}} \varepsilon_{i_{k}+\left\lfloor\frac{s-i_{k-2}+1}{2}\right\rfloor}\right\}
$$

for $s \in\left[i_{k-2}+1, i_{k-1}\right]$ and $s \equiv i_{k-2}+1$.
It is easy to see that $M_{k}$ can be written as a blocked diagonal matrix with diagonal blocks of the form $\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in X}$ for each subset $X$ of type (a1), (a2), (a3) or (b), and each block is of determinant $\pm 1$. Thus we have proved Theorem 0.8 (1) for type C.

Lemma 5.4. Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o} \backslash \Delta_{\text {spec }}$. If $\operatorname{char} \mathbf{k}=2$, then $\operatorname{det} \mathscr{G}_{d, \lambda}=0$ for any $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$.

Proof. Suppose that there exists $\lambda \in \operatorname{Hom}_{\mathbf{k}}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ such that $\operatorname{det} \mathscr{G}_{d, \lambda} \neq 0$. We can assume that $\lambda$ is faithful by (4.3.4) and Lemma 4.5. So by (4.2.3), $\operatorname{det} \mathscr{G}_{d, \lambda} \neq 0$ implies that $\operatorname{det} M_{k} \neq 0$, where $M_{k}$ is defined as in (4.2.2). In the following we assume that $k$ is even without loss of generality.

For each $l \in\left[i_{k-1}+1, i_{k}\right]$, there exist two even integers $u \leq v$ in $[0, k-2]$, which satisfy

$$
s_{u-2}<s_{u}=s_{u+2}=\cdots=s_{v-2}=s_{v}<s_{v+2}
$$

and $i_{k-1}+s_{u}<l \leq i_{k-1}+s_{v+2}$. We denote $\Xi_{l}=\left[i_{k-2}+1, i_{k-2}+s_{v+1}\right]$. Noting that $k$ and $v$ are even, then $\left|\Xi_{l}\right|=s_{v+1}$ is even for any $l \in\left[i_{k-1}+1, i_{k}\right]$.

Since $d$ is not special, there exist odd integers $\zeta<\eta$ in $[1, k]$ which satisfy

$$
s_{\zeta-2}<s_{\zeta}=s_{\zeta+2}=\cdots=s_{\eta}<s_{\eta+2}
$$

such that $s_{\eta+1}-s_{\zeta-1}$ is odd and

$$
\Xi_{i_{k-1}+s_{\zeta-1}+1}=\Xi_{i_{k-1}+s_{\zeta-1}+2}=\cdots=\Xi_{i_{k-1}+s_{\eta+1}}
$$

For each fixed $s \in\left[i_{k-1}+1, i_{k}\right]$, we set

$$
B_{s}=\lambda\left(\left[e_{\varepsilon_{r}-\varepsilon_{s}}, e_{\varepsilon_{s}-\varepsilon_{l}}\right]\right)_{r \in \Xi_{s}, l \in\left[i_{k}+1, n\right]} \quad \text { and } \quad C_{s}=\lambda\left(\left[e_{\varepsilon_{r}-\varepsilon_{s}}, e_{\varepsilon_{s}+\varepsilon_{l}}\right]\right)_{r \in \Xi_{s}, l \in\left[i_{k}+1, n\right]} .
$$

Then we put $A_{s}=\left(B_{s}, C_{s}\right)$. For any $s, t \in\left[i_{k-1}+1, i_{k}\right]$, let $E_{s, t}$ be the submatrix of $M_{k}$ corresponding to the set of roots

$$
\left\{\varepsilon_{s}-\varepsilon_{l}, \varepsilon_{s}+\varepsilon_{l}, \varepsilon_{t}-\varepsilon_{l}, \varepsilon_{t}+\varepsilon_{l} \mid l \in\left[i_{k}+1, n\right]\right\}
$$

With a good ordering in $Q_{k} \cup Y_{d, k}$ the matrix $M_{k}$ has the same form of $S$ in Proposition 2.2(1). Since $d$ is not special, all conditions in Proposition 2.2(1) are satisfied. Thus we have $\operatorname{det} M_{k}=0$. We get a contradiction which completes the proof of the lemma.

Combining Lemma 5.3 and Lemma 5.4, we have proved Theorem 1.5 in the type $C$ case.

## 6. Type $B$

### 6.1. Special odd weights of type $B$

Let $\mathfrak{g}$ be the simple Lie algebra of type $B_{n}$ over $\mathbf{k}$. As before, we can identify $\Delta^{o}$ with the set of sequences $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ of integers, satisfying the following (1)-(4):
(1) $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$,
(2) $s_{l} \leq s_{l+2}$ for $l \in[1, k-2]$,
(3) $s_{l} \equiv 0$ for $l \in[1, k]$ with $l \equiv k$,
(4) $s_{k-1} \leq 2\left(n-i_{k}\right)+1$,
where $s_{1}=i_{1}$ and $s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$, through identifying $d \in \Delta^{o}$ with $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ where $\left\{i_{l} \mid l \in[1, k]\right\}=\left\{i \in[1, n] \mid d\left(\alpha_{i}\right)=1\right\}$.

Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o}$. As before, we set $s_{1}=i_{1}$ and $s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$. By the condition $\left(\boldsymbol{\omega}_{B}\right)$ in Section 1.2, it is not difficult to see that $d \in \Delta^{o}$ is special if it satisfies following conditions.
(a) $k$ is even and $s_{1}$ is odd;
(b) For any two even integers $u \leq v$ in $[1, k-2]$, if

$$
s_{u-2}<s_{u}=s_{u+2}=\cdots=s_{v-2}=s_{v}<s_{v+2}
$$

then $s_{v+1}-s_{u-1}$ is even.
Lemma 6.2. Let $d=(r) \in \Delta^{o}$, which is not special. If char $\mathbf{k}=2$, then $\operatorname{det} \mathscr{G}_{d, \lambda}=0$ for any $\lambda \in \operatorname{Hom}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$.

Proof. We have $\left[e_{\varepsilon_{i}-\varepsilon_{k}}, e_{\varepsilon_{j}+\varepsilon_{k}}\right]= \pm e_{\varepsilon_{i}+\varepsilon_{j}}$ and $\left[e_{\varepsilon_{i}}, e_{\varepsilon_{j}}\right]= \pm 2 e_{\varepsilon_{i}+\varepsilon_{j}}$ for $i \neq j \in[1, n]$. So for $\lambda \in \operatorname{Hom}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$, we denote

$$
A_{\lambda, k}=\left(\lambda\left(\left[e_{\varepsilon_{i}-\varepsilon_{k}}, e_{\varepsilon_{j}+\varepsilon_{k}}\right]\right)\right)_{(i, j) \in[1, r] \times[1, r]}
$$

for $k \in[r+1, n]$. Set $b_{i j}=\lambda\left(\left[e_{\varepsilon_{i}}, e_{\varepsilon_{j}}\right]\right)$ for $i, j \in[1, r]$. Thus the matrix $\mathscr{G}_{d, \lambda}$ is

$$
\left(\begin{array}{ccc}
0 & A & 0 \\
-{ }^{t} A & 0 & 0 \\
0 & 0 & B
\end{array}\right),
$$

where $A=\operatorname{Diag}\left(A_{\lambda, r+1}, \cdots, A_{\lambda, n}\right)$ and $B=\left(b_{i j}\right)$. Thus $\operatorname{det} \mathscr{G}_{d, \lambda}=0$ as $\operatorname{det} B=0$.
Lemma 6.3. Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o} \cap \Delta_{\text {spec }}$. Then there exists a non-degenerate $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$.

Proof. Since $d$ is special we see that $k$ is even. We look for the $\lambda$ such that $\lambda$ is faithful. For $k \geq 2$, following the strategy in Section 4, we set

$$
M_{l+1}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha \in Q_{l}, \beta \in P_{l}}, \text { for } l \in[1, k-2]
$$

and $M_{k}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in Q_{k-1} \cup Y_{d, k}}$. Then by (4.2.3),

$$
\operatorname{det} \mathscr{G}_{d, \lambda}= \pm\left(\prod_{l=2}^{k-1} \operatorname{det} M_{l}\right)^{2} \operatorname{det} M_{k}
$$

For $l \in[1, k-2]$, put

$$
X_{l}=\left\{\varepsilon_{s}-\varepsilon_{t} \in \Phi_{d, 2} \mid s \leq i_{l}<i_{l+1}<t \text { and } t-s=i_{l+1}-i_{l-1}\right\},
$$

and

$$
X_{k-1}=\left\{\varepsilon_{j}+\varepsilon_{j+1} \in \Phi_{d, 2} \mid j \in\left[i_{k-1}+1, i_{k}-1\right] \text { and } j \equiv i_{k-1}+1\right\}
$$

To compute det $M_{k}$, we need to consider the set $Q_{k-1}$ which has the following form


Since $d \in \Delta^{o}$ is special, if there exists two even integers $u \leq v$ in $[0, k-2]$ satisfying

$$
\begin{equation*}
s_{u-2}<s_{u}=s_{u+2}=\cdots=s_{v-2}=s_{v}<s_{v+2} \tag{6.3.1}
\end{equation*}
$$

then $s_{v+1}-s_{u-1}$ is even. For $u \leq v$ in $[0, k-2]$ satisfying (6.3.1), we denote

$$
\Omega_{u, v}=\left[i_{k-2}+s_{u-1}+1, i_{k-2}+s_{v+1}\right],
$$

and set

$$
\Omega=\bigcup_{u \leq v \text { in }[0, k-2] \text { with (6.3.1) }} \Omega_{u, v} \cup\left[i_{k-2}+2, i_{k-2}+s_{1}\right] .
$$

The cardinality $\omega=|\Omega|$ is even. We denote

$$
\Omega=\left\{j_{1}, j_{2}, \ldots, j_{\omega}\right\}
$$

with $j_{r}<j_{s}$ for $r<s$ and set

$$
X_{k}=\left\{\left.\varepsilon_{j_{s}}+(-1)^{s} \varepsilon_{i_{k}+\left\lfloor\frac{s+1}{2}\right\rfloor} \right\rvert\, s \in[1, \omega]\right\} .
$$

With these settings, we denote $\mathbb{X}=\cup_{l=1}^{k} X_{l} \cup\left\{\varepsilon_{i_{k-2}+1}\right\}$ which is a subset of $\Phi_{d, 2}$.
Let $\lambda: \mathfrak{g}_{\mathbb{Z}, d}(2) \rightarrow \mathbb{Z}$ be the homomorphism such that

$$
\lambda\left(e_{\alpha}\right)= \begin{cases}1 & \text { if } \alpha \in \mathbb{X} \\ 0 & \text { if } \alpha \in \Phi_{d, 2} \backslash \mathbb{X}\end{cases}
$$

In the following we show that $\operatorname{det} \mathscr{G}_{d, \lambda} \in\{ \pm 1\}$. Obviously, $\lambda$ is faithful in the sense of Section 4.2, then by (4.2.3),

$$
\operatorname{det} \mathscr{G}_{d, \lambda}= \pm\left(\prod_{l=2}^{k-1} \operatorname{det} M_{l}\right)^{2} \operatorname{det} M_{k}
$$

It is easy to check that $\operatorname{det} M_{l} \in\{ \pm 1\}$ for $l \in[2, k-1]$.
To compute $\operatorname{det} M_{k}$, we put

$$
\begin{aligned}
x & =\lambda\left(\varepsilon_{i_{k-2}+1}\right) \\
y_{r} & =\lambda\left(\varepsilon_{r}+\varepsilon_{r+1}\right) \\
z_{s} & =\lambda\left(\varepsilon_{j_{s}}+(-1)^{s} \varepsilon_{i_{k}+\left\lfloor\frac{s+1}{2}\right\rfloor}\right)
\end{aligned}
$$

for $r \in\left[i_{k-1}+1, i_{k}-1\right]$ with $r \equiv i_{k-1}+1$, and $s \in[1, \omega]$. As

$$
M_{k}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in Q_{k-1} \cup Y_{d, k}}
$$

we divide $Q_{k-1} \cup Y_{d, k}$ into disjoint subsets and consider the submatrices of $M_{k}$ corresponding to these subsets.
(a) The first type of subsets is of the form

$$
\left\{\varepsilon_{i_{k-2}+1}-\varepsilon_{r}, \varepsilon_{r}, \varepsilon_{r+1}, \varepsilon_{i_{k-2}+1}-\varepsilon_{r+1}\right\}
$$

for $r \in\left[i_{k-1}+1, i_{k}-1\right]$ with $r \equiv i_{k-1}+1$.
(b) The second type of subsets is of the form

$$
\left\{\varepsilon_{j_{s}}-\varepsilon_{l}, \varepsilon_{l}+(-1)^{s} \varepsilon_{i_{k}+\left\lfloor\frac{s+1}{2}\right\rfloor}, \varepsilon_{l+1}+(-1)^{s+1} \varepsilon_{i_{k}+\left\lfloor\frac{s}{2}\right\rfloor+1}, \varepsilon_{j_{s+1}}-\varepsilon_{l+1}\right\}
$$

or

$$
\left\{\varepsilon_{j_{s}}-\varepsilon_{l+1}, \varepsilon_{l+1}+(-1)^{s} \varepsilon_{i_{k}+\left\lfloor\frac{s+1}{2}\right\rfloor}, \varepsilon_{l}+(-1)^{s+1} \varepsilon_{i_{k}+\left\lfloor\frac{s}{2}\right\rfloor+1}, \varepsilon_{j_{s+1}}-\varepsilon_{l}\right\}
$$

where $s \in[1, \omega]$ and $l \in\left[i_{k-1}+1, i_{k}-1\right]$ satisfy $s \equiv 1, l \equiv i_{k-1}+1$ and $\varepsilon_{j_{\sigma}}-\varepsilon_{\tau} \in Q_{k-1}$ for $\sigma \in[1, \omega]$ and $\tau \in\left[i_{k-1}+1, i_{k}-1\right]$.
(c) The set of the remaining roots in $Q_{k-1} \cup Y_{d, k}$ can be divided into subsets of the form

$$
\left\{\varepsilon_{j}-\varepsilon_{l}, \varepsilon_{j+1}+\varepsilon_{l}, \varepsilon_{j}+\varepsilon_{l}, \varepsilon_{j+1}-\varepsilon_{l}\right\}
$$

Let $X$ be a subset of $Q_{k-1} \cup Y_{d, k}$ of type (a), (b) or (c). Then

$$
\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in X}=\left\{\begin{array}{ll}
\left(\begin{array}{cccc}
0 & x & 0 & 0 \\
-x & 0 & 2 y_{r} & 0 \\
0 & -2 y_{r} & 0 & x \\
0 & 0 & -x & 0
\end{array}\right) & \text { if } X \text { is of type (a) } \\
0 & z_{s} \\
-z_{s} & 0 \\
y_{l} & 0 \\
0 & -y_{l} \\
0 & 0 \\
0 & -z_{s+1} \\
0 & z_{s+1} \\
0 & y_{j} \\
0 & 0 \\
-y_{j} & 0 \\
0 & 0 \\
0 \\
0 & 0
\end{array} 0\right) \quad \text { if } X \text { is of type (b) }
$$

Then $M_{k}$ can be written as a blocked diagonal matrix with diagonal blocks of the form $\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in X}$ for each subset $X$ of type (a), (b) or (c), and each block is of determinant $\pm 1$. We see that $\operatorname{det} M_{k} \in\{ \pm 1\}$ which implies $\operatorname{det} \mathscr{G}_{d, \lambda} \in\{ \pm 1\}$. Thus we have proved Theorem 0.8 (1) for type $B$.

Lemma 6.4. Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o} \backslash \Delta_{\text {spec }}$. If $\operatorname{char} \mathbf{k}=2$, then we have $\operatorname{det} \mathscr{G}_{d, \lambda}=0$ for any $\lambda \in \operatorname{Hom}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$.

Proof. Suppose that there exists $\lambda \in \operatorname{Hom}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ such that $\operatorname{det} \mathscr{G}_{d, \lambda} \neq 0$. Through the arguments as in Section 4, we can assume that $\lambda$ is faithful. So by (4.2.3), $\operatorname{det} \mathscr{G}_{d, \lambda} \neq 0$ implies that $\operatorname{det} M_{k} \neq 0$, where $M_{k}$ is defined as in (4.2.2).

We can assume that $k$ is even. When $k$ is odd, the shape of $Q_{k-1}$ is different, but the argument is similar. For each $l \in\left[i_{k-1}+1, i_{k}\right]$, there exist two even integers $u, v \in[2, k-2]$ which satisfy $u<v$ and

$$
s_{u-2}<s_{u}=s_{u+2}=\cdots=s_{v-2}=s_{v}<s_{v+2}
$$

with $i_{k-1}+s_{u}<l \leq i_{k-1}+s_{v+2}$. We denote $\Xi_{l}=\left[i_{k-2}+1, i_{k-2}+s_{v+1}\right]$. Since $d$ is not special, there exists an integer $l \in\left[i_{k-1}+1, i_{k}\right]$ such that $\left|\Xi_{l}\right|$ is even.

For each fixed $s \in\left[i_{k-1}+1, i_{k}\right]$, we set $A_{s}$ the matrix whose entries are $\lambda\left(\left[e_{\varepsilon_{r}-\varepsilon_{s}}, e_{\varpi}\right]\right)$, where $r \in \Xi_{s}$ and $\varpi$ runs over the set $\left\{\varepsilon_{s}, \varepsilon_{s}-\varepsilon_{l}, \varepsilon_{s}+\varepsilon_{l} \mid l \in\left[i_{k}+1, n\right]\right\}$. For any $s, t \in\left[i_{k-1}+1, i_{k}\right]$, let $E_{s, t}$ the block associate the set of roots

$$
\left\{\varepsilon_{s}-\varepsilon_{l}, \varepsilon_{s}+\varepsilon_{l}, \varepsilon_{t}-\varepsilon_{l}, \varepsilon_{t}+\varepsilon_{l} \mid l \in\left[i_{k}+1, n\right]\right\}
$$

With a good ordering in $Q_{k} \cup Y_{d, k}$ the matrix $M_{k}$ has the same form of $S$ in the Proposition 2.2(3). Since $d$ is not special, there exists $s \in\left[i_{k-1}+1, i_{k}\right]$ such that $\left|\Xi_{s}\right|$ is even. Then all conditions in Proposition 2.2(3) are satisfied and we have $\operatorname{det} M_{k}=0$. We get a contradiction which proves the lemma.

Combining Lemma 6.3 and Lemma 6.4, we have proved Theorem 1.5 in the type $B$ case.

## 7. The first case of type $D$

### 7.1. Odd weights of the first case

Let $\mathfrak{g}$ be the simple Lie algebra of type $D_{n}$ over $\mathbf{k}$. As before, we can write $\Delta^{\circ}=$ $\Delta_{1}^{o} \sqcup \Delta_{2}^{o}$, where $\Delta_{1}^{o}$ (resp. $\Delta_{2}^{o}$ ) consists of weighted Dynkin diagrams of the form (4.1.1) (resp. (4.1.2)). In this section and the next section, we consider $\Delta_{1}^{o}$ and $\Delta_{2}^{o}$ respectively.

The weighted Dynkin diagram associated to the partition $\left(2^{2 m} 1^{2}\right)$ is special, in this case it is not difficult to see that there exists a non-degenerate $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$. Thus we exclude this situation in the following of this section.

The set $\Delta_{1}^{o}$ can be identified with the set of sequences $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ of integers, satisfying the following conditions (1)-(4):
(1) $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n-3$,
(2) $s_{l} \leq s_{l+2}$ for $l \in[1, k-1]$,
(3) $s_{l} \equiv 0$ for $l \in[1, k+1]$ with $l \equiv k+1$,
(4) $s_{l} \leq 2$ for $l \in[1, k]$ with $l \equiv k$,
where $s_{1}=i_{1}$ and $s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$ and $s_{k+1}=n-1-i_{k}$, through identifying $d \in \Delta_{1}^{o}$ with $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ where $\left\{i_{l} \mid l \in[1, k]\right\}=\left\{i \in[1, n] \mid d\left(\alpha_{i}\right)=1\right\}$.

Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta_{1}^{o}$. As before, we set $s_{1}=i_{1}, s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$ and $s_{k+1}=n-1-i_{k}$. By the condition $\left(\boldsymbol{\top}_{D}\right)$ in Section 1.2, it is not difficult to see that $d$ is special if and only if it satisfies following conditions:
(a) $s_{1}$ is even;
(b) For any two integers $u \leq v \in[1, k]$ and $u \equiv v \equiv k-1$, if

$$
s_{u-2}<s_{u}=s_{u+2}=\cdots=s_{v-2}=s_{v}<s_{v+2}
$$

then $s_{v+1}-s_{u-1}$ is even.
Lemma 7.2. Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta_{1}^{o}$.
(1) If $d \in \Delta_{\text {spec }}$, then there exists a non-degenerate $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$.
(2) If char $\mathbf{k}=2$ and $d \notin \Delta_{\text {spec }}$, then $\operatorname{det} \mathscr{G}_{d, \lambda}=0$ for any $\lambda \in \operatorname{Hom}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$.

Proof. By the arguments as in Section 4, we can restrict our attention to faithful $\lambda \in$ $\operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$ or $\operatorname{Hom}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$. Without loss generality we can assume that $k$ is even. The discussion for $k$ odd is the same.

Let $Y_{k+1}=\left\{\varepsilon_{j}-\varepsilon_{n}, \varepsilon_{j}+\varepsilon_{n} \mid j \in\left[i_{k}+1, n-1\right]\right\}$. We can also construct the sets $Q_{l+1}, P_{l}$ for $l \in[1, k-1]$ as before. We set

$$
M_{l}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha \in Q_{l}, \beta \in P_{l}}, \quad \text { for } l \in[1, k-1]
$$

and $M_{k}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in Q_{k} \cup Y_{k+1}}$. Then

$$
\operatorname{det} \mathscr{G}_{d, \lambda}= \pm\left(\prod_{l=1}^{k-1} \operatorname{det} M_{l}\right)^{2} \operatorname{det} M_{k}
$$

So it is enough to prove that:
(1) If $d \in \Delta_{\text {spec }}$, then there exists $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$ such that $\operatorname{det} M_{k}= \pm 1$.
(2) If $d \notin \Delta_{\text {spec }}$ and char $\mathbf{k}=2$, then $\operatorname{det} M_{k}=0$ for any $\lambda \in \operatorname{Hom}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$.
(a) If $s_{k}=1$ and $d \in \Delta_{\text {spec }}$, then $s_{1}=s_{3}=\cdots=s_{k+1}$. Thus in this case $Q_{k}$ is empty. So it is very easy to construct the $\lambda$ such that $\operatorname{det} M_{k}= \pm 1$. When $d \notin \Delta_{\text {spec }}$, the set $Q_{k}$ is $\left\{\varepsilon_{i_{k}}-\varepsilon_{j} \mid j \in\left[i_{k}+s_{u}+1, n-1\right]\right\}$ for some even integer $u$. For $s \in\left[i_{k}+s_{u}+1, n-1\right]$, let $A_{s}$ be the submatrix of $M_{k}$ corresponding to $\left\{\varepsilon_{i_{k}}-\varepsilon_{s}, \varepsilon_{s}-\varepsilon_{n}, \varepsilon_{s}+\varepsilon_{n}\right\} \subseteq Q_{k} \cup Y_{k+1}$. For $t \in\left[i_{k}+1, i_{k}+s_{u}\right]$, let $A_{t}$ be the submatrix of $M_{k}$ corresponding to $\left\{\varepsilon_{t}-\varepsilon_{n}, \varepsilon_{t}+\varepsilon_{n}\right\} \subseteq$ $Q_{k} \cup Y_{k+1}$. For each $s, t \in\left[i_{k}+1, n-1\right]$, let $E_{s, t}=\operatorname{antidiag}(1,1)$. It is easy to see that the matrix $M_{k}$ has the form as given in Proposition 2.2(2), thus $\operatorname{det} M_{k}=0$.
(b) If $s_{k}=2$, we set $a=i_{k-1}+1$ and $b=i_{k}=a+1$. When $d \in \Delta_{\text {spec }}$, the set $Q_{k}$ is

$$
\left\{\varepsilon_{a}-\varepsilon_{j}, \varepsilon_{b}-\varepsilon_{j} \mid j \in\left[i_{k}+s_{v}+1, n-1\right]\right\}
$$

for some integer $v$. Given $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$ such that

$$
\lambda\left(\varepsilon_{a}-\varepsilon_{n}\right)=\lambda\left(\varepsilon_{b}+\varepsilon_{n}\right)=1 \text { and } \lambda\left(\varepsilon_{j}+\varepsilon_{j+1}\right)=1 \text { for } j \in\left[i_{k}+1, i_{k}+s_{v}\right]
$$

Then it is not difficult to check that $\operatorname{det} M_{k}= \pm 1$ for this $\lambda$.
When $d \notin \Delta_{\text {spec }}$, the set $Q_{k}$ is

$$
\left\{\varepsilon_{a}-\varepsilon_{j}, \varepsilon_{b}-\varepsilon_{l} \mid j \in\left[i_{k}+s_{c}+1, n-1\right], l \in\left[i_{k}+s_{d}+1, n-1\right]\right\}
$$

for some integers $c$ and $d$ which satisfy $2 \leq s_{c}<s_{d}$. When $s \in\left[i_{k}+s_{c}+1, i_{k}+s_{d}\right]$, we consider the submatrix $A_{s}$ of $M_{k}$ corresponding to

$$
\left\{\varepsilon_{a}-\varepsilon_{s}, \varepsilon_{s}-\varepsilon_{n}, \varepsilon_{s}+\varepsilon_{n}\right\} \subseteq Q_{k} \cup Y_{k+1}
$$

When $t \in\left[i_{k}+s_{d}+1, n-1\right]$, we consider the submatrix $A_{t}$ of $M_{k}$ corresponding to

$$
\left\{\varepsilon_{a}-\varepsilon_{t}, \varepsilon_{b}-\varepsilon_{t}, \varepsilon_{t}-\varepsilon_{n}, \varepsilon_{t}+\varepsilon_{n}\right\} \subseteq Q_{k} \cup Y_{k+1}
$$

For each $s, t \in\left[i_{k}+s_{c}+1, n-1\right]$, set $E_{s, t}=\operatorname{antidiag}(1,1)$. It is easy to check that the matrix $M_{k}$ satisfies the conditions in Proposition 2.2(2), thus $\operatorname{det} M_{k}=0$ when char $\mathbf{k}=2$.

## 8. The second case of type $D$

### 8.1. Odd weights of the second case

The set $\Delta_{2}^{o}$ can be identified with the set of sequences $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ of integers, satisfying the following conditions (1)-(4):
(1) $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n-2$,
(2) $s_{l} \leq s_{l+2}$ for $l \in[1, k-2]$,
(3) $s_{l} \equiv 0$ for $l \in[1, k]$ with $l \equiv k$,
(4) $s_{k-1} \leq 2\left(n-i_{k}\right)$,
where $s_{1}=i_{1}$ and $s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$, through identifying $d \in \Delta^{o}$ with $\left(i_{1}, i_{2}, \cdots, i_{k}\right)$ where $\left\{i_{l} \mid l \in[1, k]\right\}=\left\{i \in[1, n] \mid d\left(\alpha_{i}\right)=1\right\}$.

Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta_{2}^{o}$. As before, we set $s_{1}=i_{1}$ and $s_{l}=i_{l}-i_{l-1}$ for $l \in[2, k]$. By the condition $\left(\boldsymbol{\omega}_{D}\right)$ in Section 1.2, it is not difficult to see that $d$ is special if and only if it satisfies following conditions:
(a) $s_{1}$ is even;
(b) For any two integers $u \leq v \in[1, k]$ and $u \equiv v \equiv k$, if

$$
s_{u-2}<s_{u}=s_{u+2}=\cdots=s_{v-2}=s_{v}<s_{v+2}
$$

then $s_{v+1}-s_{u-1}$ is even.
Lemma 8.2. Let $d=(r) \in \Delta^{o}$, then $r$ is even and $d \in \Delta_{\text {spec }}$. There exists a nondegenerate $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$.

Proof. For $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$, we denote

$$
A_{\lambda, l}=\left(\lambda\left(\left[e_{\varepsilon_{i}-\varepsilon_{l}}, e_{\varepsilon_{j}+\varepsilon_{l}}\right]\right)_{(i, j) \in[1, r] \times[1, r]}\right.
$$

for $l \in[r+1, n]$. Then

$$
\mathscr{G}_{d, \lambda}=\left(\begin{array}{ll} 
& \\
-{ }^{t} A &
\end{array}\right)
$$

where $A=\operatorname{Diag}\left(A_{\lambda, r+1}, \cdots, A_{\lambda, n}\right)$.
Now we set $\lambda\left(e_{\varepsilon_{i}+\varepsilon_{i+1}}\right)=1$ for $i \in[1, r], i \equiv 1$ and $\lambda\left(e_{\alpha}\right)=0$ for other roots. Since $r$ is even, it is easy to check that $\operatorname{det} A_{\lambda, l} \in\{ \pm 1\}$ for $l \in[r+1, n]$ which implies $\operatorname{det} \mathscr{G}_{d, \lambda} \in\{ \pm 1\}$ for this $\lambda$.

Lemma 8.3. Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o} \cap \Delta_{\text {spec }}$. Then there exists a non-degenerate $\lambda \in \operatorname{Hom}_{\mathbb{Z}}\left(\mathfrak{g}_{\mathbb{Z}, d}(2), \mathbb{Z}\right)$.

Proof. For $k \geq 2$, as the same discussion in Section 4.2, we can assume that $\lambda$ is faithful and, construct the sets $Q_{l}, P_{l}$ for $l \in[1, k-2]$. We set

$$
M_{l+1}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha \in Q_{l}, \beta \in P_{l}}, \text { for } l \in[1, k-2]
$$

and $M_{k}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in Q_{k-1} \cup Y_{d, k}}$. Then

$$
\operatorname{det} \mathscr{G}_{d, \lambda}= \pm\left(\prod_{l=2}^{k-1} \operatorname{det} M_{l}\right)^{2} \operatorname{det} M_{k}
$$

Without loss of generality, we assume that $k$ is even, the discussion for $k$ odd is the same.
To compute det $M_{k}$, we need to consider the set $Q_{k-1}$ which has the following form


For $l \in[1, k-2]$, put

$$
X_{l}=\left\{\varepsilon_{s}-\varepsilon_{t} \in \Phi_{d, 2} \mid s \leq i_{l}<i_{l+1}<t \text { and } t-s=i_{l+1}-i_{l-1}\right\},
$$

and then put

$$
X_{k-1}=\left\{\varepsilon_{j}+\varepsilon_{j+1} \in \Phi_{d, 2} \mid j \in\left[i_{k-1}+1, i_{k}-1\right] \text { and } j \equiv i_{k-1}+1\right\}
$$

Since $d \in \Delta^{o}$ is special, if there exist two even integers $u \leq v$ in [2,k-2] satisfying

$$
\begin{equation*}
s_{u-2}<s_{u}=s_{u+2}=\cdots=s_{v-2}=s_{v}<s_{v+2} \tag{8.3.1}
\end{equation*}
$$

then $s_{v+1}-s_{u-1}$ is even. For a pair of even integers $u \leq v$ in [2,k-2] satisfying (8.3.1), we denote

$$
\Omega_{u, v}=\left[i_{k-2}+s_{u-1}+1, i_{k-2}+s_{v+1}\right] .
$$

Then we set

$$
\Omega=\bigcup_{u \leq v \text { in }[2, k-2] \text { with (8.3.1) }} \Omega_{u, v}
$$

The cardinality $\omega=|\Omega|$ is even. We write $\Omega$ as

$$
\Omega=\left\{j_{1}, j_{2}, \ldots, j_{\omega}\right\}
$$

and set

$$
X_{k}=\left\{\left.\varepsilon_{j_{s}}+(-1)^{s} \varepsilon_{i_{k}+\left\lfloor\frac{s+1}{2}\right\rfloor} \right\rvert\, s \in[1, \omega]\right\} .
$$

With these settings, we denote $\mathbb{X}=\cup_{l=1}^{k} X_{l}$ which is a subset of $\Phi_{d, 2}$.
Let $\lambda: \mathfrak{g}_{\mathbb{Z}, d}(2) \rightarrow \mathbb{Z}$ be the homomorphism such that

$$
\lambda\left(e_{\alpha}\right)= \begin{cases}1 & \text { if } \alpha \in \mathbb{X} \\ 0 & \text { if } \alpha \in \Phi_{d, 2} \backslash \mathbb{X}\end{cases}
$$

In the following we show that $\operatorname{det} \mathscr{G}_{d, \lambda} \in\{ \pm 1\}$.
Obviously, $\lambda$ is faithful in the sense of 4.2 , then

$$
\operatorname{det} \mathscr{G}_{d, \lambda}= \pm\left(\prod_{l=2}^{k-1} \operatorname{det} M_{l}\right)^{2} \operatorname{det} M_{k}
$$

It is easy to check that $\operatorname{det} M_{l} \in\{ \pm 1\}$ for $l \in[2, k-1]$.
To compute $\operatorname{det} M_{k}$, we put

$$
x_{r}=\lambda\left(\varepsilon_{r}+\varepsilon_{r+1}\right) \text { and } y_{s}=\lambda\left(\varepsilon_{j_{s}}+(-1)^{s} \varepsilon_{i_{k}+\left\lfloor\frac{s+1}{2}\right\rfloor}\right)
$$

for $r \in\left[i_{k-1}+1, i_{k}-1\right]$ with $r \equiv i_{k-1}+1$, and $s \in[1, \omega]$.
Note that

$$
M_{k}=\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in Q_{k-1} \cup Y_{d, k}}
$$

So we divide $Q_{k-1} \cup Y_{d, k}$ into subsets and consider the submatrices of $\mathscr{G}_{d, \lambda}$ corresponding to these subsets.
(a) One type of subsets is of the form

$$
\left\{\varepsilon_{j_{s}}-\varepsilon_{l}, \varepsilon_{l}+(-1)^{s} \varepsilon_{i_{k}+\left\lfloor\frac{s+1}{2}\right\rfloor}, \varepsilon_{l+1}+(-1)^{s+1} \varepsilon_{i_{k}+\left\lfloor\frac{s}{2}\right\rfloor+1}, \varepsilon_{j_{s+1}}-\varepsilon_{l+1}\right\}
$$

or

$$
\left\{\varepsilon_{j_{s}}-\varepsilon_{l+1}, \varepsilon_{l+1}+(-1)^{s} \varepsilon_{i_{k}+\left\lfloor\frac{s+1}{2}\right\rfloor}, \varepsilon_{l}+(-1)^{s+1} \varepsilon_{i_{k}+\left\lfloor\frac{s}{2}\right\rfloor+1}, \varepsilon_{j_{s+1}}-\varepsilon_{l}\right\}
$$

where $s \in[1, \omega]$ and $l \in\left[i_{k-1}+1, i_{k}-1\right]$ satisfy $s \equiv 1, l \equiv i_{k-1}+1$ and $\varepsilon_{j_{\sigma}}-\varepsilon_{\tau} \in Q_{k-1}$ for $\sigma \in[1, \omega], \tau \in\left[i_{k-1}+1, i_{k}-1\right]$.
(b) The other type of subsets is of the form

$$
\left\{\varepsilon_{j}-\varepsilon_{l}, \varepsilon_{j+1}+\varepsilon_{l}, \varepsilon_{j}+\varepsilon_{l}, \varepsilon_{j+1}-\varepsilon_{l}\right\}
$$

and these subsets cover all the remaining roots in $Q_{k-1} \cup Y_{d, k}$.
Let $X$ be a subset of $Q_{k-1} \cup Y_{d, k}$ of type (a) or (b). Then

It is easy to see that $M_{k}$ can be written as a blocked diagonal matrix with diagonal blocks of the form $\left(\lambda\left(\left[e_{\alpha}, e_{\beta}\right]\right)\right)_{\alpha, \beta \in X}$ for each subset $X$ of type (a) or (b), and each block is of determinant $\pm 1$. Thus $\operatorname{det} M_{k} \in\{ \pm 1\}$, which implies $\operatorname{det} \mathscr{G}_{d, \lambda} \in\{ \pm 1\}$.

Lemma 8.4. Let $d=\left(i_{1}, i_{2}, \cdots, i_{k}\right) \in \Delta^{o} \backslash \Delta_{\text {spec }}$. If char $\mathbf{k}=2$, then $\operatorname{det} \mathscr{G}_{d, \lambda}=0$ for any $\lambda \in \operatorname{Hom}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$.

Proof. Suppose that there exists $\lambda \in \operatorname{Hom}\left(\mathfrak{g}_{d}(2), \mathbf{k}\right)$ such that $\operatorname{det} \mathscr{G}_{d, \lambda} \neq 0$. We can assume that $\lambda$ is faithful by (4.3.4) and Lemma 4.5 . So by (4.2.3), $\operatorname{det} \mathscr{G}_{d, \lambda} \neq 0$ implies that $\operatorname{det} M_{k} \neq 0$, where $M_{k}$ is defined as in (4.2.2). In the following we assume that $k$ is even without loss of generality.

For each $l \in\left[i_{k-1}+1, i_{k}\right]$, there exist two even integers $u<v$ in $[0, k-2]$ satisfying

$$
s_{u-2}<s_{u}=s_{u+2}=\cdots=s_{v-2}=s_{v}<s_{v+2},
$$

and $i_{k-1}+s_{u}<l \leq i_{k-1}+s_{v+2}$. We denote $\Xi_{l}=\left[i_{k-2}+1, i_{k-2}+s_{v+1}\right]$. Since $d$ is not special, there exists an integer $l \in\left[i_{k-1}+1, i_{k}\right]$ such that $\left|\Xi_{l}\right|$ is odd.

For each fixed $s \in\left[i_{k-1}+1, i_{k}\right]$, we set $A_{s}$ the matrix whose entries are $\lambda\left(\left[e_{\varepsilon_{r}-\varepsilon_{s}}, e_{\varpi}\right]\right)$, where $r \in \Xi_{s}$ and $\varpi$ runs over the set $\left\{\varepsilon_{s}-\varepsilon_{l}, \varepsilon_{s}+\varepsilon_{l} \mid l \in\left[i_{k}+1, n\right]\right\}$. For any $s, t \in\left[i_{k-1}+1, i_{k}\right]$, denote $E_{s, t}$ the block associate the set of roots

$$
\left\{\varepsilon_{s}-\varepsilon_{l}, \varepsilon_{s}+\varepsilon_{l}, \varepsilon_{t}-\varepsilon_{l}, \varepsilon_{t}+\varepsilon_{l} \mid l \in\left[i_{k}+1, n\right]\right\}
$$

With a good ordering in $Q_{k} \cup Y_{d, k}$, the matrix $M_{k}$ has the same form as the matrix $S$ in Proposition 2.2(2). Since $d$ is not special, there exists $s \in\left[i_{k-1}+1, i_{k}\right]$ such that $\left|\Xi_{s}\right|$ is odd. Then all conditions in Proposition 2.2(2) are satisfied and we have $\operatorname{det} M_{k}=0$ when char $\mathbf{k}=2$. We get a contradiction which proves the lemma.

Combining Lemma 7.2, Lemma 8.3 and Lemma 8.4, we have proved Theorem 1.5 in the type $D$ case. Therefore with the results we get in Sections 3 to 8, we have proved Theorem 1.5.

## 9. Final remarks

Theorem 0.8 , combined with [2, Corollary 5.11], gives a new characterization of special unipotent classes. According to the discussion in Section 0 and Theorem 0.8, the GGGRs can be defined for certain unipotent orbits coming from characteristic zero.

In the good characteristic case, Kawanaka's definition of GGGRs starts with a unipotent element. This element will determine a weighted Dynkin diagram and subsequently a grading on the Lie algebra. This grading is crucial for the definition. Maybe that's why Geck's definition starts with a weighted Dynkin diagram, from which the required grading can be obtained. But in the bad characteristic case, not the set of unipotent orbits, but the set of unipotent orbits coming from characteristic zero, is parameterized by the set of weighted Dynkin diagram. Thus, there is no "Kawanaka's conjecture" in this case, until we are able to define a GGGR for each unipotent orbit. For Kawanaka's conjecture in good characteristic case, see [7, Conjecture 3.3.1], [8, Theorem 2.4.3] and [3, Theorem 4.5].

Assuming $p, q$ to be large enough, Lusztig gave the block decomposition of the characters of GGGRs, and expressed each block component in terms of characteristic functions of intersection cohomology complexes in this block, see [10]. The assumption of Lusztig was reduced by Taylor in [12]. According to [13], there is only one block of intersection cohomology complexes, when $G$ is of type $B_{n}, C_{n}$ or $D_{n}$ and $p=2$. So there is no need for a block decomposition. But it may still be interesting to express the characters of GGGRs in terms of characteristic functions of intersection cohomology complexes.
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