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PERIOD INTEGRALS OF CY AND GENERAL TYPE

COMPLETE INTERSECTIONS 1

BONG H. LIAN AND SHING-TUNG YAU

Abstract. We develop a global Poincaré residue formula to study
period integrals of families of complex manifolds. For any compact
complex manifold X equipped with a linear system V ∗ of generi-
cally smooth CY hypersurfaces, the formula expresses period inte-
grals in terms of a canonical global meromorphic top form on X .
Two important ingredients of this construction are the notion of
a CY principal bundle, and a classification of such rank one bun-
dles. We also generalize the construction to CY and general type
complete intersections. When X is an algebraic manifold having a
sufficiently large automorphism group G and V ∗ is a linear repre-
sentation of G, we construct a holonomic D-module that governs
the period integrals. The construction is based in part on the the-
ory of tautological systems we have developed in the paper [17],
joint with R. Song. The approach allows us to explicitly describe
a Picard-Fuchs type system for complete intersection varieties of
general types, as well as CY, in any Fano variety, and in a homo-
geneous space in particular. In addition, the approach provides a
new perspective of old examples such as CY complete intersections
in a toric variety or partial flag variety.
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1. Introduction

Let π : Y → B be a family of n-dimensional CY manifolds. Recall

that Rnπ∗C is a flat vector bundle on B whose fiber is the middle

cohomology Hn(Yb,C), where Yb = π−1(b). Thus, assuming that B

is simply connected, fixing a base point b0 ∈ B gives us a canonical

trivialization of this bundle with fixed fiber Hn(Yb0,C). The bundle

contains a subbundle Htop whose fiber at b ∈ B is H0(KYb). Consider a

nonzero local section ω of Htop over a small neighborhood U of b0. The

local Torelli theorem implies that the line Cωb = H0(KYb) ⊂ Hn(Yb0 ,C)

determines the isomorphism class of Yb. One way to study the variation

of this line is to consider the period integrals

(1.1)

∫

γ

ωb, γ ∈ Hn(Yb0,Z)

as functions defined on U , attempt to construct differential equations

for them, and ultimately compute them. This presents two problems.

First, the normalization of the functions 1.1 depends on the choice of

local section ω, rendering any system of differential equations for 1.1

dependent on such an arbitrary choice. Second, any description of such

a system of differential equations is inherently local, depending on an

arbitrary choice of U . As will be seen shortly, we can circumvent both of

these problems by introducing a canonical global normalization for the

period integrals, in the case when Y is a family of complete intersections

in a fixed ambient manifold X .

We begin with a summary of the main results and ideas. Let X be a

compact connected d-dimensional complex manifold, and L1, .., Ls be

line bundles on X such that

Vi := H0(Li)
∗ 6= 0
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and that the general section σi ∈ V
∗
i defines a nonsingular hypersurface

Yσi = {σi = 0} in X . We would like to consider the family of all

complete intersections

Yσ := Yσ1 ∩ · · · ∩ Yσs

which are smooth of codimension s < d in X . Put

V := V1 × · · · × Vs, B = V ∗ −D

where D consists of σ = (σ1, .., σs) ∈ V
∗ such that Yσ is not smooth of

codimension s. Then B parameterizes a smooth family Y of smooth

complete intersections of codimension s in X . Given σ ∈ B, the ad-

junction formula gives a canonical isomorphism

(L+KX)|Yσ ∼= KYσ

where L := L1 + · · ·+ Ls. Thus when L+KX is trivial, Y is a family

of CY manifolds, and when L+KX is ample, Y is a family of general

type manifolds.

We shall assume that the Hodge number dimH0(KYσ) is a locally

constant function on B (this is true when the fibers of Y are Kähler),

and consider bundle Htop whose fiber at σ ∈ B is H0(KYσ). For σ ∈ B,

let

Rσ : H0(L+KX)→ H0(KYσ)

be the restriction map. Clearly, for each τ ∈ H0(L+KX), the map

B → Htop, σ 7→ Rσ(τ)

defines a global section of Htop. So, we get a linear map

R : H0(L+KX)→ H0(B,Htop), τ 7→ (σ 7→ Rσ(τ)).

In particular when L+KX = OX , then R(1) gives a canonical global

trivialization of Htop.

Definition 1.1. (Period sheaves) We call the mapR the global Poincaré

residue map of the family Y. For each τ ∈ H0(L+KX), we define the

period sheaf Π(τ) of the family Y to be the locally constant sheaf on B

generated by the local sections∫

γ

R(τ), γ ∈ Hd−s(Y•,Z)

where Y• is some fixed fiber of Y. A local section of this sheaf is called

a period integral.
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The main goal of this paper is to give a new description of the map

R, and use it to construct explicitly a system of Picard-Fuchs type

differential equations that govern the period integrals. The resulting

system will turn out to be a certain generalization of a tautological

system. The latter notion was introduced in [17], where it was applied

to the special case when X is a partial flag variety and L + KX is

trivial. In this special case, period integrals were defined in an ad hoc

fashion, by choosing a particular meromorphic form to write down a

Poincaré residue. The resulting system of differential equations was

shown to be holonomic, and was amenable to fairly simple description.

However, the construction was clearly specific to that example and to

the case of CY complete intersections, and it gives R only up to an

overall normalization by an undetermined holomorphic function on the

base B. In this paper, we give a new construction of R that removes

the normalization ambiguity entirely, and at the same time, generalizes

to an arbitrary manifold X and to a general family Y , not necessarily

CY.

The first problem is to describe the map induced on global sections

by the Poincaré residue map PR : ΩdX(Y ) → Ωd−sY , in a way that is

compatible with the variation of Y . The map PR is a sheaf homo-

morphism, whose only known description (except in isolated cases),

unfortunately, relies on local coordinates. The variation of Y in a

family also makes matter worse. Since period integrals are inherently

global objects on Y (and global also on the parameter space if we lift

to its universal cover), it is difficult to work with the local description

of PR for the purpose of constructing and describing their differential

equations, let alone computing the period integrals. A key insight in

our approach is that the map R can be realized as a family version of

the PR, but in terms of an explicit globally defined meromorphic form

on the ambient space X . This realization is carried out by lifting the

construction of period integrals to a certain principal bundle over X .

One of the main benefits of this approach is that sections of line

bundles can then be represented as globally defined functions, afford-

ing a description of the Poincaré residue map in purely global terms

(Theorem 6.6.) Quite remarkably, the result is in fact independent of
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the choice of principal bundle (Theorem 7.2.) So, every choice gives a

potentially new way to express the same period integrals. More impor-

tantly, one can show that such a principal bundle exists for any complex

manifold X , and that there is always a canonical choice (Theorem 6.3.)

This part uses an old idea of E. Calabi. In specific examples, the global

realization of R often allows us to compute power series expressions for

period integrals. As it is well-known, the latter are central to mirror

symmetry.

Finally, our realization of R allows us to show that the period inte-

grals are governed by a tautological system (Theorem 8.8), or a certain

enhanced version of it (Theorem 8.9.) In the projective case, we apply

our results to toric manifolds and homogeneous spaces, as special ex-

amples, and show that the period sheaves are governed by holonomic

tautological systems. Even in the general setting, these systems are

still amenable to fairly explicit and simple descriptions. For example,

in the case of X a general homogeneous manifold, we give two differ-

ent descriptions (Theorems 9.1, 9.6) by using the Borel-Weil theorem

and a theorem of Kostant and Lichtenstein, and we enumerate a set

of generators for the tautological system. For X a toric manifold, our

tautological systems turn out to be examples of GKZ hypergeometric

systems and their extended versions (Example 8.12.) Explicit power

series solutions to these systems are also known.

As part of the toolkit in our approach, we also develop a general form

of the Euler sequence for TX , and a principal bundle version of the

adjunction formula for KX (Theorem 2.9.) More generally, a principal

H-bundle H−M → X enables us to describe vector bundles on X , and

their sections in fairly simple functional terms. For example, certain

bundles are described by representations ofH ; sections of those bundles

can be realized as global holomorphic functions onM . Moreover, these

descriptions are all equivariant with respect to any given automorphism

of X , whenever the H-bundle M itself is equivariant. In special cases

such as homogeneous spaces, some of these constructions are known in

representation theory.

Another important application of our general Euler sequence is to the

study of CY structures. Consider a principal H-bundle H −M → X .
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A nowhere vanishing form ωM ∈ H0(KM) is called a CY structure

of M if CωM is a representation of H . We derive an obstruction for

the existence of such a structure (Theorem 3.3), and prove that a CY

structure is essentially unique, if exists (Theorem 3.12.) We then use

these results to classify all CY structures for the rank 1 bundles. These

results will be crucial to proving the global Poincaré residue formulas

for period integrals (Theorems 6.6, 7.2)

Acknowledgements. B.H.L. is partially supported by NSF FRG

grant DMS-0854965, and S.T.Y. by NSF FRG grant DMS-0804454.

2. Adjunction formula for principal bundles

Throughout this section, let G and H be complex Lie groups, and

M a complex manifold, not necessarily compact, on which the group

K := G×H

acts holomorphically. We denote the actions by

G×M →M, (g,m) 7→ gm

H ×M → M, (h,m) 7→ mh−1.

We assume that the H-action on M is free and proper, so that the

quotient M/H is a complex G-manifold:

G×M/H →M/H, (g, [m]) 7→ [gm].

We have the projection map

π :M →M/H, m 7→ [m].

Let VectG(X) be the category of holomorphic G-equivariant vec-

tor bundles on X , and VectK(M) the category of holomorphic K-

equivariant vector bundles on M . We have the following pullback and

quotient functors:

π∗ : VectG(X)→ V ectK(M)

/H : VectK(M)→ VectG(X)

where

(π∗E)m = (m,E[m]) ⊂M ×E
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(F/H)[m] = (∪m′∈[m]Fm′)/H ⊂ F/H

for m ∈ M . Here E ∈ VectG(X) and F ∈ VectK(M). It is straight-

forward to show that both functors are equivalences of categories, and

that we have natural isomorphisms

(π∗E)/H ∼= E

π∗(F/H) ∼= F.

Specializing to line bundles, letting PicK(M) denote the K-equivariant

Picard group ofM , i.e. the group of isomorphism classes ofK-equivariant

line bundles on M , we get a canonical isomorphism

(2.1) PicK(M) ∼= PicG(X).

We will make use of primarily vector bundles on M that are trivial,

but not necessarily K-equivariantly. The two functors above will allow

us to interpolate between representation theory ofH and G-equivariant

vector bundles on X .

The G-action on M induces homomorphisms

G→ Aut TM, g 7→ dg

G→ Aut T ∗M, g 7→ δg−1.

Here δg−1 : T ∗Mm → T ∗Mgm is the inverse transpose of the differential

dg : TMm → TMgm. Likewise, the H-action on M induces similar

homomorphisms. Note that because we let H act on the right on M ,

we have dh : TMm → TMmh−1 and δh−1 : T ∗Mm → T ∗Mmh−1 .

Let E → M be a G-equivariant vector bundle. Then there is an

induced homomorphism

Γ : G→ Aut H0(E), g 7→ Γg

given by

Γgσ = g ◦ σ ◦ g−1.

The same is true for a H-equivariant bundle. For example, we have

(Γgσ)m = dg(σg−1m) ∈ TMm

(Γhσ)m = dh(σmh) ∈ TMm
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for g ∈ G, h ∈ H , m ∈M , σ ∈ H0(TM).

Let ρ : H → Aut V be a finite dimensional holomorphic represen-

tation of H . Then H acts on the product M × V freely and properly,

and the quotient

Eρ :=M ×H V = (M × V )/H

is a G-equivariant holomorphic vector bundle of rank dimV overM/H .

The G action on Eρ is defined by

G×Eρ → Eρ, (g, [m, v]) 7→ [gm, v].

Note that [mh−1, ρ(h)v] = [m, v] for h ∈ H . A holomorphic function

σ′ :M → V

is said to be ρ-equivariant if

σ′(mh−1) = ρ(h)σ′(m) (h ∈ H, m ∈M.)

We denote the space of such functions by O(M)ρ.

The following is an abstraction of a well-known fact about holomor-

phic sections of G-equivariant vector bundles on homogeneous spaces.

Proposition 2.1. Let ρ : H → Aut V be a finite dimensional holomor-

phic representation of H, and σ′ : M → V a ρ-equivariant function.

Then σ(m) := [m, σ′(m)] (m ∈ M) defines a holomorphic section of

Eρ. This gives a G-equivariant linear isomorphism

O(M)ρ → H0(X,Eρ), σ
′ 7→ σ.

We denote the inverse map by σ 7→ σ′ = σM .

Proof. That σ is a holomorphic section of Eρ is clear. To see that

σ′ 7→ σ above is an isomorphism, we construct the inverse map. Given

a section σ ∈ H0(Eρ), consider the image σ(M/H) ⊂ Eρ. Its pre-image

pr−1σ(M/H) under the projection pr :M × V → Eρ is the graph of a

holomorphic function σ′ :M → V . It is easy to check that

σ(m) = [m, σ′(m)]

and that σ′ is ρ-equivariant. The correspondence σ 7→ σ′ is the inverse

map we sought.
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Finally, the induced linear G-actions on functions σ′ and sections σ

are given by

Γgσ
′ = (g−1)∗σ′ = σ′ ◦ g−1

Γgσ = g ◦ σ ◦ g−1 (g ∈ G.)

It is then easy to check that Γgσ
′ 7→ Γgσ under the isomorphism above.

�

The proposition shows in particular that to get interesting line bun-

dle of the form Eρ =M ×H C with sections, M must be noncompact.

Corollary 2.2. If ρ : H → GL1 is onto and H0(Eρ) 6= 0, then M is

noncompact.

Proof. By the proposition, we have a nonzero holomorphic function

σ′ ∈ O(M)ρ which is ρ-equivariant, hence can’t be locally constant.

So, M is not compact. �

The isomorphism in the proposition can be interpreted in terms of

the pullback functor as follows.

Proposition 2.3. For E ∈ V ectG(X),

π∗ : H0(X,E)→ H0(M,π∗E), σ 7→ idM × σ ◦ π

is an injective G-equivariant linear map. In particular, for a given

representation ρ : H → Aut V of H and for Eρ = M ×H V , the linear

map π∗ coincides with the map

H0(X,Eρ)→ O(M)ρ ⊂ H0(M,M × V ), σ 7→ σ′

(under the identification π∗Eρ ≡ M × V .)

Proof. The injectivity of π∗ follows immediately from the surjectivity

of π :M → X . For σ ∈ H0(X,Eρ), since we view π∗σ ∈ H0(M,M×V )

as a holomorphic function σ′ : M → V , our second assertion amounts

to checking the identity

σ([m]) = [m, σ′(m)] (m ∈M)

which is straightforward. �
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In the rest of the paper, we shall often identify a section in H0(X,E)

with the holomorphic function that represents it without explicitly say-

ing so.

Let χ ∈ Hom(H,C×). We shall refer to χ as an H-character. An

H-character can also be regarded as character of the abelian group

H/[H,H ], and vice versa. Given an H-character χ, let Cχ denote the

corresponding one-dimensional representation C of H . We can treat

M × Cχ as a K-equivariant line bundle. So, we have a map

Hom(H,C×)→ PicK(M), χ 7→ [M × Cχ].

For χ ∈ Hom(H,C×), put

Lχ :=M ×H Cχ.

Then Lχ is G-equivariant via the action

g[m, 1] = [gm, 1].

Composing with the isomorphism in eqn. 2.1, we get

Proposition 2.4. We have a group homomorphism

Hom(H,C×)→ PicG(M/H), χ 7→ [Lχ].

In general, this map can be trivial even when H 6= 1. In one opposite

extreme, we have

Proposition 2.5. [20] Let G be a complex Lie group and H a closed

subgroup. Then we have an isomorphism

Hom(H,C×)→ PicG(G/H), χ 7→ [Lχ].

Proof. Given a G-equivariant line bundle L over G/H , H stabilizes the

fiber LH at the coset H . This determines a unique H-character χ by

which H acts on LH . Fix a nonzero vector v0 ∈ LH . Then the map

G× C→ L, (g, 1) 7→ gv0

descends to a G-equivariant isomorphism Lχ ∼= L. Suppose we have

a G-equivariant isomorphism to the trivial bundle: Lχ → G/H × C.

Then the fiber of Lχ at the coset H is isomorphic, as a representation

of H , to the trivial representation H × C. It follows that χ is the

trivial character. This shows that Hom(H,C×) → PicG(M/H) is an

isomorphism. �
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It is important to be able to compare directly sections of a line bundle

on X that is realized using two different, but compatible principal

bundles over X . Suppose we have the two principal bundles related as

follows:
H2 − M2

π2→ X
ρ ↓ π ↓ ||

H1 − M1
π1→ X

where ρ : H2 → H1 is a group homomorphism such that for m2 ∈ M2,

h2 ∈ H2,

π(m2h
−1
2 ) = π(m2)ρ(h2)

−1.

Now let χ1 be an H1-character and put χ2 = χ1 ◦ ρ. Then, clearly

there is a unique isomorphism of line bundles π̃ : Lχ2
→ Lχ1

, such that

[m2, 1] 7→ [π(m2), 1].

Proposition 2.6. Let Hi −Mi → X, ρ : H2 → H1, π : M2 → M1,

be the data as stated in the preceding paragraph. Let ϕi : O(Mi)χi →

H0(Lχi), i = 1, 2, be the canonical function-section isomorphisms given

by Proposition 2.1. Then

ϕ−1
2 ◦ π̂

−1 ◦ ϕ1 = π∗ : O(M1)χ1
→ O(M2)χ2

.

where π̂ : H0(Lχ2
)→ H0(Lχ1

), σ 7→ π̃ ◦ σ.

Proof. Let σ1 ∈ O(M1)χ1
. By Proposition 2.1, ϕ1σ1 is characterized by

the identity

(ϕ1σ1)([m1]) = [m1, σ1(m1)] (m1 ∈ M1)

and likewise for ϕ2. We will show that

ϕ1 = π̂ ◦ ϕ2 ◦ π
∗ : O(M1)χ1

→ H0(Lχ1
).

First we need to check that π∗σ1 ∈ O(M)χ2
. This follows from

(π∗σ1)(m2h
−1
2 ) = σ1(π(m2)ρ(h2)

−1) = χ1(ρ(h2))σ1(π(m2)).

Next, since

(ϕ2 ◦ π
∗)σ1 = ϕ2(σ1 ◦ π) ∈ H

0(Lχ2
)

it follows that

ϕ2(σ1 ◦ π)([m2]) = [m2, σ1(π(m2))].
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Applying π̃ to both sides, we get

(π̂ ◦ ϕ2 ◦ π
∗σ1)([m2]) = π̃[m2, σ1(π(m2))] = [π(m2), σ1(π(m2))].

The right side agrees with (ϕ1σ1)([π(m2)]) = (ϕ1σ1)([m2]), as desired.

�

Given a principal bundle H −M
π
→X , and a line bundle of the form

Lχ where χ is anH-character, we will need to be able to compare global

χ-equivariant functions (sections of Lχ) with the local representations

of sections. We write

M |U = π−1(U).

Proposition 2.7. Fix an open set U ⊂ X. Then local trivializations

α : Lχ|U =M |U ×H Cχ → U ×C of Lχ are in 1-1 correspondence with

holomorphic functions µα :M |U → C× having the property

(2.2) µα(mh
−1) = µα(m)χ(h)−1 (h ∈ H)

and under this correspondence α and µα are related by

(2.3) α[m, 1] = ([m], µα(m)) (m ∈M |U).

Moreover, given such a local trivialization α, if ψ ∈ H0(Lχ) and ψM ∈

O(M)χ is the χ-equivariant function representing ψ, then

ψM(m) = ψα([m])µα(m)−1 (m ∈M |U)

where ψ|U = ψαeα and eα is the local frame of Lχ coresponding to α.

The proof is straightforward and is left to the reader.

Next, we shall analyze the canonical bundle of X = M/H . As we

shall see later, this bundle can be completely described in terms of

certain H-characters (cf. Proposition 2.5.) Taking a quotient is in

some sense the dual of taking a submanifold. Thus, the idea is to

find a dual version of the following adjunction formula, for principal

bundles.

Proposition 2.8. (Adjunction formula for submanifolds) If Y is a

complex G-submanifold of M , then we have an G-equivariant isomor-

phism

KY
∼= KM |Y ⊗ ∧

qNY/M

where NY/M is the normal bundle of Y in M , and q = dimM −dim Y .
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Theorem 2.9. Put X =M/H.

• (Generalized Euler sequence) There is a G-equivariant exact se-

quence of vector bundles on X:

M ×H h →֒ (TM)/H ։ TX.

• (Adjunction formula for quotients) There is a canonical G-

equivariant isomorphism

KX
∼= KM/H ⊗ Lχh

.

where χh is the H-character of the one-dimensional representa-

tion ∧qh induced by the adjoint representation of H.

• (Canonical bundle) If M admits a nowhere vanishing holomor-

phic G-invariant top form ωM , and an H-character χM such

that ΓhωM = χM(h)ωM , (h ∈ H) then there is a canonical

G-equivariant isomorphism

KX
∼= LχMχh

.

Proof. Consider the G×H-equivariant exact sequence on M :

DH →֒ TM ։ π∗TX

where DH ⊂ TM is the holomorphic distribution generated by the

free action of H on M . Note that H acts freely and properly on all

three bundles, and that we have a canonical G-equivariant isomorphism

(π∗TX)/H ∼= TX . So to prove our first assertion, it remains to show

that DH ∼=M × h, G×H-equivariantly.

The free H action on M induces the Lie algebra isomorphism

ξ : h→ H0(DH), x 7→ ξx, (ξx)m :=
d

dt
|t=0m exp(tx)

which is H-equivariant. Here H acts on h by the adjoint represen-

tation, and on H0(DH) by the induced action on sections of the H-

equivariant bundle DH . Since the G- and the H-actions on M com-

mute, G acts trivially on H0(DH). So, by letting G act trivially on h,

ξ is G-equivariant. The fiber DHm of DH at m is

DHm = {(ξx)m|x ∈ h}.
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Thus

ν :M × h→ DH, (m, x) 7→ (ξx)m

defines a G × H-equivariant isomorphism. (Note that M × h is not

H-equivariantly trivial unless H is abelian or dimH = 0.)

Now by linear algebra, the dual of the generalized Euler sequence

yields a G-equivariant isomorphism

(∧tT ∗M)/H ∼= ∧dT ∗X ⊗ (M ×H ∧
qh∗) ∼= KX ⊗ Lχ−1

h

where t = dimM , d = t− q. Tensoring both sides with Lχh
, we get

KX
∼= KM/H ⊗ Lχh

.

For the last assertion, it remains to show that

(2.4) KM/H ∼= LχM .

Put ω = ωM , χ = χM . By assumption, Cω is a one dimensional

representation of H . Define

µ :M × Cω → KM , (m,ω) 7→ ωm.

(Note: Since ω is nowhere vanishing, this gives a canonical non-equivariant

global trivialization ofKM .) We now check G- and H-equivariance sep-

arately. For h ∈ H , m ∈M ,

h(m,ω) = (mh−1, χ(h)ω)
µ
7→χ(h)ωmh−1 .

On the other hand, we have the H-action Γ : H → Aut H0(KM) such

that

(Γhω)m = δh−1ωmh.

The left side is χ(h)ωm. It follows that

δh−1µ(m, 1) = δh−1ωm = (Γhω)mh−1 = χ(h)ωmh−1 = µ(h(m, 1)).

This shows that µ is also H-equivariant. Similarly, it is G-equivariant.

This gives a canonical G-equivariant isomorphism

(M × Cω)/H ∼= KM/H.

Since the left side is Lχ, this yields eqn.2.4. �

When X is a toric variety, the generalized Euler sequence were found

in [3][13] by methods different from that used above.
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Definition 2.10. We denote by H−M → X a G-equivariant principal

H-bundle over X. We call a nowhere vanishing form ω ∈ H0(KM)G,

a CY structure of M , if Cω is a one dimensional representation of H,

i.e. there is an H-character χ such that

(2.5) Γhω = χ(h)ω (h ∈ H.)

In this case, we also call the pair (ω, χ) a CY structure of the H-bundle

M .

3. Existence and uniqueness of CY structures

As our second application of the generalized Euler sequence, The-

orem 2.9, we answer the existence-uniqueness questions on CY struc-

tures. We will show that the associated bundle of KX is a CY bundle

and that it is a universal one, in some sense. Throughout this section,

all line bundles and principal H-bundles H − M → X are assumed

G-equivariant.

Definition 3.1. Given a line bundle L over a complex manifold X, let

L× denote the complement of the zero section in L. Equivalently, L×

is the associated principal bundle of L. Denote the C×-character

χ1 : C
× → C×, h 7→ h.

Lemma 3.2. For any line bundle L on X, we have a canonical iso-

morphism

L ∼= L× ×C× Cχ1
.

Therefore, a line bundle L′ is of the form Lχ for some C×-character χ

iff L′ is a power of L.

Proof. Define

ρ : L× × C→ L, (m, a) 7→ am.

Let h ∈ H := C× acts by h(m, 1) := (mh−1, h) as usual. Then ρ :

(mh−1, ha) 7→ am for h ∈ C×. It follows that ρ descends to L× ×H
Cχ1
→ L. It is clear that this is an isomorphism.

If L′ = lL, then the isomorphism implies that L′ = Lχl
1
. Conversely,

if L′ = Lχ with χ ∈ Hom(C×,C×) = 〈χ1〉, then χ = χl1 and so

L′ = lL. �
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Theorem 3.3. (Obstruction to CY structure) Let H − M
π
→X be a

principal bundle. Then M admits a CY structure iff there exists an

H-character χ such that

KX
∼=M ×H Cχ.

In particular, if L is line bundle on X, then L× admits a CY structure

iff KX is a power of L.

Proof. By Theorem 2.9, we have

KM/H ∼= KX ⊗ L
−1
χh
.

If M has a CY structure (ωM , χM), then the left side is LχM , and so

KX
∼= LχMχh

.

Conversely, suppose KX
∼= Lχ for some H-character χ. Then by the

isomorphism

PicG×H(M) ∼= PicG(X), F 7→ F/H, π∗E ← E,

it follows that we have an H-equivariant isomorphism KM
∼= M ×

CχM where χM := χχ−1
h , which implies that KM is trivial (but not

necessarily H-equivariantly.) Moreover, the section M → M × CχM ,

m 7→ (m, 1), corresponds to a nowhere vanishing form ωM ∈ H
0(KM)G

which transforms by

ΓhωM = χM (h)ωM

under H . So M admits a CY structure.

Now specialize to the case M = L×, H = C×. Then M admits a CY

structure iff there exists χ ∈ Hom(H,C×), i.e. χ = χl1 for some l ∈ Z,

such that

KX
∼=M ×H Cχ.

Then by the preceding lemma, the right side is lL, as desired. �

We now give a number of applications of the theorem.

Corollary 3.4. (Calabi) K×
X has a CY structure (ω̂, χ1).

Proof. This is the special case L = KX of the theorem. �
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Example 3.5. Projective space.

Let X = Pd. By Theorem 3.3, the principal C×-bundle O(k)× on X

admits a CY structure iff k divides d+ 1.

Example 3.6. A projective hypersurface as ambient space.

Let X be a degree n smooth hypersurface of Pd+1, d ≥ 1. Consider

L = O(k) on X . Then it follows immediately from Theorem 3.3 (and

Lefschetz hyperplane) that L× admits a CY structure iff k divides

n− d− 2.

Lemma 3.7. Let H −M → X be a principal bundle with H = C×.

Then there exists a unique line bundle L on X such that M ∼= L×,

H-equivariantly.

Proof. Set

L =M ×H Cχ1
.

Then it is straightforward to show that M ∼= L× = M ×H C×. The

uniqueness part follows from Lemma 3.2. �

Corollary 3.8. (Classification of rank 1 CY bundles) Put H = C×.

A principal bundle H −M → X admits a CY structure iff M is H-

equivariantly isomorphic to L× for some line bundle L such that KX

is a power of L.

Proof. This follows from the preceding lemma and Theorem 3.3. �

We now prove the uniqueness of CY structures.

Lemma 3.9. (Uniqueness lemma) Let (ω, χ) and (ω′, χ′) be two CY

structures on a given principal bundle H−M → X. If χ = χ′ then ω is

a scalar multiple of ω′. In particular, if the natural map Hom(H,C×)→

Pic(X) is injective (cf. Proposition 2.4) then up to scalar, there is at

most one CY structure on M .

Proof. We have a (unique) function f ∈ H0(O×
M ) such that

ω′ = fω.
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For h ∈ H , we have Γhω = χ(h)ω and Γhω
′ = χ′(h)ω′. This implies

that

Γhf = χ−1(h)χ′(h)f.

By Proposition 2.1, f represents a nowhere vanishing global section

of the line bundle Lχχ′−1 on X . Thus if χ = χ′, then f defines a

holomorphic function on X , hence must be constant, proving the first

assertion.

Now suppose Hom(H,C×) → Pic(X) is injective. Then χ = χ′ by

Theorem 2.9, hence ω′ is a scalar multiple of ω in this case as well. �

Lemma 3.10. Let (ω, χ) be a CY structure on H −M → X, dζ be

the standard coordinate 1-form on Cχχh
, and x1, .., xq (q = dimH) be

independent vector fields generated by H on M ×Cχχh
. Then the form

Ω̂ := ιx1 · · · ιxq(ω ∧ dζ)

is H-basic, hence defines a nowhere vanishing top form on

KX
∼= M ×H Cχχh

.

Proof. The form is obviously H-horizontal, and nowhere vanishing,

since the vector fields xi are everywhere independent. We want to

check that it is H-invariant. First note that Γhω = χ(h)ω and Γhdζ =

χ(h)−1χh(h)
−1dζ . It follows that Γh(ω ∧ dζ) = χh(h)

−1(ω ∧ dζ). Since

Γhιx1 · · · ιxqΓ
−1
h = Γhιx1Γ

−1
h · · ·ΓhιxqΓ

−1
h

= ιAd(h)x1 · · · ιAd(h)xq
= χh(h)ιx1 · · · ιxq

it follows that Ω̂ is H-invariant. �

Corollary 3.11. The Ω̂ above, as a form on KX , is a scalar multiple

of a CY structure ω̂ of KX .

Proof. It suffices to show that the statement holds in K×
X . By the

preceding lemma, Ω̂ is a nowhere vanishing top form on K×
X . Consider

the C× action by the usual fiberwise scaling onKX . Lifted toM×Cχχh
,

it is just the usual scaling on Cχχh
. Hence dζ transforms by the C×-

character χ1. It follows that Ω̂ transforms by the character χ1 as well.
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Thus (Ω̂, χ1) is a CY structure on the bundle K×
X . But (ω̂, χ1) is also a

CY structure on the same bundle, by Corollary 3.4. By the Uniqueness

Lemma, Ω̂ must be a scalar multiple of ω̂. �

Theorem 3.12. (Uniqueness of CY structure) If a bundle H−M → X

admits a CY structure, it is unique up to scalar multiple.

Proof. Let ω1, ω2 be two CY structures on M . By the preceding corol-

lary again, we can normalize them by a constant so that

(3.1) ιx1 · · · ιxq(ω1 ∧ dζ) = ιx1 · · · ιxq(ω2 ∧ dζ)

viewed as forms on M ×C. Since ∂
∂ζ

is a global vector field on M ×C

(with no component on the M side), we can apply ι ∂
∂ζ

to eqn. 3.1 and

get

(3.2) ιx1 · · · ιxqω1 = ιx1 · · · ιxqω2.

Since multiplication by ι ∂
∂ζ

kills the ∂
∂ζ

component of each vector field

xi, we can now regard the xi as the vector fields generated by the H-

action on M alone, and eqn.3.2 is now an identity onM . Finally, since

the xi are everywhere independent vector fields on M , 3.2 implies that

ω1 = ω2.

�

We now show that the CY bundle C× − K×
X → X is the universal

one, in some sense.

Proposition 3.13. (Universal property) Let H −M
πM→X be any H-

bundle with a CY structure (ω, χ). Then the projection map πM factors

through a canonical H-equivariant mapM → K×
X , where H acts on K×

X

fiberwise by the character χ.

Proof. The given CY structure determines a canonical isomorphism

KX
∼=M ×H Cχχh

, by Theorem 2.9. So, we may as well identify these

two sides. Define M → K×
X , m 7→ [m, 1] ∈ KX . For h ∈ H , we have

mh−1 7→ [mh−1, 1] = [m,χ(h)−1] = [m, 1]χ(h)−1.

This shows that our map is H-equivariant. Composing it with the

projection K×
X → X = M/H , [m, 1] 7→ [m], clearly yields πM : M →

X . �
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4. Poincaré residues for principal bundles

In this section, we continue to use the notations introduced earlier.

We fix a CY bundle H −M → X , an H-character χ, and put L = Lχ
(cf. Proposition 2.4.) Let σ ∈ H0(L) be any nonzero section. We now

give an explicit construction of global meromorphic d-form (d = dimX)

with pole given by the divisor σ = 0 (possibly singular) in X . From

now on, given x ∈ h, we shall write the interior multiplication operator

ιξx (acting on differential forms on M) simply as ιx. Fix a nonzero

element

x1 ∧ · · · ∧ xq ∈ ∧
qh (q = dimH.)

Put

Ω = ιx1∧···∧xqωM = ιx1 · · · ιxqωM

Ωσ :=
1

σM
Ω ∈ H0(KM |(M − {σM = 0})),

where σM : M → C is the χ-equivariant function representing σ. (Cf.

Proposition 2.1.)

Theorem 4.1. (Poincaré residue) For σ ∈ H0(L)−0 and τ ∈ H0(L+

KX), Ωσ is a nowhere vanishing meromorphic d-form onM−{σM = 0}

with pole along σM = 0 such that

Γg(τMΩσ) = (ΓgτM)Ωg◦σ◦g−1 (g ∈ G.)

Moreover τMΩσ is H-basic, i.e.

ιx(τMΩσ) = 0, Γh(τMΩσ) = τMΩσ (x ∈ h, h ∈ H.)

Therefore, τMΩσ defines a meromorphic d-form on X − {σ = 0} with

pole given by the divisor σ = 0.

Proof. Since ξx1, .., ξxq are pointwise independent vector fields on M ,

and ωM is a nowhere vanishing holomorphic top form on M , it follows

that Ω above is a nowhere vanishing form of degree d = dimM − q.

Since the vector fields ξxi are G-invariant (because the G- and the

H-actions on M commute), it follows that ΓgΩ = Ω. Since L is a

G-equivariant bundle, there is an induced linear action on H0(L). By

Proposition 2.1, our first assertion follows.
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Next, we show the H-basic property. By construction of Ω, it is clear

that ιxΩ = 0 for all x ∈ h. Since ιx is a derivation acting trivially on

functions, It follows ιx(τMΩσ) = 0 for all x ∈ h. To see that τMΩσ is

H-invariant, let h ∈ H . First note that

ΓhΩ = Γhιx1Γ
−1
h · · ·ΓhιxqΓ

−1
h ΓhωM

= ιAd(h)x1 · · · ιAd(h)xqχM (h)ωM
= χh(h)χM(h)ιx1 · · · ιxqωM
= χh(h)χM(h)Ω.

On the other hand, by Theorem 2.9, we have τ ∈ H0(L + KX) =

H0(LχχMχh
), hence

τM (mh−1) = χ(h)χM(h)χh(h)τM(m).

It follows that

(Γh
τM
σM

)(m) =
τM(mh)

σM(mh)
= χM(h)−1χh(h)

−1 τM (m)

σM(m)
.

This implies that Γh(τMΩσ) = τMΩσ.

The last assertion of the theorem follows from the H-basic property

of τMΩσ. �

Remark 4.2. One important way in which the preceding theorem will

be applied is when τ ∈ H0(L + KX) transforms under a group G ⊂

Aut X by a given G-character, in which case G “moves” the form τMΩσ
essentially by varying only its pole, according to the theorem.

5. Examples: old and new

This section is intended to offer some new perspectives on a number

of known constructions of Poincaré residues and period integrals. By

interpreting them in the context of the earlier sections, we can now

unify all of them on more or less equal footing.

Example 5.1. M = Cd+1 − 0, H = C×, G = SLd+1, K = G × H,

X =M/H = Pd.
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We will regardM as a set of column vectors so that G acts on the left

as usual, and H acts on the right by scaling h : M → M , m 7→ mh−1.

From this we have dh( ∂
∂mi

) = h−1 ∂
∂mi

and δh−1(dmi) = hdmi. Let

ωM = dm0 ∧ · · · ∧ dmd, which is clearly G-invariant, and

ΓhωM = hd+1ωM .

So, the H-character for CωM is χM(h) = hd+1. The vector field gener-

ated by H on M is x = −
∑
mi

∂
∂mi

, and so

Ω = ιxωM = −
∑

(−1)imidm0 ∧ · · · d̂mi · · · ∧ dmd.

The H-character for h is trivial since H is abelian. By Theorem 2.9, it

follows that

KX
∼= LχM .

Note that the coordinate functions mi on M represents the sections of

O(1) of X . Since

(mh−1)i = h−1mi

it follows that the H-character for the line bundle O(1) is χ(h) = h−1,

hence χM = χ−d−1 and KX = O(−d − 1), as expected.

Example 5.2. Partial (Type A) flag variety F (d1, ..., dr, n) revisited.

Put

M = Mdr+1,dr × · · · ×Md2,d1 (n := dr+1 > · · · > d1 > d0 := 0)

H = GLdr × · · · ×GLd1
G = SLn
X = M/H = F (d1, .., dr, n).

Here Ma,b is the space of a× b matrices of full rank. Here G and H act

on M by

G×M →M, (g,mr, .., m1) = (gmr, .., m1)

H ×M → M, (hr, .., h1, mr, .., m1) 7→ (mrh
−1
r , hrmr−1h

−1
r−1, .., h2m1h

−1
1 ).

Put Mi = Mdi+1,di and let ωi be the coordinate top form on Mi (with

respective to some chosen order, say, the lexicographic order, on the

coordinates of Mi). Put

ωM = ωr ∧ · · · ∧ ω1.

Then ωM is clearly G-invariant. For h = (hr, .., h1) ∈ H , we have

ΓhωM = χM (h)ωM
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where χM(h) :=
∏r

i=1 detdi(hi)
di+1−di−1 . Here detd : GLd → C× is the

determinant function. Since the Lie algebra of GLd is sld⊕C, it follows

that ∧qh (q = dimH) is a trivial representation of H , i.e. χh = 1 in

this case. By Theorem 2.9, it follows that

KX
∼= LχM .

Proposition 5.3. (Cf. Proposition 2.5) For the principal H-bundle

H −M → X given in the preceding example, the map

Hom(H,C×)→ PicG(X), χ 7→ [Lχ]

is isomorphism.

Proof. The groupG = SLn is simple, connected, simply-connected, and

X is compact and G-homogeneous. It follows the group PicG(X) ∼=

Pic(X) is free abelian generated by the G-equivariant line bundles cor-

responding to some fundamental weights of G [4][20]. They are given

by the highest weights λdi of the representations ∧diCn, 1 ≤ i ≤ r.

In fact, the line bundle corresponding to λdi is precisely the pullback

of the hyperplane bundle Oi(1) on the Grassmannian G(di, n), under

the canonical projection X → G(di, n). In turn, Oi(1) is the pull-

back of the universal hyperplane bundle, under the Plücker embedding

G(di, n) →֒ P(∧diCn). We shall henceforth identify PicG(X) with the

lattice generated by the λdi . On the other hand, the character group

Hom(H,C×) is free abelian generated by the characters χi := det−1
di

(viewed as functions on H .) So, to complete the proof, it suffices to

show that the line bundle Lχi is isomorphic to the pullback of Oi(1).

The projection X → G(di, n) can be realized as the

M/H → Mn,di/GLdi , [mr, ..., m1] 7→ [mr · · ·mi].

Fix an index set J = (1 ≤ j1 < · · · < jdi ≤ n) and let mJ to be the

di × di minor of m ∈ Mn,di consisting of the rows indexed by J , and

consider the Plücker coordinate for G(di, n)

σJ :Mn,di → C, m 7→ det(mJ).

For hi ∈ GLdi , we have σJ(mh
−1
i ) = detdi(hi)

−1σJ(m). By Proposi-

tion 2.1, σJ represents a (nonzero) section of the line bundle Ldet−1

di

on
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G(di, n) = Mn,di/GLdi . It follows that Ldet−1

di

= Oi(1). But we have

the commutative diagram of bundles

M ×H Cχi → Mn,di ×GLdi Ldet−1

di

↓ ↓
X → G(di, n)

which means that Lχi is isomorphic to the pullback of Ldet−1

di

= Oi(1),

via the projection X → G(di, n). �

In [17], we have also carried out an explicit construction of the period

integrals for CY complete intersections in the partial flag variety X =

F (d1, .., dr, n). In a later section, we will generalize the construction to

an arbitrary homogeneous space, and for CY as well as general type

complete intersections.

Example 5.4. Orthogonal (Types B and D) and isotropic (Type C)

flag varieties OF (d1, ..., dr, n), IF (d1, ..dr, n).

Let M,G,H,X as in the preceding example, and assume that dr ≤

n/2. Put

M1 = {(mr, .., m1) ∈M |m
t
rJ1mr = 0}

G1 = SOn

X1 = M1/H = OF (d1, .., dr, n).

Here SOn is the orthogonal group: the group of isometry of the sym-

metric bilinear form (u, v) 7→ u · J1v on Cn, where J1 is the matrix

(in column form) J1 = [en, .., e1]. Here e1, .., en is the standard basis

of Cn. It is easy to show that M1 is an affine complete intersection of

codimension c = 1
2
dr(dr + 1) in M . In other words, the components

of the quadratic equations mt
rJmr = 0 above define transversal affine

hypersurfaces in M .

Next, we put

M2 = {(mr, .., m1) ∈M |m
t
rJ2mr = 0}

G2 = Sp2l (n = 2l)

X2 = M2/H = IF (d1, .., dr, n).

Here Sp2l is the symplectic group: the group of isometry of the skew

symmetric bilinear form (u, v) 7→ u · J2v on C2l, where J2 is the matrix
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(in column form) J1 = [e2l, .., el,−el−1, ..,−e1]. Again, M2 is an affine

complete intersection of codimension c = 1
2
dr(dr − 1) in M .

We can apply Theorems 2.9 and 4.1 to the principal H-subbundles

M1 ⊂ M above to compute KX1
and Poincaré residues for CY hy-

persurfaces in X1. One way is to first construct a holomorphic top

form ωM1
∈ H0(KM1

) by taking Poincaré residue of ωM over the affine

complete intersection mt
rJ1mr = 0. The same can be said about X2.

However, we will not carry that out here. Instead, later we will apply

Theorems 2.9 and 4.1 to compute KX and Poincare residues in an en-

tirely different way. In fact, we will do so for all homogeneous spaces

X of any complex Lie group G.

Example 5.5. Toric manifolds revisited.

Let X be a toric manifold, associated with a fan Σ in Zn. We briefly

recall a construction of X as a quotient [1][6], and a description of its

line bundles. Let ν1, .., νt ∈ Zn be the integral generators of the 1-cones

in Σ. For simplicity, we shall assume that no hyperplane in Zn contains

all t points νi, and that every maximal cone in Σ is n-dimensional. Any

complete fan, for example, satisfies this assumption. Put

G̃ = (C×)t

G = {g = (g1, .., gt) ∈ G̃|g1 · · · gt = 1}

H = {g = (g1, .., gt) ∈ G̃|

t∏

j=1

g
〈µ,νj〉
j = 1 ∀µ ∈ (Zn)∗}

T = (C×)n

L = {l = (l1, .., lt) ∈ Zt|
∑

j

ljνj = 0}.

We have exact sequences

H →֒ G̃։ T

h 7→ h, g 7→ (
∏

j

g
〈e∗

1
,νj〉

j , ..,
∏

j

g
〈e∗n,νj〉
j )

(Zn)∗ →֒ (Zt)∗ ։ L∗

µ 7→
∑

j

〈µ, νj〉Dj ,
∑

j

ajDj 7→ (λa : l 7→
∑

j

ljaj).

Here e∗1, .., e
∗
n form the basis of (Zn)∗ dual to the standard basis of Zn,

and D1, .., Dt the basis of (Zt)∗ dual to the standard basis D∗
1, .., D

∗
t of
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Zt. Under the assumption above, the restriction of G̃։ T to G is also

onto.

Let G×H act on Ct by

G×H × Ct → Ct, (g, h,m) 7→ gmh−1 := (g1m1h
−1
1 , .., gtmth

−1
t ).

Obviously, H acts freely and properly on (C×)t. In particular, there

is a unique maximal open subset M of Ct containing (C×)t such that

the action on M is free and proper. It can be described as follows.

If σ =
∑

i∈I R+νi ∈ Σ, we put σ̂ =
∑

i∈I R+D
∗
i ⊂ Rt. Let Σ̂ be the

collection of all such σ̂. This is a fan in Rt whose corresponding toric

variety is M . There is an induced action of G on M/H = M/(1, H).

Since G is abelian, H ∩ G as a subgroup of G obviously act trivially

on M/H , hence the G-action on M/H descends to a T ∼= G/(H ∩G)-

action.

Theorem 5.6. [8][18]

Pic(X) ∼= H2(X,Z) ∼= (Zt)∗/(Zn)∗ ≡ L∗.

Theorem 5.7. [1][6] There is a T = G/(H ∩ G)-equivariant isomor-

phism

M/H ∼= X.

Let z1, .., zt be the standard coordinates of Ct. Then M is of the

form Ct − Z where Z is a certain subvariety of ∪j{zj = 0} ⊂ Ct. In

fact, Z can be described explicitly in terms of the fan Σ [6]. Moreover,

the cohomology class [Dj ] ∈ H2(X,Z) is the first Chern class of the

line bundle corresponding to the divisor H · {zj = 0} in M .

By shifting the focus from X to M , viewed as a G×H-space and a

G-equivariant principal H-bundle over X , we can apply results of §§2-4

toM as a special case. This will allow us to reinterpret Pic(X) in terms

of H-characters, and to carry out the Poincaré residue construction for

M . The latter will recover a well-known construction of periods of

CY hypersurfaces in X , and the differential equations governing them,

when X is compact. But the construction makes sense even without

the compactness assumption.
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Proposition 5.8. (Cf. Propositions 2.1, 2.5, 5.3) The map

Hom(H,C×)→ Pic(X), χ 7→ [Lχ]

is isomorphism.

Proof. With the identification LC/L ≡ H , l̄ = l +L ≡ (e2πil1 , .., e2πilt),

we have

L∗ ∼
→Hom(H,C×) ≡ Hom(LC/L,C

×), λ 7→ (χλ : l̄ 7→ e2πiλ(l)).

Composing this with Pic(X)
∼
→L∗,

∑
j aj [Dj ] 7→ (λa : l 7→

∑
j ljaj),

Theorem 5.6, we get

Pic(X)
∼
→Hom(H,C×),

∑

i

aj[Dj ] 7→ χλa .

To complete the proof, it suffices to show that

(5.1) [Lχλa ] = −
∑

i

aj [Dj ].

It is enough to show this for a set of generators, say [Lχj ]
∼= [Dj] where

χj(l̄) = e−2πilj (j = 1, .., t).

Since the function zj : M → C satisfies zj(ml̄
−1) = e−2πiljmj =

χj(l̄)zj(m), it defines a section of Lχj by Proposition 2.1. Hence its

zero locus is the divisor representing Lχj . But the zero locus is exactly

the H orbit of zj = 0 in M . This divisor represents the class [Dj]. �

Next, we apply results of §§2-4 to construct Poincaré residues for

CY hypersurfaces in X . This example has been previously considered

[7][3]. Put

ωM = dz1 ∧ · · · ∧ dzt, χM(h) = h1 · · ·ht (h ∈ H.)

Then ωM is G-invariant and ΓhωM = χM(h)ωM . Since H is abelian,

KX
∼= LχM by Theorem 2.9. Since χM = (χ1 · · ·χt)

−1 and [Lχj ] = [Dj],

it follows that [KX ] = −
∑

j[Dj ], as expected.

Fix a Z-basis l1, .., lq (q = t − n) of the lattice L. The vector field

generated on M by li ∈ LC, the Lie algebra of H ≡ LC/L, is

xi =
∑

j

lijzj
∂

∂zj
.
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Proposition 5.9. Ω = ιx1 · · · ιxqωM in Theorem 4.1 is a nonzero con-

stant multiple of the holomorphic n-form on M

Ω′ = z1 · · · zt ∧
n
k=1

t∑

j=1

〈e∗k, νj〉
dzj
zj
.

Proof. The apparent poles of Ω′ are clearly removable. Put ωq+k =∑t
j=1 〈e

∗
k, νj〉

dzj
zj

(k = 1, .., n.) We’ll show that for some constant c, we

have on the dense subset G̃ = (C×)t ⊂M ,

Ω

z1 · · · zt
= cωq+1 ∧ · · · ∧ ωt.

Since the νj span Zn, ωq+1, .., ωt are pointwise independent. Since

li ∈ L, it follows that

ιxiωq+k =
∑

j

lij〈e
∗
k, νj〉 = 0 (1 ≤ i ≤ q, 1 ≤ k ≤ n.)

Since x1, .., xq are G̃-invariant vector fields generated by the H-action,

and since the ωq+k are G̃-invariant forms on G̃, we can find G̃-invariant

vector fields xq+1, .., xt and 1-forms ω1, .., ωq such that, for some c,

ιxiωk = δik (1 ≤ i, k ≤ t)
dz1 ∧ · · · ∧ dzt

z1 · · · zt
= cω1 ∧ · · · ∧ ωt.

Applying ιx1 · · · ιxq to the last equation completes the proof. �

By Theorem 4.1,

ΓgΩσ = Ωg◦σ◦g−1 .

Next, let us restrict Ωσ to the torus G̃ ⊂ M , and examine it more

closely. Let y1, .., yn be the standard coordinate functions on T =

(C×)n. We can pull them back to G̃ via the map G̃ ։ T , g 7→

(
∏

j g
〈e∗1,νj〉
j , ..,

∏
j g

〈e∗n,νj〉
j ), express the pullback (still denoted by yk) in

terms of the functions zj on G̃, and get

yk =
∏

j

z
〈e∗
k
,νj〉

j .
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It follows that dyk
yk

= ωq+k and by the preceding proposition,

Ω

z1 · · · zt
= c

dy1
y1
∧ · · · ∧

dyn
yn

.

Descending to X , we can view this as a form defined on the open dense

T -orbit T0 ⊂ X . Consider those sections σ of −KX which can be

represented as a polynomial in the z1, .., zt. (Note that if X is assumed

compact, then every section can be represented as a polynomial in the

zi.) A monomial zα = za11 · · · z
at
t is a section iff

∑
aj[Dj ] = −[KX ] =∑

j[Dj ]. This holds iff there is a unique µ ∈ (Zn)∗ such that aj − 1 =

〈µ, νj〉 for all j. In this case,

zα = z1 · · · zty
µ.

Thus σ, restricted to T0, is z1 · · · zt times a Laurent polynomial fσ in

the yk. For X a Fano toric variety, it is known [2] that certain periods

of the CY hypersurface σ = 0 can be expressed as integral of the

meromorphic form
1

fσ(y)

dy1
y1
∧ · · · ∧

dyn
yn

over cycles in T0. We see that this form agrees with the meromorphic

form Ωσ|T0 in Theorem 4.1, in this special case.

Next, we show that in a Fano manifold Xd, essentially all holomor-

phic top forms of CY (and general type) complete intersections can be

obtained by means of Poincaré residues. First we have the following

easy extension of the Poincaré residue map [10] for hypersurfaces to

complete intersections.

Lemma 5.10. (Codimension s Poincaré residue sequence) Let Y1, .., Ys
be smooth hypersurfaces in X such that Y = Y1 ∩ · · · ∩ Ys is smooth of

codimension s in X = Xd. Then we have the following exact sequence

of sheaves: ∑

i

ΩdX(∪j 6=iYj) →֒ ΩdX(∪iYi) ։ Ωd−sY

where the first map is the inclusion map and the second map is given

by
g

z1 · · · zs
dz1 ∧ · · · ∧ dzd 7→ gdzs+1 ∧ · · · ∧ dzd|Y,

where the zi are local coordinates on X centered at p ∈ Y , where a local

equation of Yi is zi = 0.
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Proposition 5.11. Suppose X is Fano and Y1, .., Ys are hypersurfaces

in X such that for any J ( {1, .., s}, ∩j∈JYj is also Fano and smooth

of codimension |J | in X. Then the Poincaré residue map induces an

isomorphism

Hk(ΩdX(∪iYi))
∼= Hk(Ωd−s∩iYi

)

for k < d− s.

Proof. We proceed by induction on s. For s = 1, this follows from the

codimension 1 Poincaré residue sequence and the fact that H0(ΩdX) = 0

because X is Fano. For simplicity, we write Ω ≡ ΩdX and Wi ≡ ∪j 6=iYj

in the following discussion. For s > 1, the Koszul complex gives a

resolution of

A0 :=
∑

i

Ω(Wi)

whose pth term (1 ≤ p ≤ s) is

Ap := ⊕|I|=pΩ(Wi1) ∩ · · · ∩ Ω(Wip) = ⊕|J |=s−pΩ(∪j∈JYj)

where the first sum is over all induces I = (i1 < · · · < ip), and the

second sum over the J = {1, .., s} − I. By induction on s, we have

Hk(Ω(∪j∈JYj)) = Hk(Ωd−s+pYJ
)

for k < d− s+ p, where YJ := ∩j∈JYj. Since each YJ is Fano, it follows

that the right side is zero, and this yields

Hk(Ap) = 0, k < d− s+ p.

Since A• → A0 is a resolution, the usual long exact sequence argument

shows that

Hk(A0) = 0, k < d− s+ 1.

But A0 is the first term of the codimension s Poincaré residue sequence.

Now our assertion follows from the preceding lemma. This completes

our proof. �
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6. A general global Poincaré residue formula

For the rest of this paper, unless stipulated otherwise,

X will be a d-dimensional compact complex manifold.

The results in §3 settle the existence and uniqueness questions for CY

structures on a given principal H-bundle, up to scalar multiple. They

do not, however, fix the normalization of the CY structure. In this

section, we begin with a local construction of a CY structure on KX ,

due to Calabi [5] (cf. Corollary 3.4), that does determine a canonical

normalization. Remarkably, this normalization turns out to be exactly

the one that makes the global Poincaré residue formula (Theorems 4.1,

6.6) agrees, on the nose, with the map R in Definition 1.1. In addition,

the local construction will allow us to compare global Poincaré residue

formulas derived from different CY bundles. This was necessary to

prove that CY structures on any principal bundle over X are invariant

under Aut X (Theorem 3.12.)

Proposition 6.1. (Calabi) KX admits a nowhere vanishing holomor-

phic top form ω̂.

Proof. Let π : KX → X be the projection. Let w = (w1, .., wd) :

U → Cd be a coordinate chart on X . This induces a chart (local

trivialization)

(zw, w) : π
−1(U)→ C× Cd, η 7→ (η(

∂

∂w1

, ..,
∂

∂wd
), w(πη))

on KX . Define the nowhere vanishing top form on KX |U :

ω̂ = dzw ∧ dw1 ∧ · · · ∧ dwd.

Clearly, under a coordinate change from w to w′, the function zw and

the form dw1 ∧ · · · ∧ dwd transform respectively by the determinant of

Jacobian matrices of w′ ◦ w−1 and its inverse, which cancel out each

other to leave ω̂ unchanged. It follows that ω̂ is independent of the

choice of coordinates w, implying that ω̂ is globally defined. �
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Calabi showed that if X is compact Kähler, then KX admits a Ricci

flat complete Kähler metric.

Definition 6.2. We shall call ω̂ above the canonical form of KX .

We shall also denote by π : K×
X → X the projection map. We now

apply the results in §§2-4 to this particular principal bundle C×−K×
X →

X , with G being any complex Lie subgroup of the automorphism group

Aut X . Note that by the convention in §2, h ∈ H acts by h·m = mh−1.

Theorem 6.3. The canonical form ω̂ of KX is invariant under G =

Aut X. Moreover, for h ∈ H = C×, we have

Γhω̂ = χ1(h)ω̂

where χ1(h) = h. Therefore, (ω̂, χ1) is a G-equivariant CY structure

on K×
X . In particular, ιx0ω̂ defines a G-invariant C×-horizontal d-form

on K×
X , where x0 is the vector field generated by −1 ∈ C = Lie(H).

Finally, in local coordinates w we have

ιx0ω̂ = zwdw1 ∧ · · · ∧ dwd.

Proof. Put H = C× and M = K×
X . Let w : U → Cd be a chart on X ,

and (zw, w) the induced chart on M , as before. Recall that

ω̂|U = dzw ∧ dw1 ∧ · · · ∧ dwd.

Since zw is a linear coordinate on the fiber on which H acts by scaling,

and since ω̂ is linear in zw, it is clear that Γhω̂ = hω̂. The last assertion

follows from that x0 = zw
∂
∂zw

.

It remains to verify that ω̂ is G-invariant. Let g ∈ Aut X ; we will

compute Γgω̂. Since g is holomorphic, wg := w ◦ g−1 : gU → Cd is a

chart on X . So, it induces a chart on M :

(zwg , w
g) : π−1(gU)→ C× Cd.

On the other hand g ∈ Aut X induces a holomorphic map g :M → M ,

hence a chart

(zgw, w
g) : π−1(gU)→ C× Cd
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where zgw = zw ◦ g
−1. We will show that this chart is equal to (zwg , w

g),

i.e.

(∗) zgw = zwg .

Note that this completes the proof. For then we have

(g−1)∗ω̂|U = (g−1)∗(dzw ∧ dw1 ∧ · · · ∧ dwd) = dzgw ∧ dw
g
1 ∧ · · · ∧ dw

g
d.

Since the first factor of this form is dzwg by (*), this form is equal to

ω̂|gU . It then follows that

(g−1)∗ω̂ = ω̂

as desired.

We now return to (*). By definition, for η′ ∈ π−1(gU) = K×
X |gU ,

zwg(η
′) = η′(

∂

∂wg1
, ..,

∂

∂wgd
), zgw(η

′) = zw(g
−1
M η′) = (g−1

M η′)(
∂

∂w1
, ..,

∂

∂wd
).

Since g−1
M η′ = δg(η′) = η′ ◦ dg, proving (*) reduces to checking that

dg(
∂

∂wi
) =

∂

∂wgi
on X , which is obviously true. This completes the proof. �

We now return to the set-up in the Introduction, spell out the as-

sumptions, and fix notations that will be repeatedly used throughout

the rest of the paper.

• X1. Let X be a compact complex manifold of dimension d, and

fix a complex Lie subgroup G ⊂ Aut X (possibly trivial). Let

L1, .., Ls (s < d) be nontrivial G-equivariant line bundles on X

such thatH0(L+KX) 6= 0, that each of the linear systems V ∗
i :=

H0(Li) is base point free, and that there is an H-character χ

(cf. Proposition 2.4) such that

L := L1 + · · ·+ Ls = Lχ.

• X2. Assume that for general sections σi ∈ V ∗
i , the intersec-

tion Yσ1,...,σs := Yσ1 ∩ · · · ∩ Yσs (Yσi = {σi = 0}) is smooth of

codimension s. Put

V := V1 × · · · × Vs, B := V ∗ −D
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where D consists of σ := (σ1, .., σs) ∈ V
∗ such that Yσ = Yσ1,..,σs

is not smooth of codimension s. Let Y denote the family of

complete intersections Yσ parameterized by B.

• X3. By X1, we have canonical G-equivariant maps X → PVi.

Denote the map by

φ : X → PV1 × · · · × PVs

and let X̂ be the cone over the image in V = V1×· · ·×Vs. Since

the Li are G-equivariant, we have a holomorphic representation

G→ Aut V . We extend this to a representation

Ĝ = G× (C×)s → Aut V

by letting the ith copy of C× in (C×)s act on Vi by the usual

scaling.

The next proposition gives the most important case in which X1-X3

hold.

Proposition 6.4. Suppose L = L1 = −KX (s = 1) is very ample.

Then X1-X3 hold for the family Y of CY hypersurfaces in X with

H = C×.

Proof. Obviously H0(L +KX) 6= 0, and H0(L) is base point free. By

Theorem 6.3, C× − K×
X → X is a CY bundle. By Theorem 2.9, L =

−KX = Lχ−1

1
. So, X1 holds. Since L is very ample, X2 also follows.

�

Remark 6.5. Since each Li in X1 is nontrivial, and since H0(Li) is

base point free, it has dimension at least 2. In a typical application in

this paper, the Li are very ample, in which case the H0(Li) are base

point free and X2 hold automatically. It should also be noted that if

H −M → X is a principal bundle such that the natural map

Hom(H,C×)→ PicG(X)

is onto (cf, Proposition 2.5), then the assumption that L = Lχ in X1

is redundant.
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Let τ ∈ H0(L+KX), and σ ∈ B. Then by Theorems 4.1 and 6.3 (in

the case M = K×
X , H = C×, Ω = ιx0ω̂)

τΩσ :=
τιx0 ω̂

σ1 · · ·σs

defines a meromorphic d-form onX with pole along the divisor ∪si=1Yσi.

Theorem 6.6. (Global Poincaré residue) Assume X1-X3 with H =

C×. Then the global Poincaré residue mapR : H0(L+KX)→ H0(B,Htop)

is G-equivariant and is given by

(6.1) Rσ(τ) = Res τΩσ.

Proof. We verify eqn. 6.1 first. By definition, for fixed σ ∈ B, the

restriction map Rσ is induced on global sections by the sheaf homo-

morphism [10]

O(L+KX)
Ψψ
∼=ΩdX(∪iYσi)

PR
→ Ωd−sYσ

= O(KYσ)

where Ψψ : O(L + KX) = O(L) ⊗ O(KX) → ΩdX(∪iYσi) is given by

φ⊗ω 7→ φω
ψ

with ψ = σ1 · · ·σs, and PR is the (codimension s) Poincaré

residue map. So,

Rσ = Res ◦Ψψ : H0(L+KX)→ H0(KYσ).

For eqn. 6.1, it is enough to show that for any given nonzero section

ψ ∈ H0(L), Ψψ on global sections is given by

H0(L+KX)→ H0(ΩdX(Y )), τ 7→
τιx0ω̂

ψ

where Y is the divisor ψ = 0 in X . This map is well-defined by Theo-

rems 4.1 and 6.3 (in the case M = K×
X , H = C×, Ω = ιx0ω̂.)

Since L = Lχ and χ lies in the cyclic group Hom(H,C×) generated

by χ1, it follows that L = lKX for some l ∈ Z. Fix a coordinate (U,w)

on X and put dw := dw1 ∧ · · · ∧ dwd. Then τ ∈ H0(L + KX) and

ψ ∈ H0(L) have the local form on U

τ = τU(w)dw⊗(l+1), ψ = ψU(w)dw⊗l.

Since KX =M ×H Cχ1
is trivialized on U by

M |U ×H Cχ1
→ U × C, [η, 1] 7→ ([η], zw(η))
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it follows from Proposition 2.7 that as functions onM |U , τ, ψ are given

by

τ |U = τU(w)z−l−1
w , ψ|U = ψU(w)z−lw .

Thus by Theorem 6.3, we get

τιx0ω̂

ψ
|U =

τUdw

ψU
.

On the other hand, for φ ∈ O(L|U) and ω ∈ O(KX |U), we have

Ψψ : φ⊗ ω 7→
φUωUdw

ψU

Since τ |U is a finite sum of tensors of the form φ ⊗ ω, it follows that

Ψψ(τ |U) coincides with
τιx0 ω̂

ψ
|U above. This shows that

Ψψ(τ) =
τιx0 ω̂

ψ

proving eqn. 6.1.

Let g ∈ Aut X . Then g induces isomorphisms

g∪ : H0(ΩdX(∪iYσi))→ H0(ΩdX(∪iYΓgσi))

g∩ : H0(Ωd−sYσ
)→ H0(Ωd−sYΓgσ

)

such that g∩ ◦ Res = Res ◦ g∪. So, for τ ∈ H0(L+KX), we have

ΓgR(τ) = g∩Res τΩΓ−1
g σ = Res g∪(τΩΓ−1

g σ)

= Res (Γgτ)Ωσ = R(Γgτ).

This shows that R is equivariant. �

7. Comparing global Poincaré residue formulas

We now give two more applications of the canonical form. We have

seen that the CY bundle C×−K×
X → X gives us a formula for the global

Poincaré residue R (Theorem 6.6.) However, the formula is subject to

the condition that the bundle L in assumption X1 has the form Lχ,

where χ is an C×-character. By Lemma 3.2, this restricts L to a power

of KX (cf. Example 7.1.) We now show that R can be realized by

using any other CY bundle H −M → X . This introduces enormous
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flexibility to the use of the global Poincaré residue. For example, when

X is a homogeneous manifold X = G/P , we will see that the natural

bundle

P −G→ X

has a CY structure. This allows us to realize all line bundles on X in

terms of P -characters, by Proposition 2.5. So, for any homogeneous

space, the assumptions in X1 is superfluous. The same is true for

any toric manifold. The next example, which lives in both worlds (i.e.

homogeneous and toric), shows two CY C×-bundles that realize R in

two different ways.

Example 7.1. Projective hypersurfaces.

Let X = Pd. According to Lemma 3.2, the CY bundle C×−K×
X → X

allows us to realize the global Poincaré residue by means of Theorem

6.6, for the line bundle L = O(k) (k > 0) only when L = lKX =

O(−ld − l) for some l ∈ Z. This forces k to be an integer multiple

of (d + 1). By contrast, the bundle C× − O(−1)× → X , which is a

CY bundle by Theorem 3.3, can realize the global Poincaré residue for

all O(k), because each O(k) is a power of O(−1) (cf. Lemma 3.2.)

Note that by viewing X as a homogeneous space of SLd+1 gives a third

global Poincaré residue formula, for all line bundle L as well.

We now return to the context of §6 beginning with the assumptions

X1-X3. We will prove that the global Poincaré residue formula derived

from any given CY bundle, by means of Theorem 4.1, agrees with R

of Definition 1.1. Given a CY bundle H −M → X , an H-character χ,

and a section ψ ∈ H0(Lχ), let ψM : M → C denote the χ-equivariant

function representing ψ (cf. Proposition 2.1.)

Theorem 7.2. (Uniqueness of global Poincaré residue) Let H −M →

X be a bundle with the CY structure (ωM , χM). Assume X1-X3. Fix

independent vector fields xi generated by H on M . There is a constant

c such that, for τ ∈ H0(Lχ+KX), σ ∈ B, and ψ := σ1 · · ·σs ∈ H
0(Lχ),

we have

Rσ(τ) = cRes
τM
ψM

ιx1 · · · ιxqωM .

Moreover, if ∪σ∈BYσ is dense in X, then R is injective.
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For the first assertion, the overall strategy is about the same as

proof of Theorem 6.6, but there are some important differences. One is

that the local frames for line bundles used in the former proof are too

restrictive to handle a general CY bundleM . Another difference is that

in present setting, we will need to invoke the uniqueness theorem for CY

structures on M . We were able to avoid this earlier essentially because

the canonical form was particularly simple in local coordinates, which

in turn made it a lot easier to identify the CY structure in question.

We now begin with some preparations.

Just as in Theorem 6.6, since Rσ = Res ◦ Ψψ, it suffices to show

that we can choose a normalization for ωM so that

(7.1) Ψψ(τ) =
τM
ψM

ιx1 · · · ιxqωM

as meromorphic forms on M . Note that the left side is a meromorphic

form on X , but can be regarded equivalently as an H-basic form on

M .

We shall prove that eqn. 7.1 holds on M |U for all sufficiently small

open set U ⊂ X . Fix a local trivialization of the H-bundle M , i.e. an

H-equivariant map of the form

M |U → U ×H, m 7→ ([m], α(m))

which we will label α. We will also use the letter β to denote such

local trivializations of the bundle M . That the map is H-equivariant

implies that

α(mh−1) = α(m)h−1 (h ∈ H.)

It follows that for any given H-character ξ, we have

(7.2) ξ(α(mh−1)) = ξ(α(m))ξ(h)−1.

By Proposition 2.7, this defines a unique local trivialization of Lξ

Lξ|U → U × C, [m, 1] 7→ ([m], ξ(α(m)))

which we will also label α. By the same proposition, for each section

ψ ∈ H0(Lξ), we have

(7.3) ψM(m) = ψα([m])ξ(α(m))−1 (m ∈M |U.)

The main point here is that a single local trivialization α of the H-

bundle M determines simultaneously local trivializations for all line
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bundles Lξ in a canonical way. In turn, such a local trivialization

determines a local frame eα for Lξ|U , and relates via eqn. 7.3, the

ξ-equivariant function ψM ∈ O(M)ξ representing a section of Lξ, and

its local expression on U ⊂ X :

ψ|U = ψαeα.

For the proof of eqn. 7.1, we apply this to the line bundle L = Lχ
named in the theorem, and the canonical bundle KX = LχK , with

χK := χMχh. Thus α determines their local frames, which we denote

by eα and εα respectively. In particular, the sections τ ∈ H0(L+KX),

ψ ∈ H0(L) have the local expressions

τ |U = ταeα ⊗ εα, ψ|U = ψαεα.

Likewise we have similar expressions corresponding to any other local

trivialization β of M .

Next, we unwind both sides of eqn. 7.1 to reduce it further. Recall

that the sheaf map

Ψψ : O(L)⊗O(KX)→ ΩdX(Y )

(where Y is the divisor ψ = 0) is given by

a⊗ b = aαeα ⊗ b
αεα 7→

aαbα

ψα
εα.

Since τα is locally a finite sum of terms of the form aαbα, it follows that

on U ,

Ψψ(τ) =
τα

ψα
εα.

On the other hand, by eqns. 7.2-7.3, we have on M |U ,

τM
ψM

=
τα

ψα
(χ ◦ α)−1(χK ◦ α)

−1

(χ ◦ α)−1
=
τα

ψα
(χK ◦ α)

−1

So, we have reduce proving eqn. 7.1 to

(7.4) (χK ◦ α)εα = Ω := ιx1 · · · ιxqωM .

Lemma 7.3. (χK ◦ α)εα, as a d-form on M |U , is independent of the

choice of local trivialization α of M over U . Thus together the {(χK ◦

α)εα} define a global nowhere vanishing d-form v on M .
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Proof. Again, that (χK ◦α)εα is nowhere vanishing is obvious, since χK
takes value in C× and εα is a frame of KX (but viewed as an H-basic

form on M |U .)

By Proposition 2.7, for any local trivializations α, β ofM over U , we

have

τα(χ ◦ α)−1(χK ◦ α)
−1 = τβ(χ ◦ β)−1(χK ◦ β)

−1

ψα(χ ◦ α)−1 = ψβ(χ ◦ β)−1

It follows that
χK ◦ α

χK ◦ β
=
ϕα

ϕβ

where ϕα := τα

ψα
. Note also that on M |U , we have

ϕαεα = Ψψ(τ) = ϕβεβ.

It follows that

(χK ◦ α)εα = (χK ◦ β)
ϕα

ϕβ
εα = (χK ◦ β)

ϕβ

ϕβ
εβ = (χK ◦ β)εβ.

This completes the proof. �

Recall that x1, .., xq are independent global vector fields generated

by the H-action on M . Fix a local frame y1, ..., yd of the bundle TU ⊂

T (U × H) once and for all (independent of α). Since we have an H-

equivariant isomorphism

M |U → U ×H, m 7→ ([m], α(m))

and since H acts only on the H factor on U ×H , the vector fields α∗xi
are clearly independent of the yk on U ×H . It follows that there exists

unique 1-forms ωαj , j = 1, ..., q, on U ×H such that

ια∗xiω
α
j = δij, ιykω

α
j = 0.

These equations imply that the ωαj are local sections of T ∗H ⊂ T ∗(U ×

H). Put

yαk = (α∗)
−1yk, ωαj ≡ α∗ωαj .

Then on M |U , we have

ιxiω
α
j = δij, ιyα

k
ωαj = 0.
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Put

uα := ωαq ∧ · · · ∧ ω
α
1

as a q-form on M |U

Lemma 7.4. The form uα ∧ v is independent of the choice of local

trivialization α of M over U . Thus together the {uα ∧ v} define a

global nonvanishing (q + d)-form ω′ on M .

Proof. Since v is H-horizontal, it follows that ιx1 · · · ιxq(u
α ∧ v) = v,

which is nonvanishing. It follows that uα ∧ v is nonvanishing.

Suppose β is another local trivialization of M over U . Then there

exists holomorphic functions λαβ such that

uα ∧ v = λαβu
β ∧ v.

Applying ιx1 · · · ιxq (which is globally defined on M , i.e. independent

of α and U) to both sides, we find that λαβ = 1. �

Lemma 7.5. The nonvanishing form ω′ ∈ H0(KM) in the preceding

lemma is a CY structure of M .

Proof. Let h ∈ H . We have on U ,

Γhu
α = Γh(ω

α
q ∧ · · · ∧ ω

α
1 ) = χh(h)

−1uα

since uα is a trivializing section of the dual bundle ofM |U×H ∧
qh (and

the latter transforms by χh(h).) We also have (keeping in mind that h

acts trivially on T ∗U of which εα is a section)

(Γhv)(m) = v(mh) = χK(α(mh))εα([mh]) = χK(h)v(m).

So, Γhv = χK(h)v. Since χK = χMχh, it follows that

Γh(u
α ∧ v) = χM(h)(uα ∧ v).

This completes the proof. �

Proof. We are now ready to prove eqn. 7.4, and to complete the proof

of Theorem 7.2. By Theorem 3.12 and the preceding lemma, it follows
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that ω′ = uα ∧ v is equal ωM , after a suitable scalar normalization.

Finally, this implies that

v = ιx1 · · · ιxq(u
α ∧ v) = ιx1 · · · ιxqωM = Ω

which is the desired eqn. 7.4.

We now prove the last assertion of Theorem 7.2. Suppose that

R(τ) = 0. This is equivalent to that Yσ ⊂ Zτ for all σ ∈ B, where Zτ
is the zero locus of τ . Since ∪σ∈BYσ is dense in X , it follows that Zτ
must be all of X . Hence τ = 0. �

Remark 7.6. On the last assertion, the assumption that ∪σ∈BYσ is

dense in X is superfluous in the codimension s = 1 case. Hence in

this case, R is always in injective. This is also true for s ≥ 1 if one

assumes that the line bundles L1, .., Ls are very ample.

Definition 7.7. Given a CY bundle H −M → X, we shall say that a

CY structure ωM on M is normalized if the constant c in the preceding

theorem is 1. In other words

Rσ(τ) = Res τΩσ.

for all σ ∈ B and τ ∈ H0(L+KX). Note that this notion is independent

of the choice of L.

Example 7.8. Projective hypersurfaces, revisited.

Let X = Pd, and L = O(n) with n ≥ d + 1. Then L + KX =

O(n−d−1) andH0(L+KX)
Ψσ∼=H0(ΩdX(Yσ)) for any general hypersurface

Yσ of degree n in X . As shown in Example 7.1, we can use the CY

bundle C× − O(−1)× → X to realize L as Lχ, for some C×-character

χ. By Proposition 5.11, dimH0(L + KX) = hd−1,0(Yσ) which is the

rank of Htop. By the preceding theorem, the sections in the image of

R provide a global trivialization of the vector bundle Htop in this case.

8. Tautological systems for period integrals: general

case

Let Ĝ be a complex Lie group, and ρ : Ĝ → Aut V be a finite

dimensional holomorphic representation such that C× ⊂ ρ(Ĝ). Let

ĝ→ End V, x 7→ Zx
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be the corresponding Lie algebra homomorphism. Since C[V ∗] = Sym V ,

we will view End V as a Lie subalgebra of Der C[V ∗]. Thus Zx ∈

Der C[V ∗] for x ∈ ĝ. Let X̂ ⊂ V be a given Ĝ-invariant subvariety in

V , and I(X̂, V ) ⊂ C[V ] be the vanishing ideal of X̂ . Note that since

X̂ is invariant under C× ⊂ ρ(Ĝ), the ideal is homogeneous.

Since we have a canonical symplectic form 〈, 〉 on T ∗V = V ×V ∗, each

linear function ζ ∈ V ∗ uniquely defines a derivation ∂ζ ∈ Der C[V ∗],

by the formula

∂ζa = 〈a, ζ〉, a ∈ V.

Let DV ∗ be the algebra of global differential operators on V ∗.

Definition 8.1. Fix a Lie algebra homomorphism β : ĝ → C. The

tautological system

τ(X̂, V, Ĝ, β)

is the DV ∗-module DV ∗/J where J is the left ideal of DV ∗ generated by

the following operators: {p(∂ζ)|p(ζ) ∈ I(X̂, V )}, {Zx + β(x)|x ∈ ĝ}.

We call generators of the form Zx + β(x), the symmetry operators

or Ĝ-operators, and those of the form p(∂ζ), the embedding polynomial

operators or polynomial operators. We note that the notion of a tauto-

logical system here is slightly broader than that given in [17], in that

the formulation here is purely algebraic and does not require that one

starts with a G-manifold, or that G is reductive, or that β comes from

a character of C×.

Using dual bases, ai and ζi of V, V
∗, we can write an element of

C[V ] = C[ζ1, ζ2, ...] as a polynomial p(ζ) = p(ζ1, ζ2, ...), and p(∂ζ) as

a partial differential operator p( ∂
∂a1
, ∂
∂a2
, ...) with constant coefficients,

acting on functions of the variables a1, a2, .... If (xji) is the matrix

representing x ∈ ĝ acting on V in the basis ai, i.e. x · ai =
∑

j xjiaj,

then

Zx =
∑

xjiaj
∂

∂ai
.

Let j : V →֒ W be a G-module homomorphism, π : W ∗
։ V ∗ the

dual map. This induces an G-equivariant map on structure sheaves
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π# : OV ∗ → π∗OW ∗, f 7→ f ◦ π for f ∈ OV ∗(U), and the induced

homomorphism on germs is also a g-module homomorphism:

(8.1) (ZV
x f) ◦ π = ZW

x (f ◦ π)

where f ∈ OV ∗ . Here ZV
x , Z

W
x are the G operators on V ∗,W ∗ respec-

tively. Likewise for the Euler operators (with the same character β.)

Now π : W ∗
։ V ∗ induces the G-equivariant algebra homomor-

phisms π : C[W ] ։ C[V ] and

π : C[∂ζW |ζW ∈ W
∗] ։ C[∂ζV |ζV ∈ V

∗] ∂ζW 7→ ∂πζW .

It is straightforward to check that for f ∈ OV ∗ , p(∂ζW ) ∈ C[∂ζW ], we

have

(8.2) [(πp(∂ζW ))f ] ◦ π = p(∂ζW )(f ◦ π).

Let SV ∗ (likewise SW ∗) be the subsheaf of OV ∗ whose stalks con-

sists of germs annihilated by the defining ideal J of the D-module

M = τ(X, φV , G, β). Then we have a canonical isomorphism (of CV ∗-

modules) from SV ∗ to the solution sheaf HomDV ∗
(M,OV ∗) ofM. Un-

der this identification, we can therefore view SV ∗ as the solution sheaf

ofM.

Lemma 8.2. (Change of variables) Let j : V →֒ W be a Ĝ-module

homomorphism and π : W ∗
։ V ∗ its dual. Let SV ∗ ⊂ OV ∗ and

SW ∗ ⊂ OW ∗ be the solution sheaves of the D-modules τ(X̂, V, Ĝ, β)

and τ(X̂,W, Ĝ, β). Then π# maps SV ∗ isomorphically onto SW ∗.

The proof in [17] carries over with little change. The lemma allows

us to give different descriptions to essentially the same D-module, by

choosing different Ĝ-modules as targets. The net effect of changing the

target from V to W in the initial data of our tautological system, is

that we introduce additional linear variables, and at the same time,

additional first order operators corresponding to the linear forms in

V ⊥ ⊂W ∗.

Theorem 8.3. [17] Assume that the Ĝ-variety X̂ has only a finite

number of Ĝ-orbits. Then the tautological system τ(X̂, V, Ĝ, β) is holo-

nomic. In particular, the space of solutions at a generic point is finite

dimensional.
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Example 8.4. Homogeneous G-variety.

Let G be a semisimple group, and β : C → C a linear function. By

the Borel-Weil theorem, for any ample line bundle L on X = G/P ,

V = H0(X,L)∗ is an irreducible G module, say, of highest weight λ.

It defines a G-equivariant embedding X →֒ PV . Let X̂ be the cone

over the image of X , and let C× acts on V by the usual scaling. Put

Ĝ = G × C×, and extend β to ĝ = g ⊕ C → C by setting β(g) =

0. By a theorem of Kostant and Lichtenstein, the ideal I(X̂, V ) is

generated by quadratic forms. In particular, aside from the symmetry

operators Zx + β(x) (x ∈ ĝ), all other generators of our tautological

system τ(X̂, V, Ĝ, β) are second order. The latter can be more explicitly

described as follows. Let

C =
∑

α>0

(xαx−α + x−αxα) +

rk(G)∑

i=1

h2i

be the second Casimir operator in the enveloping algebra Ug. We have

the following theorem:

Theorem 8.5. [16] [19] I(X̂, V ) is generated by 1
2
mλ(mλ + 1) (mλ =

dimV ∗) quadrics, given by

C(u⊗ u)− 〈2λ+ 2δ, 2λ〉(u⊗ u) (u ∈ V ∗)

where δ is half the sum of the positive roots of g.

Note that the quadrics above are viewed as elements of Sym2V ∗ ⊂

C[V ]. Later, we will give another description of this D-module, by

embedding V into a natural but larger Ĝ-moduleW , using the classical

Veronese and Segre (and the incidence) maps.

Example 8.6. Schubert varieties.

Let G be a semisimple group, P a parabolic and B ⊂ P a Borel

subgroup of G. A Schubert variety X is the closure of a B-orbit in

G/P . Since X has only finite number of B-orbits, Theorem 8.3 applies

to the tautological system τ(X̂,W, B̂, β) (B̂ = B × C×) for any B-

equivariant embedding φ : X →֒ PW . Here X̂ is the cone over φ(X) in

W . This class of D-modules will be investigated in a future paper.

Example 8.7. Invariant theory.
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Next, we point out that the problem of describing the solution sheaf

of a tautological system can be thought of as a generalization of a

problem in classical invariant theory. Let G be a connected semisim-

ple algebraic group and V , a G-module. Consider the D-modules

τ(V, V,G×C×, β), where β : g⊕C→ C with β(g) = 0 and β(1) ∈ Z<.

Since the ideal I(V, V ) is trivial, the only generators of our tautological

system are the Euler operator
∑

i ai
∂
∂ai

+β(1), and the symmetry oper-

ators corresponding to G. Thus a function f ∈ OV ∗(U) is a solution of

the D-module iff it is G-invariant and is homogeneous of degree −β(1).

If one demands that f be a global polynomial solution on V ∗, then f

is nothing but an element of C[V ∗]G of a given degree.

To construct differential equations for period integrals, Definition

1.1, we now return to the context of §6 and assumptions X1-X3. Thus

we fix a CY bundle

H −M → X

with a normalized CY structure. First, by Theorem 7.2, the period

integrals of the family Y of complete intersections in X are given by

Πγ(τ ; σ) :=

∫

γ

Rσ(τ) =

∫

γ

Res τMΩσ, γ ∈ Hd−s(Y•,Z)

viewed as locally defined functions in the variable σ ∈ B, with τ ∈

H0(L+KX) fixed.

Theorem 8.8. Let H −M → X be a CY bundle and assume X1-X3.

Let γ ∈ Hd−s(Y•,Z), and τ0 ∈ H0(L + KX) be a fixed eigenvector of

ĝ: x · τ0 = λ0(x)τ0 for x ∈ ĝ for some λ0 ∈ ĝ∗. Then the period inte-

grals Πγ(τ0; σ) of the family Y are solutions to the tautological system

τ(X̂, V, Ĝ, β), where β ∈ ĝ∗ = g∗ ⊕ Cs is the vector β = (λ0; 1, 1, .., 1).

Proof. Let p(ζ) ∈ I(X̂, V ). Since X̂ is Ĝ-invariant subvariety of

V = V1 × · · · × Vs

it is invariant under scaling by (C×)s. In particular, we may as well

assume that p(ζ) is homogeneous with respect to this scaling, say of

degrees (k1, ..., ks). Now if ζ1, .., ζm form a basis of V ∗
i and a1, .., am
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form the dual basis, then for ζ ∈ V ∗
i , i fixed, we have ∂ζ

∑
j ajζj =∑

j 〈aj, ζ〉ζj = ζ , hence

∂ζ
1

(
∑
ajζj)l

= −lζ
1

(
∑
ajζj)l+1

.

It follows that

p(∂ζ)τ0Ωσ = (−1)k1+···+ksk1! · · ·ks!p(ζ)
τ0Ω

σk1+1
1 · · ·σks+1

s

where

Ω = ιx1 · · · ιxqωM

and ωM is the normalized CY structure on M . Since p(ζ) = 0 on X̂,

it follows that p(∂ζ) annihilates Πγ(τ0; σ).

We can write

Πγ(τ0; σ) =

∫

τ(γ)

τ0Ωσ

where τ(γ) is a tube over the cycle γ. Let g ∈ Aut X . Since the period

is the Poincaré pairing 〈τ(γ), τ0Ωσ〉 on X −∪iYσi, it is invariant under

g:

〈τ(γ), τ0Ωσ〉 = 〈(g∗)
−1τ(γ), g∗(τ0Ωσ)〉.

Now let g ∈ G be close to identity. Then (g∗)
−1τ(γ) = τ(γ). By

Theorem 4.1, Ω is G-invariant, so

〈τ(γ),
τ0Ω

σ1 · · ·σs
〉 = 〈τ(γ), g∗(

τ0
σ1 · · ·σs

)Ω〉.

For x ∈ g, consider the action of the 1-parameter subgroup g = gt =

exp(tx) of G. We have

d

dt
|t=0g

∗
t (

τ0
σ1 · · ·σs

) =
x · τ0

σ1 · · ·σs
−
∑

i

τ0 x · σi
σ1 · · ·σ2

i · · ·σs

=
λ0(x)τ0
σ1 · · ·σs

+ Zx(
τ0

σ1 · · ·σs
)

It follows that

0 = 〈τ(γ), (Zx + λ0(x))τ0Ωσ〉 = (Zx + λ0(x))〈τ(γ), τ0Ωσ〉

Finally, fix i and let y = (0; 0, .., 1, .., 0) ∈ g ⊕ Cs = ĝ, where the 1 is

in the ith slot of y. Then Zy is the Euler operator
∑m

j=1 aj
∂
∂aj

. Since
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1
σi

is homogeneous of degree −1 in the variables aj because σi has the

form
∑
ajζj , and since β(y) = 1, it follows that

(Zy + β(y))Πγ(τ0; σ) = 0.

We have shown that the function Πγ(τ0; σ) is killed by all generators

of the tautological system. �

The proof shows that we can relax the condition that τ0 is an eigen-

vector of G, at the cost of allowing τ0 to vary in H0(L + KX). As

a result, the tautological system can be modified to account for this

variation. More precisely, we have

Theorem 8.9. (Enhanced tautological system) Let H − M → X be

a CY bundle and assume X1-X3. Then the period integrals Πγ(τ ; σ)

with γ ∈ Hd−s(Y•,Z) and τ ∈ H
0(L+KX), satisfy the equations

p(∂ζ)Πγ(τ ; σ) = 0 (p ∈ I(X̂, V ))

(Zx + β(x))Πγ(τ ; σ) = Πγ(x · τ ; σ) (x ∈ ĝ)

where β = (0; 1, 1, ..., 1) ∈ ĝ∗ = g∗ ⊕ Cs and x · τ = 0 for x ∈ Cs.

Remark 8.10. The last two results can be made slightly more general

in two ways. We can replace the full linear system H0(X,Li) by a

nonzero linear subrepresentation V ∗
i ⊂ H0(X,Li) of G in assumption

X1. We can also allow the linear system to have base locus, in which

case, we replace the map X → PVi by a rational map X− → PVi. Then

X̂ is given by the closure of the image of the rational map φ in X3.

Remark 8.11. The enhanced tautological system in the preceding theo-

rem can be re-interpreted as follows. Fix a basis τ1, .., τm ofH0(L+KX),

and form the (column) vector valued sections

~Πγ(σ) := (Πγ(τ1; σ), · · · ,Πγ(τm; σ))
t.

Then the linear Ĝ action on H0(L+KX) is realized by a map ρL : Ĝ→

GLm, with (C×)s ⊂ ker ρL. The differential equations corresponding to

the symmetry operators then read

(Zx + β(x))~Πγ(σ) = ρL(x)~Πγ(σ) (x ∈ ĝ.)

Example 8.12. CY hypersurfaces in a toric manifold, revisited.
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Let X be a Fano toric manifold and T the torus acting on X as in

Example 5.5. We saw that V ∗ := H0(−KX) has a basis consisting of

monomials zα = za11 · · · z
at
t with

∑
aj [Dj] = [−KX ]. They correspond

to Laurent monomials yµ, under the correspondence aj − 1 = 〈µ, νj〉

(this is also known as the monomial-divisor map.) Let zα0 , .., zαp be the

monomial basis of V ∗, and yµ0, .., yµp the corresponding Laurent mono-

mials. Since −KX is very ample [18], we have a projective embedding

afforded by these sections, which by Proposition 2.1, are represented

by the functions M → C, m 7→ mαi . Thus the embedding reads

X =M/H →֒ Pp, [m] 7→ [mα0 , .., mαp].

The ideal of its image I(X̂, V ) is the binomial ideal 〈ζ l+ − ζ l−|l ∈ L′〉,

where L′ := {l ∈ Zp+1|
∑
liµ̄i = 0} with µ̄i = (1, µi). Here l± ∈ Z

p
≥ are

such that l = l+−l−. As a special case of Theorem 8.8, with L = −KX ,

we see that the period integrals

Πγ(1; σ) =

∫

γ

Res Ωσ

of the family Y of CY hypersurfaces in this case are solutions to the

tautological system τ(X̂, V, T̂ , β) (T̂ = T × C×, β = (0; 1) ∈ t̂∗) which

is the GKZ A-hypergeometric system with A = {µ̄0, .., µ̄p} [9][2]. If

we replace T by Aut X , we would recover the extended GKZ system

introduced in [12].

9. Examples: homogeneous spaces

In this section, we apply results we have developed so far, to an

arbitrary compact homogeneous space X of a linear algebraic group G,

to construct period integrals of CY complete intersections in X and to

describe their differential equations in details. The special case where

X is partial flag variety (G = SLn) was considered in [17]. In this

section, we solve the problem in full generality.

First, as an immediate consequence of Theorem 8.5 and a special

case of Theorem 8.8, we have
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Theorem 9.1. Let G be a semisimple group, X be a compact homo-

geneous space of G viewed as a G-manifold, and let L = −KX and

V = H0(L)∗. Then the period integrals

Πγ(1; σ) =

∫

γ

Rσ(1)

for CY hypersurfaces in X are solutions to the holonomic tautological

system τ(X̂, V, Ĝ, β) with β = (0; 1). The system is generated by the

symmetry operators Zx + β(x) (x ∈ ĝ), together with the embedding

polynomial operators given by the quadrics in Theorem 8.5.

We now give a different description of this system. First, we recall

some basic facts about homogeneous spaces. For simplicity, we assume

that G is a connected, simply connected, semisimple group. Fix a

choice of the simple roots ∆, and let {λα|α ∈ ∆} be the dominant

integral weights such that 〈λα, β〉 = δαβ for α, β ∈ ∆. Then up to

conjugations, parabolic subgroups of G are parameterized by subsets

of ∆. Namely, a subset S ⊂ ∆ corresponds to the parabolic PS whose

Lie algebra is

pS = b+
∑

β∈[S]

g−β

where b is the Borel subalgebra of g and [S] is the set of all positive

roots (relative to ∆) in the span of S. A theorem of Bott’s implies

that Pic(G/PS) =
∑

α∈∆−S Zλα, and that a line bundle L =
∑
nαλα

is ample iff it is very ample iff nα > 0 for all α ∈ ∆− S.

Proposition 9.2. Put X = G/PS. We have K−1
X =

∑
nαλα with

nα ≥ 2 for all α ∈ ∆− S.

Proof. Since ρ := 1
2

∑
α∈Φ+ α =

∑
α∈∆ λα and 〈λβ, α〉 = δβα, we have

〈ρ, β〉 = 1 for β ∈ ∆. Since λ ≡ K−1
X = G ×PS ∧

top(g/pS), we have

λ = 2ρ−
∑

α∈[S]∩Φ+ α. It follows that

〈λ, β〉 = 2−
∑

α∈[S]∩Φ+

〈α, β〉.

For α a nonnegative linear combination of S, and β ∈ ∆− S, 〈α, β〉 is

a sum of nonnegative integers times off diagonal entries of the Cartan

matrix for G, which are all negative or zero. It follows that the second
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sum on the right is always nonpositive. With the minus sign in front,

it follows that 〈λ, β〉 ≥ 2. �

Put

{β1, .., βr} = ∆− S

and fix an ample line bundle L =
∑
nβiλβi = λ ∈ Pic(X). We can

factor the embedding ϕL : X →֒ PV , V = H0(L)∗, as follows. Fix an

order of ∆ (for G classical simple, we can choose the order to be the

natural order given by the flag variety G/B, where B is the standard

Borel subgroup.) Let Si = ∆−{βi}. Note that the PSi are exactly the

maximal parabolic containing PS. Since PS = PS1
∩ · · · ∩ PSr , we can

define the incidence map:

ι : X = G/PS →֒ G/PS1
× · · · ×G/PSr , gPS 7→ (gPS1

, .., gPSr).

For each i, we have the Plücker embedding of the generalized Grass-

mannian

πi : G/PSi →֒ PWi, gPS 7→ [gwi]

where Wi is the fundamental representation of highest weight λβi and

wi is a highest weight vector in Wi. We also have the Veronese maps

νi : PWi →֒ PSymnβiWi, [v] 7→ [v ⊗ · · · ⊗ v]

and the Segre map

ψ : PSymnβ1W1×· · ·×PSym
nβrWr →֒ PWL, ([u1], ..., [ur]) 7→ [u1⊗· · ·⊗ur]

where

WL := Symnβ1W1 ⊗ · · · ⊗ Sym
nβrWr.

Put

ν = ν1 × · · · × νr, π = π1 × · · · × πr.

Then we get a G-equivariant embedding

φL = ψ ◦ ν ◦ π ◦ ι : X →֒ PWL

such that φ∗OPWL
(1) = L. By the Borel-Weil theorem, H0(L)∗ = V is

an irreducible module with highest weight λ. Clearly, λ is the highest

weight inWL of multiplicity 1, implying thatWL contains a unique copy

of V . In particular, there is a unique (up to scalar) G-homomorphism

jL : V = H0(L)∗ →֒ WL.
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It follows the image φL(X) in PWL lies in the linear subspace defined by

V ⊥ ⊂ W ∗
L, consisting of the linear forms on WL annihilating V ⊂ WL.

Moreover, V ⊥ contains every linear form vanishing on φL(X).

Definition 9.3. (Notations) Given an ample line bundle L =
∑
nβiλβi =

λ ∈ Pic(X), we put

WL := Symnβ1W1 ⊗ · · · ⊗ Sym
nβrWr

φL := ψ ◦ ν ◦ π ◦ ι : X →֒ PWL

jL : V = H0(L)∗ →֒ WL

j∗L : W ∗
L ։ V ∗

as defined in the preceding paragraph. Let X̂ be the cone over the image

of X →֒ PV in V . We shall also view X̂ as a G-subvariety in WL via

the inclusion map X̂ ⊂ V →֒ WL as well.

Lemma 9.4. Fix a positive integer n such that ni := nβi ≥ n for all

i. Let X be any subvariety of Y := PW1 × · · · × PWr. Suppose the

vanishing ideal I(X, Y ) of X in Y is generated by elements of degrees

(k1, .., kr) with each ki ≤ n. Then I(X,PWL) is generated by I(Y,PWL)

and the space of linear forms V ⊥ ⊂W ∗
L vanishing on X in PWL.

Proof. First some notations: let E be the set of exponents v = (v1, .., vr) ∈

Zm1

≥ × · · · × Zmr≥ such that |vi| =
∑

j vij = ni. Fix a basis zij (1 ≤ j ≤

mi = dimWi) of W ∗
i . Let ξi,vi be the basis of Sym niW ∗

i such that

ν∗i : ξi,vi 7→ zvii (restriction map on sections), and ζv be the basis of

W ∗
L such that ψ∗ : ζv 7→ ξ1,v1 · · · ξr,vr . We denote by C[ζ ]k = C[WL]k

the subspace of degree k functions on WL, and C[z]k1,..,kr the degree

(k1, .., kr) functions on W1 × · · · ×Wr. Put φ∗ = ν∗ ◦ ψ∗ : ξv 7→ zv =

zv11 · · · z
vr
r =

∏
i,j z

vij
ij .

Obviously that the radical ideal I(X,PWL) ⊂ C[ζ ] contains I(Y,PWL)+

〈V ⊥〉. We want to prove the reverse inclusion. So let p(ζ) ∈ I(X,PWL)m,

m ≥ 1. Since C[X ] = C[z]/I(X, Y ) ∼= C[ζ ]/I(X,PWL), under φ
∗ :

C[ζ ]→ C[z], we have φ∗I(X,PWL) ⊂ I(X, Y ), so φ∗(p) = p(ζv = zv) ∈

I(X, Y )n1m,..,nrm (each zv has multi degree (n1, .., nr).) By supposition,

I(X, Y ) is generated by I(X, Y )k1,..,kr with all ki ≤ n ≤ ni, so

I(X, Y )n1m,..,nrm =
∑

k1,..,kr≤n

C[z]n1m−k1,..,nrm−krI(X, Y )k1,..,kr
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= C[z]n1(m−1),..,nr(m−1)

∑

k1,..,kr≤n

C[z]n1−k1,..,nr−krI(X, Y )k1,..,kr

Now, restricting the Veronese-Segre isomorphism φ∗ : C[ζ ]/I(Y,PWL)→

C[zv : v ∈ E ] = Im φ∗ to degree 1 subspace gives an isomorphism (by

Borel-Weil for the group SL(W1) × · · · × SL(Wr), the z
v are linearly

independent)

φ∗ :W ∗
L =

∑

v∈E

Cζv → C[z]n1,..,nr , ζv 7→ zv.

Since we have V ⊥ = (φ∗)−1I(X, Y )n1,..,nr and∑

k1,..,kr≤n

C[z]n1−k1,..,nr−krI(X, Y )k1,..,kr = I(X, Y )n1,..,nr ⊂ C[z]n1,..,nr

it follows that

φ∗(p) ∈ I(X, Y )n1m,..,nrm = C[z]n1(m−1),..,nr(m−1)φ
∗(V ⊥)

= φ∗C[ζ ]m−1φ
∗(V ⊥).(9.2)

So φ∗(p) ∈ φ∗(〈V ⊥〉). It follows that p − p′ ∈ ker φ∗ for some p′ ∈

〈V ⊥〉 ⊂ C[ζ ]. By Nullstellansatz, ker φ∗ = I(Y,PWL). This proves

that p ∈ I(Y,PWL) + 〈V
⊥〉. �

We remark that the preceding proof carries over if we use the slightly

weaker assumption that ki ≤ ni for all i, hence making the role of the

intermediate integer n unnecessary. But for our application below, we

do have the integer n = 2 at our disposal.

Theorem 9.5. Let L =
∑
nβiλβi = λ ∈ Pic(X) be an ample line

bundle such that nβi ≥ 2 for all i. Then the ideal I(X̂,WL) of φL(X)

in PWL is generated by V ⊥ ⊂W ∗
L, together with the Veronese binomials

(9.3) ζuζv − ζwζt, u+ v = w + t (u, v, w, t ∈ E)

where the index set E and the basis ζu of W ∗
L are defined above.

Proof. By the theorem of Kostant and Lichtenstein and the Borel-Weil

theorem,

(π ◦ ι)(G/PS) ⊂ PW1 × · · · × PWr

is defined by quadratic forms on the Wi, together with multilinear

forms on W1 × · · · ×Wr (cf. [14].) Since nβi ≥ 2, it follows from the
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preceding lemma that I(X̂,WL) is generated by V ⊥, and the vanishing

ideal I(Y,PW ) of Y ≡ (ψ ◦ ν)(PW1 × · · · × PWr) in PWL.

By the theorem of Kostant and Lichtenstein again, applied to the

group SL(W1) × · · · × SL(Wr) acting on the irreducible module WL,

I(Y,PWL) is generated by quadrics. By term-wise elimination, it is

straightforward to show any quadric vanishing on Y is a linear com-

bination of the quadrics eqn.9.3. Conversely, these quadrics obviously

vanish on Y . This completes the proof. �

We are now ready to give our second description for the tautological

system τ(X̂, V, Ĝ, β), which governs the period integrals of the family

Y → B = V ∗ −D of CY hypersurfaces in X . The description is based

on pulling back the family to (j∗L)
−1(B) ⊂ W ∗

L. Notations in Definition

9.3 apply.

Theorem 9.6. Let X = G/PS. Put L = −KX =
∑

α∈∆−S nαλα,

V = H0(L)∗, and let WL, φL, jL, j
∗
L, X̂ be as in Definition 9.3. Then

the period integrals Πγ(1; j
∗
Lσ) of the family of CY hypersurfaces Y in

X, are solutions to the tautological system τ(X̂,WL, Ĝ, β) with β =

(0; 1) ∈ ĝ. This system is generated by

Zx + β(x) (x ∈ ĝ)

∂ζ (ζ ∈ V ⊥ ⊂W ∗
L)

∂ζu∂ζv − ∂ζw∂ζt with u+ v = w + t (u, v, w, t ∈ E .)

Its solution sheaf is canonically isomorphic to that of τ(X̂, V, Ĝ, β).

Proof. The last assertion follows immediately from Lemma 8.2. Since

the canonical isomorphism from the solution sheaf of τ(X̂, V, Ĝ, β) to

the solution sheaf of τ(X̂,WL, Ĝ, β) is given by f 7→ f ◦ j∗L, and since

the period integrals Πγ(1; σ) are solutions to the first system, by The-

orem 8.8, it follows that Πγ(1; j
∗
Lσ) are solutions to the second system.

Finally, Proposition 9.2 implies that for L = −KX , Theorem 9.5 gives

the desired generators of I(X̂,WL). �
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Remark 9.7. There are at least two ways to explicitly work out the lin-

ear forms in V ⊥ ⊂ I(X̂,WL). One way is by decomposing the G-module

WL into its irreducible component (say by using character theory), and

then express elements of V ⊥ ⊂ W ∗
L, in terms of the basis ζv. The sec-

ond way is by using the theorem of Kostant and Lichtenstein to work

out the quadratic forms on each PVi, and a result of Kempf’s [14] to

work out the multilinear forms on W1×· · ·×Wr, that define the image

of the map π ◦ ι, explicitly. The linear forms they induced on PWL can

then be written down easily.

Remark 9.8. The existence of an ideal like I(X̂,WL) that is generated

by just linear forms and binomials, has another fairly simple concep-

tual explanation. It can be thought of as a consequence of the following

well-known fact: any projective variety X can be embedded into a suf-

ficient large projective space in such way X can be cut out by linear

forms and binomials. Indeed, it follows from the Segre and Veronese

embeddings, which are both equivariant embeddings. Therefore, the tau-

tological system τ(X̂, V, Ĝ, β) of any equivariantly projective G-variety

X can in principle be described by a statement analogous to Theorem

9.6. However, what is special about the case of a homogeneous space

is that, the linear forms and binomials in questions can be enumerated

quite explicitly as we have done above, thanks to representation theory.

We now return to the context of §6, and consider general type com-

plete intersections in a homogeneous space X . Since we will be fre-

quently using the tools developed for general CY H-bundles, we will

denote a parabolic subgroup of G byH , rather than PS, in the following

discussion.

Fix a linear algebraic group G of dimension t, and a parabolic sub-

group H of G of dimension q. Throughout this section, we put

M = G, X = G/H, K = G×H

and view M as a K-variety by the usual left and right translations.

Proposition 9.9. Let ω1, .., ωt be a basis of left G-invariant 1-forms

on M = G, and put

ωM := ω1 ∧ · · · ∧ ωt.
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χM : H → Aut (∧tg∗), h 7→ Ad∗(h−1).

Then (ωM , χM) is a CY structure on the principal bundle H−M → X.

Proof. Clearly ωM is a nowhere vanishing top form on M . Note that

ωM is a basis of the one-dimensional representation ∧tg∗ of G, induced

by the co-adjoint action. Since H acts on M by right translation, the

induced H-action on ∧tg∗ is given by h 7→ Ad∗(h−1), as asserted. �

Corollary 9.10. If G is semisimple, then χM = 1 and KX
∼= Lχh

.

Proof. This follows from the preceding proposition, Theorem 2.9, and

the fact that the ∧tg∗ is a trivial representation of G. �

Corollary 9.11. The meromorphic form Ωσ in Theorem 4.1, up to

scalar multiple, is given by

Ωσ =
1

σM
ωq+1 ∧ · · · ∧ ωt.

Proof. Fix a basis x1, .., xt of g so that x1, .., xq ∈ h ⊂ g, and let

ω1, .., ωt be the dual basis. Then the asserted formula for Ωσ follows

from the fact that ιxiωj = δij. If we change the basis xi, then both

ωM = ω1 ∧ · · · ∧ ωt and x1 ∧ · · · ∧ xq change by scalar multiples. �

Lemma 9.12. Let G be semisimple. Every line bundle on X = G/H

is G-equivariant and has the form G ×H Cχ for some H-character χ.

Let L1, .., Ls be ample and L+KX is either ample or trivial line bundles

on X, where L =
∑

i Li. Then X1-X3 hold.

Proof. The first assertion follows from Proposition 2.5. Since an ample

line bundle is very ample on a compact homogeneous space, it follows

that the linear systems H0(Li) are base point free. By the Borel-Weil-

Bott theorem, for L+KX ample or trivial, H0(L+KX) is an irreducible

representation of G, hence nonzero. So, we conclude that X1, hence

X2-X3, all hold. �

We now let the parabolic subgroup H act on X = G/H by left

translations. So, the role of the group G in X1-X3 is now assumed by

H here.
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Theorem 9.13. Let X = G/H and L1, .., Ls, L be as in the preceding

lemma, and consider the family Y of complete intersections defined by

them as inX1-X3. Let τ0 be a highest weight vector in H0(L+KX) with

respect to H. Then the period integrals Πγ(τ0; σ) of the family Y are so-

lutions to the tautological system τ(X̂, V, Ĥ, β) with β := (λ0; 1, 1, .., 1),

where λ0 ∈ h∗ is the eigenvalue corresponding to τ0. Moreover, the sys-

tem is holonomic.

Proof. By Proposition 9.9, the principal bundle H −G→ X admits a

CY structure. By the preceding lemma, X1-X3 hold. By Theorem 8.8,

our first assertion follows. Let B be the Borel subgroup of G contained

in H . Then it is well-known that G/B has only a finite number of B

orbits under the left translation action. Since G/B ։ G/H , X = G/H

also has only a finite number of B orbits. Hence the same is true under

the H action. It follows that the cone X̂ has only a finite number of

Ĥ orbit. Now the last assertion follows from Theorem 8.3. �

10. Concluding remarks

To further understand period integrals using the framework devel-

oped in this paper, one immediate problem is to compute their power

series expansions. As we have indicated earlier, this can be done, at

least in some special cases, by using the global Poincaré residue for-

mula. For example, in the case of CY complete intersections in a toric

manifold, explicit power series solution can be obtained by manipu-

lating the global meromorphic form (see for example [11]) inside the

dense orbit of the torus, and then integrate it against certain real torus

cycle. One can try to do the same for homogeneous spaces. One way

to do so is by first picking an affine chart on X that is a copy of Cd,

and then attempt to integrate the global meromorphic form against a

similar real torus cycle in Cd. In the toric case, explicit power series

solutions near the so-called maximal unipotent point in the parameter

space, are also known in great generality [12]. They could be used as a

guide for obtaining similar formula in the case of homogeneous spaces.
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In the algebraic setting, the entire framework we have developed for

the global Poincaré residue map in this paper carry over to any char-

acteristic zero varieties. In positive characteristics, most of the results

carry over as well. However, some new phenomena occur. For exam-

ple, the the period integrals of a complete intersection family inX1-X3

are still solutions to a tautological system τ(X̂, V, Ĝ, β). However, the

proof of Theorem 8.8 clearly shows that the ideal of polynomial opera-

tors that annihilates the period integrals is much larger than that the

embedding ideal I(X̂, V ). In fact, if the field of definition has chara-

teristic p, then any polynomial Q ∈ C[V ] of degrees (k1, .., ks) such

that ki ≥ p for some i, gives a new differential operator Q(∂ζ) that

annihilates the period integrals. This may be an indication that the

enlarged tautological system is much more restrictive on the period in-

tegrals than in the characteristic zero case. Both problems mentioned

here will be investigated in a future paper.
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