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#### Abstract

We study the variation of relative cohomology for a pair consisting of a smooth projective hypersurface and an algebraic subvariety in it. We construct an inhomogeneous Picard-Fuchs equation by applying a Picard-Fuchs operator to the holomorphic top form on a toric Calabi-Yau hypersurface, and deriving a general formula for the $d$-exact form on one side of the equation. We also derive a double residue formula, giving a purely algebraic way to compute the inhomogeneous Picard-Fuchs equations for Abel-Jacobi map, which has played an important role in recent study of D-branes [25]. Using the variation formalism, we prove that the relative periods of toric B-branes on a toric Calabi-Yau hypersurface satisfy the enhanced GKZ-hypergeometric system proposed in physics literature [6], and discuss the relations between the works [25] [21] [6] in recent study of open string mirror symmetry. We also give the general solutions to the enhanced hypergeometric system.


## 1 Introduction

Mirror symmetry connects symplectic geometry of Calabi-Yau manifold to complex geometry of its mirror manifold. In closed string theory, this has led to predictions on counting curves on projective Calabi-Yau threefolds [9][8]. In open string theory, mirror symmetry has led to predictions on counting holomorphic discs, first in the non-compact case studied in [4][3], and more recently in the compact quintic example, where the instanton sum of disc amplitude with non-trivial boundary on the real locus of the real quintic is shown to be identical to the normalized Abel-Jacobi map on the mirror quintic via mirror map [31][25][27].

In physics, the Abel-Jacobi map serves as the domain-wall tension of D-branes on the B-model, and is obtained via reduction of the holomorphic Chern-Simons action on curves [4]. It is conjectured to have remarkable integrality structure [26]. A key for calculating the Abel-Jacobi map is through inhomogeneous Picard-Fuchs equations [25]. Let $X_{z}$ be a family of Calabi-Yau threefolds parameterized by variable $z$, and $\Omega_{z}$ be a family of nonzero holomorphic 3-forms on $X_{z}$. Assume that there is a family of pairs of holomorphic curves $C_{z}^{+}, C_{z}^{-}$in $X_{z}$. Let $\mathcal{D}\left(\partial_{z}\right)$ be a Picard-Fuchs operator. Then there exists a 2 -form $\beta_{z}$ such that

$$
\begin{equation*}
\mathcal{D}\left(\partial_{z}\right) \Omega_{z}=-d \beta_{z} \tag{1.1}
\end{equation*}
$$

The exact term $d \beta_{z}$ does not contribute when it is integrated over a closed 3-cycle $\Gamma$ in $X_{z}$. The so-called closed-string period $\int_{\Gamma} \Omega_{z}$ then satisfies a homogeneous Picard-Fuchs equation. In open string theory, it is necessary to consider the integral of $\Omega_{z}$ over a 3-chain $\Gamma$ in $X_{z}$ which is not closed, but whose boundary is $C^{+}-C^{-}$. Because of contributions from the boundary, this so-called open-string period $\int_{\Gamma} \Omega_{z}$ satisfies an inhomogeneous Picard-Fuchs equation. Solving the equation gives a precise description of the Abel-Jacobi map up to closed-string periods. To study this map, $\beta_{z}$ plays an essential role since it is this form that
gives rise to one side of the inhomogeneous Picard-Fuchs equation:

$$
\begin{equation*}
\int_{\Gamma} \mathcal{D}\left(\partial_{z}\right) \Omega_{z}=-\int_{\partial \Gamma} \beta_{z} \tag{1.2}
\end{equation*}
$$

The inhomogeneous term on the right side turns out also to encodes important information for predicting the number of holomorphic disks on a mirror Calabi-Yau manifold.

There have been several proposals for constructing the inhomogeneous Picard-Fuchs equation and its solutions. In the case of 1-moduli family [25], it was done by first computing $\beta_{z}$ using the Griffith-Dwork reduction procedure, and then by doing an explicit (but delicate) local analytic calculation of appropriate boundary integrals. Based on the notion of offshell mirror symmetry, two other proposals $[21][6]$ have been put forth. Roughly speaking, their setup begins with a family of divisors $Y_{z, u}$ which deforms in $X_{z}$ under an additional parameter $u$. For each relative homology class $\Gamma \in H_{3}\left(X_{z}, Y_{z, u}\right)$, one considers the integral

$$
\begin{equation*}
\int_{\Gamma} \Omega_{z} \tag{1.3}
\end{equation*}
$$

which is called a relative period for B-brane. It is proposed that the open-string periods above be recovered as a certain critical value of the relative period, regarded as a function of $u$. To calculate the relative periods, [21] proposed a procedure similar to the Griffith-Dwork reduction. In [6], an enlarged polytope is proposed to encode both the geometry of the Calabi-Yau $X_{z}$ and the B-brane geometry. This gives rise to a GKZ hypergeometric system for the relative periods, and a special solution at a critical point in $u$ then leads to a solution to the original inhomogeneous Picard-Fuchs equation.

Our goal in this paper is to further develop the mathematical structures underlying inhomogeneous Picard-Fuchs equations and the Abel-Jacobi map, and to clarify the relationships between the three approaches mentioned above. Here is an outline. We begin, in section 2, with a description of a residue formalism for relative cohomology of a family of pairs ( $X_{z}, Y_{z}$ ), including a number of variational formulas on the local system $H^{n}\left(X_{z}, Y_{z}\right)$. In section 3, we derive a general formula for the exact form (the $\beta$-term) appearing in the inhomogeneous Picard-Fuchs equation for toric Calabi-Yau hypersurfaces, generalizing GKZ-type differential equation to the level of differential forms instead of cohomology classes. This gives a much more uniform approach to computing the $\beta$-term than the Griffith-Dwork reduction. In section 4, we prove a purely algebraic a double residue formula for the inhomogeneous term of the Picard-Fuchs equation that governs the Abel-Jacobi map. This uniform approach also allows us to bypass the delicate local analytical calculation of boundary integrals in a previous approach [25][23]. In section 5, using the residue formalism in section 2 , we give a simple interpretation of the relative version of the Griffith-Dwork reduction used in [21]. In particular, this gives a mathematical justification for the appearance of $\log$ divisor, and elucidates the relationship between relative periods and the Abel-Jacobi map. We also give a uniform description for the enhanced polytope method for describing toric B-brane geometry in a general toric Calabi-Yau hypersurface, and show that relative periods satisfy the corresponding enhanced GKZ system. Finally, we give a general formula, modeled on the closed string case [16][17], for solution to the enhanced GKZ system.
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## 2 Variation of Relative Cohomology

## Local System of Relative Cohomology and Gauss-Manin Connection

Let $\pi: \mathcal{X} \rightarrow S$ be a smooth family of $n$-dimensional projective varieties, and $\mathcal{Y} \rightarrow S$ be a family of smooth subvariety $\mathcal{Y} \subset \mathcal{X}$. Let $s \in S$ be a closed point, and denote by $X_{s}, Y_{s}$ the corresponding fiber over $s$. Consider the family of relative cohomology class

$$
H^{n}\left(X_{s}, Y_{s}\right)
$$

given by the cohomology of the complex of pairs:

$$
\Gamma\left(\Omega^{n}\left(X_{s}\right)\right) \oplus \Gamma\left(\Omega^{n-1}\left(Y_{s}\right)\right)
$$

with the differential

$$
\begin{equation*}
d(\alpha, \beta)=\left(d \alpha,\left.\alpha\right|_{Y_{s}}-d \beta\right) \tag{2.1}
\end{equation*}
$$

Here $\Omega^{n}\left(X_{s}\right)$ and $\Omega^{n-1}\left(Y_{s}\right)$ are sheaves of De Rham differential $n$-forms on $X_{s}$ and $(n-1)$ form on $Y_{s}$, and $\Gamma$ is the smooth global section. Therefore an element of $H^{n}\left(X_{s}, Y_{s}\right)$ is represented by a differential $n$-form on $X_{s}$ whose restriction to $Y_{s}$ is specified by an exact form.

Lemma 2.1. $H^{n}\left(X_{s}, Y_{s}\right)$ forms a local system on $S$.
Proof. The proof is similar to the case without $\mathcal{Y}$ by choosing a local trivialization of $\mathcal{X} \rightarrow S$ which also trivializes $\mathcal{Y} \rightarrow S$. See e.g.[30].

We denote this local system by $\mathcal{H}_{(\mathcal{X}, \mathcal{Y})}^{n}$, and let $\nabla^{G M}$ be the Gauss-Manin connection. There's a well-defined natural pairing

$$
\begin{array}{ccccc}
H_{n}\left(X_{s}, Y_{s}\right) & \otimes & H^{n}\left(X_{s}, Y_{s}\right) & \rightarrow & \mathbb{C}  \tag{2.2}\\
\Gamma & \otimes & (\alpha, \beta) & \mapsto & <\Gamma,(\alpha, \beta)>\equiv \int_{\Gamma} \alpha-\int_{\partial \Gamma} \beta .
\end{array}
$$

Given a family $\left(\alpha_{s}, \beta_{s}\right) \in H^{n}\left(X_{s}, Y_{s}\right)$ varying smoothly, which gives a smooth section of $\mathcal{H}_{(\mathcal{X}, \mathcal{Y})}^{n}$ denoted by $\left[\left(\alpha_{s}, \beta_{s}\right)\right]$, and $\Gamma_{s} \in H_{n}\left(X_{s}, Y_{s}\right)$ a smooth family of relative cycles, we get a function on $S$ given by the pairing

$$
<\Gamma_{s},\left(\alpha_{s}, \beta_{s}\right)>=\int_{\Gamma_{s}} \alpha_{s}-\int_{\partial \Gamma_{s}} \beta_{s}
$$

Let $v$ be a vector field on $S$. We consider the variation

$$
\mathcal{L}_{v}<\Gamma_{s},\left(\alpha_{s}, \beta_{s}\right)>
$$

where $\mathcal{L}_{v}$ is the Lie derivative with respect to $v$. Suppose we have a lifting $\tilde{\alpha}, \tilde{\beta}$, which are differential forms on $\mathcal{X}, \mathcal{Y}$ respectively, such that

$$
\left.\tilde{\alpha}\right|_{X_{s}}=\alpha_{s},\left.\tilde{\beta}\right|_{Y_{s}}=\beta_{s}
$$

and that $\Gamma_{s}$ moves smoothly to form a cycle $\tilde{\Gamma}$ on $\mathcal{X}$ :

$$
\Gamma_{s}=\tilde{\Gamma} \cap X_{s}, \quad \partial \Gamma \subset \mathcal{Y}
$$

Let $\tilde{v}_{\mathcal{X}}$ be a lifting of $v$ on $\mathcal{X}, \tilde{v}_{\mathcal{Y}}$ be a lifting of $v$ on $\mathcal{Y}$.

Proposition 2.2 (Variation Formula).

$$
\begin{equation*}
\left.\left.\mathcal{L}_{v}<\Gamma_{s},\left(\alpha_{s}, \beta_{s}\right)>=<\Gamma_{s},\left(\iota_{\tilde{v}_{\mathcal{X}}}\right\lrcorner d \tilde{\alpha}, \iota_{\tilde{v}_{\mathcal{Y}}}\right\lrcorner(d \tilde{\beta}-\tilde{\alpha})\right)> \tag{2.3}
\end{equation*}
$$

where $\iota_{\tilde{v}_{\mathcal{X}}}$ is the contraction with $\tilde{v}_{\mathcal{X}}$, and similarly for $\iota_{\tilde{v}_{\mathcal{Y}}}$.
Proof. We fix a point $s_{0} \in S$, and let $\sigma(t)$ be a local integral curve of $v$ such that $\sigma(0)=s_{0}$. Let $\Gamma_{\sigma(t)}$ denote the one-dimensional family of cycles over $\sigma(s), \quad 0 \leq s \leq t$, and we denote by $\Gamma_{t}$ the cycle over the point $\sigma(t)$. Also let $\widetilde{\partial \Gamma_{\sigma(t)}}$ be the family of boundary cycle $\partial \Gamma_{s}$ over $\sigma(s), 0 \leq s \leq t$. Then we have

$$
\begin{equation*}
\partial\left(\tilde{\Gamma}_{\sigma(t)}\right)=\Gamma_{t}-\Gamma_{0}-\widetilde{\partial \Gamma}_{\sigma(t)} \tag{2.4}
\end{equation*}
$$

therefore

$$
\int_{\tilde{\Gamma}_{\sigma(t)}} d \tilde{\alpha}=\int_{\Gamma_{t}} \tilde{\alpha}-\int_{\Gamma_{0}} \tilde{\alpha}-\int_{\widetilde{\partial \Gamma}_{\sigma(t)}} \tilde{\alpha}
$$

Similarly

$$
\int_{\widetilde{\partial \Gamma}} d \tilde{\beta}=\int_{\partial \Gamma_{t}} \tilde{\beta}-\int_{\partial \Gamma_{0}} \tilde{\beta}
$$

Taking the derivative with respect to t , we get

$$
\left.\left.\frac{\partial}{\partial t}\left(\int_{\Gamma_{t}} \tilde{\alpha}-\int_{\partial \Gamma_{t}} \tilde{\beta}\right)=\int_{\Gamma_{t}} \iota_{\tilde{v}_{\mathcal{X}}}\right\lrcorner d \tilde{\alpha}+\int_{\partial \Gamma_{t}} \iota_{\tilde{v} \mathcal{Y}}\right\lrcorner(\tilde{\alpha}-d \tilde{\beta})
$$

The proposition follows.
Note that $\left.\left.\left(\iota_{\tilde{v}_{\mathcal{X}}}\right\lrcorner d \tilde{\alpha}, \iota_{\tilde{v}_{\mathcal{Y}}}\right\lrcorner(d \tilde{\beta}-\tilde{\alpha})\right)$ is nothing but the Gauss-Manin connection

$$
\begin{equation*}
\left.\left.\nabla_{v}^{G M}\left[\left(\alpha_{s}, \beta_{s}\right)\right]=\left.\left[\left.\left(\left(\iota_{\tilde{v}_{\mathcal{X}}}\right\lrcorner d \tilde{\alpha}\right)\right|_{X_{s}},\left(\iota_{\tilde{v} \mathcal{Y}}\right\lrcorner(d \tilde{\beta}-\tilde{\alpha})\right)\right|_{Y_{s}}\right)\right] \tag{2.5}
\end{equation*}
$$

and it is straightforward to check using the variation formula that the right side of (2.5) is independent of the choice of $\tilde{\alpha}, \tilde{\beta}, \tilde{v}_{\mathcal{X}}, \tilde{v}_{\mathcal{Y}}$, and that the connection is flat. The following corollary also follows from (2.5).

## Corollary 2.3.

$$
\begin{equation*}
\mathcal{L}_{v}<\Gamma_{s},\left(\alpha_{s}, \beta_{s}\right)>=<\Gamma_{s}, \nabla_{v}^{G M}\left[\left(\alpha_{s}, \beta_{s}\right)\right]> \tag{2.6}
\end{equation*}
$$

## Residue Formalism for Relative Cohomology

In this section, we assume that $X_{z}$ moves as a family of hypersurfaces in a fixed $n+1$-dim ambient projective space $M$ with defining equation $P_{z}=0$. Here $P_{z} \in H^{0}(M,[D])$ for a fixed divisor class $[D]$, and $z$ is holomorphic coordinate on $S$ parametrizing the family. Let

$$
\omega_{z} \in H^{0}\left(M, K_{M}\left(X_{z}\right)\right)
$$

be a rational ( $\mathrm{n}+1,0$ )-form on $M$ with pole of order one along $X_{z}$, then we get a famliy of holomorphic ( $\mathrm{n}, 0$ )-form on $X_{z}$ given by

$$
\operatorname{Res}_{X_{z}} \omega_{z} \in H^{0}\left(X_{z}, K_{X_{z}}\right)
$$

and also a family of relative cohomology classes

$$
\left(\operatorname{Res}_{X_{z}} \omega_{z}, 0\right) \in H^{n}\left(X_{z}, Y_{z}\right)
$$

Here our convention for Res is that if $X_{z}$ is locally given by $w=0$, and $\omega_{z}=\frac{d w}{w} \wedge \phi$, where $\phi$ is locally a smooth form, then $\operatorname{Res}_{X_{z}} \omega_{z}=\left.\phi\right|_{X_{z}}$. Note that the map Res $X_{X_{z}}$ : $H^{0}\left(M, K_{M}\left(X_{z}\right)\right) \rightarrow H^{n, 0}\left(X_{z}\right)$ is at the level of forms, not only as cohomology classes since the order of pole is one. While in the residue formalism of ordinary cohomology, we can ignore exact forms to reduce the order of the pole [14], it is important to keep track of the order of the pole in considering periods of relative cohomology because of the boundary term.

We choose a fixed open cover $\left\{U_{\alpha}\right\}$ of $M$ and a partition of unity $\left\{\rho_{\alpha}\right\}$ subordinate to it. Let $P_{z, \alpha}=0$ be the defining equation of $X_{s}$ on $U_{\alpha}$. Then we can write

$$
\begin{equation*}
\omega_{z}=\sum_{\alpha} \frac{d_{M} P_{z, \alpha}}{P_{z, \alpha}} \wedge \phi_{z, \alpha} \tag{2.7}
\end{equation*}
$$

where $\phi_{z, \alpha}$ is a smooth $(n, 0)$-form with $\overline{\operatorname{supp}\left(\phi_{z, \alpha}\right)} \subset U_{\alpha}$. On the trivial family $M \times S$, we will use $d_{M}$ to denote the differential along $M$ only and use $d$ to denote the differential on the total space. Let

$$
\begin{equation*}
\phi_{z}=\sum_{\alpha} \phi_{z, \alpha} \tag{2.8}
\end{equation*}
$$

Then $\phi_{z}$ is a smooth form on $M \times S$ such that

$$
\left.\phi_{z}\right|_{X_{z}}=\operatorname{Res}_{X_{z}} \omega_{z}
$$

Consider the variation

$$
\frac{\partial}{\partial z} \omega_{z}=d_{M}\left(\sum_{\alpha} \partial_{z} \log \left(P_{z, \alpha}\right) \phi_{z, \alpha}\right)+\sum_{\alpha}\left(\frac{d_{M} P_{z, \alpha}}{P_{z, \alpha}} \wedge \partial_{z} \phi_{z, \alpha}-\frac{\partial_{z} P_{z, \alpha}}{P_{z, \alpha}} d_{M} \phi_{z, \alpha}\right)
$$

Let

$$
\tilde{\partial}_{z \mathcal{X}}=\frac{\partial}{\partial z}+n_{z, \mathcal{X}}
$$

be a lifting of $\frac{\partial}{\partial z}$ to $\mathcal{X}$, where $n_{z, \mathcal{X}} \in \Gamma\left(\left.T_{M}\right|_{X_{z}}\right)$ is along the fiber, which is a normal vector field corresponding to the deformation of $X_{z}$ in $M$ with respect to $z$. Then in each $U_{\alpha}$, we have

$$
\begin{equation*}
\left.\left(\iota_{n_{X}}\right\lrcorner d_{M} P_{z, \alpha}\right)\left.\right|_{X_{z}}=-\left.\partial_{z} P_{z, \alpha}\right|_{X_{z}} \tag{2.9}
\end{equation*}
$$

It follows easily that

$$
\begin{equation*}
\left.\iota_{\tilde{\partial}_{z \mathcal{X}}}\right\lrcorner\left. d \phi_{z}\right|_{X_{z}}=\operatorname{Res}_{X_{z}}\left(\partial_{z} \omega_{z}-d_{M}\left(\partial_{z} \log \left(P_{z}\right) \phi_{z}\right)\right) \tag{2.10}
\end{equation*}
$$

Note that since the transition function of $[D]$ is independent of $z, \partial_{z} \log \left(P_{z}\right)$ is globally well-defined. In general, $\partial_{z} \omega_{z}$ will have a pole of order two along $X_{z}$, but the substraction of $d_{M}\left(\partial_{z} \log \left(P_{z}\right) \phi_{z}\right)$ makes it logarithmic along $X_{z}$, hence the residue above is well-defined.

Next we choose arbitrary lifting of $\frac{\partial}{\partial z}$ to $\mathcal{Y}$, and write it as

$$
\tilde{\partial}_{z, \mathcal{Y}}=\frac{\partial}{\partial z}+n_{z, \mathcal{Y}}
$$

where $n_{z, \mathcal{X}} \in \Gamma\left(\left.T_{M}\right|_{Y_{z}}\right)$ is along the fiber, which is a normal vector field corresponding to the deformation of $Y_{z}$ in $M$ with respect to $z$. Then the variation formula implies that

Proposition 2.4 (Residue Variation Formula).

$$
\begin{equation*}
\left.\nabla_{\partial_{z}}^{G M}\left(\operatorname{Res}_{X_{z}} \omega_{z}, 0\right)=\left(\operatorname{Res}_{X_{z}}\left(\partial_{z} \omega_{z}-d_{M}\left(\partial_{z} \log \left(P_{z}\right) \phi_{z}\right)\right),-\iota_{n_{z, \mathcal{V}}}\right\lrcorner \phi_{z}\right) \tag{2.11}
\end{equation*}
$$

To see the effect of the second component on the right side, let us assume that $Y_{z}=$ $X_{z} \cap H$, where $H$ is a fixed hypersurface in $M$ with defining equation $Q=0$. Then we can choose a $\epsilon$-tube $T_{\epsilon}(\Gamma)[14]$ of $\Gamma \in H_{n}\left(X_{z}, Y_{z}\right)$ with $\partial T_{\epsilon}(\Gamma) \subset H$. Hence

$$
\begin{aligned}
\frac{1}{2 \pi i} \int_{T_{\epsilon}(\Gamma)}-d_{M}\left(\partial_{z} \log \left(P_{z}\right) \phi_{z}\right) & =\left.\frac{1}{2 \pi i} \int_{T_{\epsilon}(\partial \Gamma)}\left(\partial_{z} \log \left(P_{z}\right) \phi_{z}\right)\right|_{H} \\
& =\left.\int_{\partial \Gamma} \operatorname{Res}_{Y_{z}}\left(\partial_{z} \log \left(P_{z}\right) \phi_{z}\right)\right|_{H} \\
& \left.=-\int_{\partial \Gamma} \iota_{n_{z, \nu}}\right\lrcorner \phi_{z}
\end{aligned}
$$

which cancels exactly the second component on the right side of (2.11). Therefore,

$$
\partial_{z}<\Gamma,\left(\operatorname{Res}_{X_{z}} \omega_{z}, 0\right)>=\frac{1}{2 \pi i} \int_{T_{\epsilon}(\Gamma)} \partial_{z} \omega_{z}
$$

We can localize the above observation and consider the following situation: on each $U_{\alpha}$, suppose we can choose $Q_{\alpha}$ independent of $z$ such that $P_{z, \alpha}, Q_{\alpha}$ are transversal and $Y_{z} \cap U_{\alpha} \subset\left\{Q_{\alpha}=0, P_{z, \alpha}=0\right\}$. Suppose we have a relative cycle $\Gamma \in H_{n}\left(X_{z}, Y_{z}\right)$ where we can choose a $\epsilon$-tube $T_{\epsilon}(\Gamma)$ such that $\partial T_{\epsilon}(\Gamma) \cap U_{\alpha}$ lies in $\left\{Q_{\alpha}=0\right\}$. We have the pairing

$$
<\Gamma,\left(\operatorname{Res}_{X_{z}} \omega_{z}, 0\right)>=\lim _{\epsilon \rightarrow 0} \frac{1}{2 \pi i} \int_{T_{\epsilon}(\Gamma)} \omega_{z}
$$

However, the right hand side doesn't depend on $\epsilon$. In fact, let $T_{\delta}^{\epsilon}(\Gamma)$ be a solid annulus over Г. By Stokes's theorem, we have

$$
\int_{T_{\epsilon}(\Gamma)} \omega_{z}-\int_{T_{\sigma}(\Gamma)} \omega_{z}=\int_{\partial T_{\delta}^{\epsilon}(\Gamma)} \omega_{z}
$$

since $\partial T_{\delta}^{\epsilon}(\Gamma) \cap U_{\alpha} \subset\left\{Q_{\alpha}=0\right\}$ for each $\alpha$, the above integral vanishes. Therefore the integral $\int_{T_{\epsilon}(\Gamma)} \omega_{z}$ doesn't depend on the position of the $\epsilon$-tube if we impose the boundary condition as above. It follows immediately that

$$
\left(\partial_{z}\right)^{k}<\Gamma,\left(\operatorname{Res}_{X_{z}} \omega_{z}, 0\right)>=\frac{1}{2 \pi i} \int_{T_{\epsilon}(\Gamma)}\left(\partial_{z}\right)^{k} \omega_{z}
$$

where $\partial T_{\epsilon}(\Gamma) \cap U_{\alpha}$ lies in $\left\{Q_{\alpha}=0\right\}$. Applying this to a Picard-Fuchs operator, we get
Proposition 2.5. [Inhomogeneous Picard-Fuchs Equation] Let $\mathcal{D}=\mathcal{D}\left(\nabla_{\partial_{z}}^{G M}\right)$ be a PicardFuchs operator, i.e.

$$
\begin{equation*}
\mathcal{D}\left(\partial_{z}\right) \omega_{z}=-d \beta_{z} \tag{2.12}
\end{equation*}
$$

for some rational $(n-1,0)$-form $\beta_{z}$ with poles along $X_{z}$. Then under the above local choices, we have

$$
\begin{equation*}
\mathcal{D}\left(\partial_{z}\right)<\Gamma,\left(\operatorname{Res}_{X_{z}} \omega_{z}, 0\right)>=\frac{1}{2 \pi i} \int_{T_{\epsilon}(\partial \Gamma)} \beta_{z} \tag{2.13}
\end{equation*}
$$

In the next section, we will derive a general formula for $\beta_{z}$ using toric method.
More generally, suppose that $\left\{Q_{\alpha}\right\}$ depends on $z$ which is denoted by $Q_{z, \alpha}$, and we put our $\epsilon$-tube $T_{\epsilon}\left(\Gamma_{z}\right)$ inside $\left\{Q_{z, \alpha}\right\}=0$ on $U_{\alpha}$. Then

$$
\int_{\Gamma_{z}} \operatorname{Res}_{X_{z}} \omega_{z}=\frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\Gamma_{z}\right)} \omega_{z}=\sum_{\alpha} \frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\Gamma_{z}\right)} \rho_{\alpha} \omega_{z}
$$

and the integration doesn't depend on $\epsilon$ assuming the boundary condition as above. Applying the variation formula (2.3) we get

$$
\left.\frac{\partial}{\partial z} \sum_{\alpha} \frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\Gamma_{z}\right)} \rho_{\alpha} \omega_{z}=\sum_{\alpha} \frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\Gamma_{z}\right)} \rho_{\alpha} \partial_{z} \omega_{z}-\sum_{\alpha} \frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\partial \Gamma_{z}\right)} \rho_{\alpha}\left(\iota_{n_{z}, Q_{\alpha}}\right\lrcorner \omega_{z}\right)\left.\right|_{Q_{z, \alpha}=0}
$$

where $n_{z, Q_{\alpha}}$ is the normal vector field corresponding to the deformation of $\left\{Q_{z, \alpha}=0\right\}$ inside $M$. In particular, we have $\left.\iota_{n_{z, Q_{\alpha}}}\right\lrcorner\left. d Q_{z, \alpha}\right|_{\left\{Q_{z, \alpha=0}\right\}}=-\left.\partial_{z} Q_{z, \alpha}\right|_{\left\{Q_{z, \alpha=0}\right\}}$. Hence

$$
\left.\left(\iota_{n_{z}, Q_{\alpha}}\right\lrcorner \omega_{z}\right)\left.\right|_{Q_{z, \alpha}=0}=-\operatorname{Res}_{Q_{z, \alpha}=0}\left(\partial_{z} \log \left(Q_{z, \alpha}\right) \omega_{z}\right)
$$

Putting together the last three equations, we arrive at
Proposition 2.6 (cf. [32]).

$$
\frac{\partial^{k}}{\partial z^{k}}\left(\int_{\Gamma_{z}} \operatorname{Res}_{X_{z}} \omega_{z}\right)=\frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\Gamma_{z}\right)} \partial_{z}^{k} \omega_{z}+\sum_{l=1}^{k} \frac{\partial^{k-l}}{\partial z^{k-l}} \sum_{\alpha} \frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\partial \Gamma_{z}\right)} \rho_{\alpha} \operatorname{Res}_{Q_{z, \alpha}=0}\left(\partial_{z} \log \left(Q_{z, \alpha}\right) \frac{\partial^{l-1}}{\partial z^{l-1}} \omega_{z}\right)
$$

## 3 Exact GKZ Differential Equation and Toric geometry

In this section, we study the Picard-Fuchs differential operators arising from a generalized GKZ hypergeometric systems [16][17] for toric Calabi-Yau hypersurfaces and derive a general formula for the $\beta$-term of an inhomogeneous Picard-Fuchs equation, from toric data.

We first consider the special case of a weighted projective space, where $\beta$-term will be much simpler than in the general case, which will be considered at the end of this section. Let $\mathbb{P}^{4}(\mathbf{w})=\mathbb{P}^{4}\left(w_{1}, w_{2}, w_{3}, w_{4}, w_{5}\right)$. We assume that $w_{5}=1$ and it's of Fermat-type, i.e., $w_{i} \mid d$ for each i, where $d=w_{1}+w_{2}+w_{3}+w_{4}+w_{5}$. There's associated 4-dimensional integral convex polyhedron given by the convex hull of the integral vectors

$$
\Delta=\left\{\left(x_{1}, \cdots, x_{5}\right) \in \mathbb{R}^{5} \mid \sum_{i=1}^{5} w_{i} x_{i}=0, x_{i} \geq-1\right\}
$$

If we choose the basis $\left\{e_{i}=\left(1,0,0,0,-w_{i}\right), i=1 . .4\right\}$, then the vertices is given by

$$
\begin{aligned}
\Delta: \quad v_{1} & =\left(\frac{d}{w_{1}}-1,-1,-1,-1\right) \\
v_{2} & =\left(-1, \frac{d}{w_{2}}-1,-1,-1\right) \\
v_{3} & =\left(-1,-1, \frac{d}{w_{3}}-1,-1\right) \\
v_{4} & =\left(-1,-1,-1, \frac{d}{w_{4}}-1\right) \\
v_{5} & =(-1,-1,-1,-1)
\end{aligned}
$$

and the vertices of its dual polytope is given by

$$
\begin{aligned}
\Delta^{*}: \quad & v_{1}^{*} \\
& v_{2}^{*}=(1,0,0,0) \\
& v_{3}^{*}=(0,1,0,0) \\
& v_{4}^{*}=(0,0,0,1) \\
& v_{5}^{*}=\left(-w_{1},-w_{2},-w_{3},-w_{4}\right)
\end{aligned}
$$

Let $v_{k}^{*}, k=0,1,2, .$. , be integral points of $\Delta^{*}$, where $v_{0}^{*}=(0,0,0,0)$. We write

$$
\begin{equation*}
f_{\Delta^{*}}(x)=\sum_{v_{k}^{*} \in \Delta^{*}} a_{k} X^{v_{k}^{*}} \tag{3.1}
\end{equation*}
$$

which is the defining equation for our Calabi-Yau hypersurfaces in the anti-canonical divisor class. Here $X=\left\{X_{1}, X_{2}, X_{3}, X_{4}\right\}$ is the toric coordinate, $X^{v_{k}^{*}}=\prod_{j=1}^{4} X_{j}^{v_{k, j}^{*}}$. If we use homogeneous coordinate $[10]\left\{z_{\rho}, 1 \leq \rho \leq 5\right\}$ corresponding to the one-dim cone $\left\{v_{\rho}, 1 \leq\right.$ $\rho \leq 5\}$, then the toric coordinate can be written by homogeneous coordinate

$$
\begin{equation*}
X_{j}=\frac{z_{j}^{d / w_{j}}}{\prod_{\rho=1}^{5} z_{\rho}}, \quad j=1,2,3,4 \tag{3.2}
\end{equation*}
$$

The relevant rational form with pole of order one along the hypersurface is given by

$$
\begin{align*}
\Pi(a) & =\frac{\prod_{i=1}^{5} w_{i}}{d^{3}} \frac{1}{\sum_{v_{k}^{*} \in \Delta^{*}} a_{k} X^{v_{k}^{*}}} \prod_{j=1}^{4} \frac{d X_{j}}{X_{j}} \\
& =\frac{\Omega_{0}}{\sum_{v_{k}^{*} \in \Delta^{*}} a_{k} \prod_{\rho=1}^{5} z_{\rho}^{<v_{k}^{*}, v_{\rho}>+1}} \\
& =\frac{\Omega_{0}}{a_{0} \prod_{\rho=1}^{5} z_{\rho}+\sum_{\rho=1}^{5} a_{\rho} z_{\rho}^{d / w_{\rho}}+\sum_{v_{k}^{*} \in \Delta^{*}, k>5} a_{k} \prod_{\rho=1}^{5} z_{\rho}^{<v_{k}^{*}, v_{\rho}>+1}} \tag{3.3}
\end{align*}
$$

where $\Omega_{0}=\sum_{\rho=1}^{5}(-1)^{\rho-1} w_{\rho} z_{\rho} d z_{1} \wedge \cdots d \hat{z}_{\rho} \wedge \cdots d z_{5}$. Define the relation lattice by

$$
L=\left\{l=\left(l_{0}, l_{1}, \ldots\right) \in \mathbb{Z}^{\left|\Delta^{*}\right|+1} \mid \sum_{i} l_{i} \bar{v}_{i}^{*}=0\right\}, \quad \text { where } \quad \bar{v}_{i}^{*}=\left(1, v_{i}^{*}\right), v_{i}^{*} \in \Delta^{*}
$$

The moduli variable associated with the choice of a basis $\left\{l^{(k)}\right\}$ for $L$ is given by [16]

$$
x_{k}=(-1)^{l_{0}^{(k)}} a^{l^{(k)}}
$$

The key idea here is to consider the following 1-parameter family of automorphisms

$$
\phi_{t}: z_{\rho} \rightarrow\left(\frac{a_{0}}{a_{\rho}}\right)^{\frac{w_{\rho}}{d} t} z_{\rho}, \quad 1 \leq \rho \leq 5
$$

Put

$$
\Pi_{t}(a)=\phi_{t}^{*} \Pi(a)
$$

It satisfies the differential equation

$$
\partial_{t}\left(\phi_{t}^{*} \Pi(a)\right)=\mathcal{L}_{V} \phi_{t}^{*} \Pi(a)
$$

where $V=\sum_{\rho=1}^{5} \frac{w_{\rho}}{d}\left(\log \frac{a_{0}}{a_{\rho}}\right) z_{\rho} \frac{\partial}{\partial z_{\rho}}$ is the generating vector field for $\phi_{t}, \mathcal{L}_{V}$ is the Lie derivative. This is solved by

$$
\begin{equation*}
\phi_{t}^{*} \Pi(a)=e^{t \mathcal{L}_{V}} \Pi(a) \tag{3.4}
\end{equation*}
$$

Define

$$
\begin{equation*}
\tilde{\Pi}(x)=a_{0} \Pi_{1}(a) \tag{3.5}
\end{equation*}
$$

$\tilde{\Pi}(x)$ is a function of $\left\{x_{k}\right\}$ only. Indeed,

$$
\tilde{\Pi}(x)=\frac{\Omega_{0}}{\prod_{\rho=1}^{5} z_{\rho}+\left(\prod_{\rho=1}^{5}\left(\frac{a_{\rho}}{a_{0}}\right)^{w_{\rho} / d}\right) \sum_{\rho=1}^{5} z_{\rho}^{d / w_{\rho}}+\sum_{v_{k}^{*} \in \Delta^{*}, k>5} \frac{a_{k}}{a_{0}} \prod_{\rho=1}^{5}\left(\frac{a_{0}}{a_{\rho}}\right)^{\frac{w_{\rho}}{d}<v_{k}^{*}, v_{\rho}>} \prod_{\rho=1}^{5} z_{\rho}^{<v_{k}^{*}, v_{\rho}>+1}}
$$

Since we have

$$
\sum_{\rho=1}^{5} w_{\rho} v_{\rho}=0, \quad v_{k}^{*}=\sum_{\rho=1}^{5} \frac{w_{\rho}}{d}<v_{k}^{*}, v_{\rho}>v_{\rho}^{*}
$$

we see that both $\left(\prod_{\rho=1}^{5}\left(\frac{a_{\rho}}{a_{0}}\right)^{w_{\rho} / d}\right)$ and $\frac{a_{k}}{a_{0}} \prod_{\rho=1}^{5}\left(\frac{a_{0}}{a_{\rho}}\right)^{\frac{w_{\rho}}{d}\left\langle v_{k}^{*}, v_{\rho}\right\rangle}$ can be written in terms of $x_{k}$ 's as an algebraic function.

Given an integral point $l \in L$, consider the GKZ operator (it differs from the standard GKZ operator by a factor of $\left.a_{0} \prod_{l_{i}>0} a_{i}^{l_{i}}\right)$

$$
\begin{aligned}
D_{l} & =a_{0}\left\{\prod_{l_{i}>0} a_{i}^{l_{i}}\left(\frac{\partial}{\partial a_{i}}\right)^{l_{i}}-a^{l} \prod_{l_{i}<0} a_{i}^{-l_{i}}\left(\frac{\partial}{\partial a_{i}}\right)^{-l_{i}}\right\} \\
& =\left\{\prod_{j=1}^{l_{0}}\left(a_{0} \frac{\partial}{\partial a_{0}}-j\right) \prod_{i \neq 0, l_{i}>0} \prod_{j=0}^{l_{i}-1}\left(a_{i} \frac{\partial}{\partial a_{i}}-j\right)-a^{l} \prod_{j=1}^{-l_{0}}\left(a_{0} \frac{\partial}{\partial a_{0}}-j\right) \prod_{i \neq 0, l_{i}<0} \prod_{j=0}^{-l_{i}-1}\left(a_{i} \frac{\partial}{\partial a_{i}}-j\right)\right\} a_{0} \\
& =\tilde{D}_{l} a_{0}
\end{aligned}
$$

where we use the convention that $\prod_{i=1}^{m}(\cdots)=1$ if $m \leq 0$. From

$$
D_{l} \Pi(a)=0
$$

We get

$$
\begin{equation*}
e^{\mathcal{L}_{V}} \tilde{D}_{l} e^{-\mathcal{L}_{V}} \tilde{\Pi}(x)=0 \tag{3.6}
\end{equation*}
$$

## Lemma 3.1.

$$
e^{\mathcal{L}_{V}}\left(a_{i} \frac{\partial}{\partial a_{i}}\right) e^{-\mathcal{L}_{V}}=a_{i} \frac{\partial}{\partial a_{i}}+\delta_{1 \leq i \leq 5} \mathcal{L}_{\frac{w_{i}}{d} z_{i} \frac{\partial}{\partial z_{i}}}-\delta_{i, 0} \mathcal{L}_{\sum_{\rho=1}^{5} \frac{w_{\rho}}{d} z_{\rho} \frac{\partial}{\partial z_{\rho}}}
$$

here $\delta_{1 \leq i \leq 5}=1$ if $1 \leq i \leq 5$ and otherwise 0 .

Proof. Since

$$
\begin{aligned}
{\left[V, a_{i} \frac{\partial}{a_{i}}\right] } & =\delta_{1 \leq i \leq 5} \frac{w_{i}}{d} z_{i} \frac{\partial}{\partial z_{i}}-\delta_{i, 0} \sum_{\rho=1}^{5} \frac{w_{\rho}}{d} z_{\rho} \frac{\partial}{\partial z_{\rho}} \\
{\left[V,\left[V, a_{i} \frac{\partial}{a_{i}}\right]\right] } & =0
\end{aligned}
$$

The lemma follows from the formula

$$
e^{\mathcal{L}_{V}}\left(a_{i} \frac{\partial}{\partial a_{i}}\right) e^{-\mathcal{L}_{V}}=a_{i} \frac{\partial}{\partial a_{i}}+\sum_{k=1}^{\infty} \frac{1}{k!} \mathcal{L}_{\left(a d_{V}\right)^{k}\left(a_{i} \frac{\partial}{\partial a_{i}}\right)}
$$

It follows from the lemma that

$$
\begin{align*}
&\left\{\prod_{j=1}^{l_{0}}\left(a_{0} \frac{\partial}{\partial a_{0}}-j\right)\right. \\
& \prod_{i \neq 0, l_{i}>0} \prod_{j=0}^{l_{i}-1}\left(a_{i} \frac{\partial}{\partial a_{i}}-j+\delta_{1 \leq i \leq 5} \mathcal{L} \frac{w_{i}}{d} z_{i} \frac{\partial}{\partial z_{i}}\right)  \tag{3.7}\\
&\left.-a^{l} \prod_{j=1}^{-l_{0}}\left(a_{0} \frac{\partial}{\partial a_{0}}-j\right) \quad \prod_{i \neq 0, l_{i}<0} \prod_{j=0}^{-l_{i}-1}\left(a_{i} \frac{\partial}{\partial a_{i}}-j+\delta_{1 \leq i \leq 5} \mathcal{L}_{\frac{w_{i}}{d} z_{i} \frac{\partial}{\partial z_{i}}}\right)\right\} \tilde{\Pi}(x)=0
\end{align*}
$$

where we have used $\mathcal{L}_{\sum_{\rho=1}^{5} \frac{w_{\rho}}{d} z_{\rho} \frac{\partial}{\partial z_{\rho}}} \tilde{\Pi}(x)=0$ to eliminate the terms with $\mathcal{L}_{\sum_{\rho=1}^{5} \frac{w_{\rho}}{d} z_{\rho} \frac{\partial}{\partial z_{\rho}}}$.
Observe that each Lie derivative $\mathcal{L}_{\frac{w_{i}}{d} z_{i}} \frac{\partial}{\partial z_{i}}$ commutes with all other operators appearing on the left side of (3.7). So we can move every term involving $\mathcal{L}_{\frac{w_{i}}{d} z_{i} \frac{\partial}{\partial z_{i}}}$ to the right side, so that (3.7) can now be explicitly written as

$$
\tilde{D}_{l} \tilde{\Pi}(x)=-\sum_{i=1}^{5} \mathcal{L}_{\frac{w_{i}}{d} z_{i} \frac{\partial}{\partial z_{i}}} \alpha_{i}
$$

where the $\alpha_{i}$ are (easily computable) $d$-closed 4 -forms depending on $l$. By the Cartan-Lie formula $\mathcal{L}_{X}=d \iota_{X}+\iota_{X} d$, we obtain the formula

Proposition 3.2. [ $\beta$-term Formula]

$$
\tilde{D}_{l} \tilde{\Pi}(x)=-d \beta_{l}
$$

where $\beta_{l}=\sum_{i} \iota \frac{w_{i}}{d} z_{i} \frac{\partial}{\partial z_{i}} \alpha_{i}$.
Next we consider the differential operators of the extended GKZ system induced by the automorphism of the ambient toric variety. The corresponds to the root of $\Delta^{*}[17]$. Let

$$
v_{i}^{*} \in R\left(\Delta^{*}\right),<v_{i}^{*}, v_{\rho_{i}}>=-1, \quad<v_{i}^{*}, v_{\rho}>\geq 0 \text { for } \rho \neq \rho_{i}
$$

then we obtain an equation

$$
\left\{\sum_{v_{k}^{*} \in \Delta^{*}}\left(<v_{k}^{*}, v_{\rho_{i}}>+1\right) a_{v_{k}^{*}} \frac{\partial}{\partial a_{v_{k}^{*}+v_{i}^{*}}}\right\} \frac{1}{a_{0}} e^{-\mathcal{L}_{V}} \tilde{\Pi}(x)=\mathcal{L}_{\left\{\prod_{\rho=1}^{5} z_{\rho}^{\left.<v_{i}^{*}, v_{\rho}\right\rangle}\right\} z_{\rho_{i}} \frac{\partial}{\partial z \rho_{i}}} \frac{1}{a_{0}} e^{-\mathcal{L}_{V}} \tilde{\Pi}(x)
$$

where in the formula we have identified $a_{k} \equiv a_{v_{k}^{*}}$ for convenience, and $a_{v_{k}^{*}+v_{i}^{*}}$ just corresponds to the point $v_{k}^{*}+v_{i}^{*}$. Note that

$$
\begin{gathered}
a_{v_{i}^{*}}\left\{\sum_{v_{k}^{*} \in \Delta^{*}}\left(<v_{k}^{*}, v_{\rho_{i}}>+1\right) a_{v_{k}^{*}} \frac{\partial}{\partial a_{v_{v}^{*}+v_{i}^{*}}}\right\} \frac{1}{a_{0}} \\
=\left\{\sum_{v_{k}^{*} \in \Delta^{*}}\left(<v_{k}^{*}, v_{\rho_{i}}>+1\right) \frac{a_{v_{k}^{*}} a_{v_{i}^{*}}}{a_{0} a_{v_{i}^{*}}+v_{k}^{*}}\left(a_{v_{k}^{*}+v_{i}^{*}} \frac{\partial}{\partial a_{v_{k}^{*}+v_{i}^{*}}}\right)\right\}-2 \frac{a_{v_{*}^{*}} a_{-v_{i}^{*}}}{a_{0}^{2}}
\end{gathered}
$$

where the last term is zero if $-v_{i}^{*} \neq \Delta^{*}$. On the other hand, it's easy to compute

$$
e^{\mathcal{L}_{V}} \mathcal{L}_{\left\{\prod_{\rho=1}^{5} z_{\rho}^{\left\langle v_{i}^{*}, v_{\rho}\right\rangle}\right\}_{z^{\rho}} \frac{\partial}{\partial z^{\rho_{i}}}} e^{-\mathcal{L}_{V}}=\prod_{\rho=1}^{5}\left(\frac{a_{0}}{a_{\rho}}\right)^{\frac{w_{\rho}}{d}\left\langle v_{i}^{*}, v_{\rho}\right\rangle} \mathcal{L}_{\left\{\prod_{\rho=1}^{5} z_{\rho}^{\left\langle v_{i}^{*}, v_{\rho}\right\rangle}\right\}_{z^{\rho} i} \frac{\partial}{\partial z^{\rho_{i}}}}
$$

therefore we get the following

$$
\begin{aligned}
& \left\{\left\{\sum_{v_{k}^{*} \in \Delta^{*}}\left(<v_{k}^{*}, v_{\rho_{i}}>+1\right) \frac{a_{v_{k}^{*}} a_{v_{i}^{*}}}{a_{0} a_{v_{i}^{*}}+v_{k}^{*}}\left(a_{v_{k}^{*}+v_{i}^{*}} \frac{\partial}{\partial a_{v_{k}^{*}+v_{i}^{*}}}+\delta_{1 \leq v_{i}^{*}+v_{k}^{*} \leq 5} \mathcal{L}_{\frac{w_{i}}{d} z_{v_{i}^{*}}+v_{k}^{*} \partial \partial_{v_{i}^{*}}^{*}+v_{k}^{*}}\right)\right\}-2 \frac{a_{v_{i}^{*}} a_{-v_{i}^{*}}}{a_{0}^{2}}\right\} \tilde{\Pi}(x)
\end{aligned}
$$

Again, by the Cartan-Lie formula we can easily write the right side as a $d$-exact form.

## Example: P(1, 1, 1, 1, 1)

We will compute the $\beta$-term for mirror quintic [31], where $w=(1,1,1,1,1)$, and

$$
f_{\Delta^{*}}=a_{0} \prod_{i=1}^{5} z_{i}+\sum_{i=1}^{5} a_{i} z_{i}^{5} .
$$

The relation lattice is generated by

$$
l=(-5,1,1,1,1,1)
$$

and the moduli variable is

$$
\begin{equation*}
. x=(-1)^{l_{0}} a^{l}=-\frac{\prod_{i=1}^{5} a_{i}}{a_{0}^{5}} \tag{3.8}
\end{equation*}
$$

Put

$$
\begin{equation*}
\tilde{\Pi}(x)=\frac{\omega}{\prod_{i=1}^{5} z_{i}-x^{\frac{1}{5}} \sum_{i=1}^{5} z_{i}^{5}} \tag{3.9}
\end{equation*}
$$

Then our $\beta$-term formula Proposition 3.2 for the Picard-Fuchs equation yields

$$
\begin{equation*}
\left\{\prod_{i=1}^{5}\left(\Theta_{x}+\frac{1}{5} \mathcal{L}_{z_{i} \partial_{z_{i}}}\right)-x \prod_{i=1}^{5}\left(5 \Theta_{x}+i\right)\right\} \tilde{\Pi}(x)=0 \tag{3.10}
\end{equation*}
$$

or

$$
\left(\Theta_{x}^{5}-x \prod_{i=1}^{5}\left(5 \Theta_{x}+i\right)\right) \tilde{\Pi}(x)=-d \beta_{x}, \quad d \beta_{x}=\sum_{I \subset\{1, \ldots, 5\},|I| \geq 1} \frac{\Theta_{x}^{5-|I|}}{5^{|I|}} \prod_{k \in I}\left(\mathcal{L}_{z_{k} \partial_{k}}\right) \tilde{\Pi}(x) .
$$

Note that the sum of terms for $|I|=1$ in the expression of $d \beta_{x}$ is zero. A choice of $\beta_{x}$ relevant in the next section will be

$$
\begin{aligned}
\beta_{x}= & \frac{\Theta_{x}^{3}}{5^{2}}\left\{z_{1} \iota \partial_{1} \mathcal{L}_{z_{2} \partial_{2}}+z_{3} \iota \partial_{3} \mathcal{L}_{z_{4} \partial_{4}}+\left(z_{3} \iota \partial_{3}+z_{4} \iota \partial_{4}\right)\left(\mathcal{L}_{z_{1} \partial_{1}}+\mathcal{L}_{z_{2} \partial_{2}}\right)\right\} \tilde{\Pi}(x) \\
& +\frac{\Theta_{x}^{2}}{5^{3}}\left\{\left(z_{3} \iota \partial_{3}+z_{4} \iota \partial_{4}\right) \mathcal{L}_{z_{1} \partial_{1}} \mathcal{L}_{z_{2} \partial_{2}}+z_{3} \iota \partial_{3}\left(\mathcal{L}_{z_{1} \partial_{1}}+\mathcal{L}_{z_{2} \partial z_{2}}\right) \mathcal{L}_{z_{4} \partial_{4}}\right\} \tilde{\Pi}(x) \\
& +\frac{\Theta_{x}}{5^{4}} z_{3} \iota_{\partial_{3}} \mathcal{L}_{z_{4} \partial_{4}} \mathcal{L}_{z_{1} \partial_{1}} \mathcal{L}_{z_{2} \partial_{2}} \tilde{\Pi}(x)+\sum_{I \subset\{1, \ldots, 4\},|I| \geq 1} \frac{\Theta_{x}^{4-|I|}}{5^{|I|+1}} z_{5} \iota \partial_{5} \prod_{k \in I}\left(\mathcal{L}_{z_{k} \partial_{k}}\right) \tilde{\Pi}(x)
\end{aligned}
$$

where $\iota_{\partial_{i}}$ is the contraction with the vector $\frac{\partial}{\partial z_{i}}$.
Example: $\mathbf{P}(2,2,2,1,1)$
The mirror of degree 8 hypersurface in $\mathbf{P}(2,2,2,1,1)$ has two complex moduli. The integral points of its dual polytope $\Delta^{*}$ is given by

$$
\begin{aligned}
\Delta^{*}: \quad v_{0}^{*} & =(0,0,0,0) \\
v_{1}^{*} & =(1,0,0,0) \\
v_{2}^{*} & =(0,1,0,0) \\
v_{3}^{*} & =(0,0,1,0) \\
v_{4}^{*} & =(0,0,0,1) \\
v_{5}^{*} & =(-2,-2,-2,-1) \\
v_{6}^{*} & =(-1,-1,-1,0)
\end{aligned}
$$

and in homogeneous coordinate

$$
f_{\Delta^{*}}=a_{0} z_{1} z_{2} z_{3} z_{4} z_{5}+a_{1} z_{1}^{4}+a_{2} z_{2}^{4}+a_{3} z_{3}^{4}+a_{4} z_{4}^{8}+a_{5} z_{5}^{8}+a_{6} z_{4}^{4} z_{5}^{4}
$$

A basis of relation lattice is given by

$$
l^{(1)}=(-4,1,1,1,0,0,1), \quad l^{(2)}=(0,0,0,0,1,1,-2)
$$

We get the moduli coordinates

$$
x_{1}=\frac{a_{1} a_{2} a_{3} a_{6}}{a_{0}^{4}}, x_{2}=\frac{a_{4} a_{5}}{a_{6}^{2}}
$$

The rational 4 -form is given by

$$
\tilde{\Pi}(x)=\frac{\Omega_{0}}{z_{1} z_{2} z_{3} z_{4} z_{5}+x_{1}^{\frac{1}{4}} x_{2}^{\frac{1}{8}}\left(z_{1}^{4}+z_{2}^{4}+z_{3}^{4}+z_{4}^{8}+z_{5}^{8}\right)+x_{1}^{\frac{1}{4}} x_{2}^{-\frac{3}{8}} z_{4}^{4} z_{5}^{4}}
$$

The exact GKZ equation from $l^{(1)}$ and $l^{(2)}$ can be read

$$
\begin{array}{r}
\left\{\left(\Theta_{x_{1}}-2 \Theta_{x_{2}}\right) \prod_{j=1}^{3}\left(\Theta_{x_{1}}+\frac{1}{4} \mathcal{L}_{z_{i} \partial_{z_{i}}}\right)-x_{1} \prod_{j=1}^{4}\left(4 \Theta_{x_{1}}+j\right)\right\} \tilde{\Pi}(x)=0 \\
\left\{\left(\Theta_{x_{2}}+\frac{1}{8} \mathcal{L}_{z_{4} \partial_{z_{4}}}\right)\left(\Theta_{x_{2}}+\frac{1}{8} \mathcal{L}_{z_{5} \partial_{z_{5}}}\right)-x_{2}\left(\Theta_{x_{1}}-2 \Theta_{x_{2}}\right)\left(\Theta_{x_{1}}-2 \Theta_{x_{2}}-1\right)\right\} \tilde{\Pi}(x)=0
\end{array}
$$

## Example: P(7,2, 2, 2, 1)

The mirror of degree 14 hypersurface in $\mathbf{P}(7,2,2,2,1)$ has also two complex moduli. The integral points of its dual polytope $\Delta^{*}$ is given by

$$
\begin{aligned}
& \Delta^{*}: \quad v_{0}^{*}=(0,0,0,0) \\
& v_{1}^{*}=(1,0,0,0) \\
& v_{2}^{*}=(0,1,0,0) \\
& v_{3}^{*}=(0,0,1,0) \\
& v_{4}^{*}=(0,0,0,1) \\
& v_{5}^{*}=(-7,-2,-2,-2) \\
& v_{6}^{*}=(-3,-1,-1,-1) \\
& v_{7}^{*}=(-4,-1,-1,-1) \\
& v_{8}^{*}=(-1,0,0,0)
\end{aligned}
$$

and in homogeneous coordinate
$f_{\Delta^{*}}=a_{0} z_{1} z_{2} z_{3} z_{4} z_{5}+a_{1} z_{1}^{2}+a_{2} z_{2}^{7}+a_{3} z_{3}^{7}+a_{4} z_{4}^{7}+a_{5} z_{5}^{14}+a_{6} z_{1} z_{5}^{7}+a_{7} z_{2} z_{3} z_{4} z_{5}^{8}+a_{8} z_{2}^{2} z_{3}^{2} z_{4}^{2} z_{5}^{2}$
A basis of relation lattice is given by [17]

$$
\begin{aligned}
l^{(1)}=(-1,0,0,0,0,-1,1,1,0), & l^{(2)}=(0,1,0,0,0,1,-2,0,0) \\
l^{(3)}=(0,0,1,1,1,0,0,1,-4), & l^{(4)}=(0,0,0,0,0,1,0,-2,1)
\end{aligned}
$$

We get the "moduli" coordinates before eliminating the automorphism generated by the roots

$$
x_{1}=-\frac{a_{6} a_{7}}{a_{0} a_{5}}, x_{2}=\frac{a_{1} a_{5}}{a_{6}^{2}}, x_{3}=\frac{a_{2} a_{3} a_{4} a_{7}}{a_{8}^{4}}, x_{4}=\frac{a_{5} a_{8}}{a_{7}^{2}}
$$

The rational 4-form is given by
$\tilde{\Pi}(x)=\frac{\Omega_{0}}{z_{1} z_{2} z_{3} z_{4} z_{5}-x_{1} x_{2}^{\frac{1}{2}} x_{3}^{\frac{1}{7}} x_{4}^{\frac{4}{7}}\left(z_{1}^{2}+z_{2}^{7}+z_{3}^{7}+z_{4}^{7}+z_{5}^{14}\right)-x_{1} x_{3}^{\frac{1}{7}} x_{4}^{\frac{4}{7}} z_{1} z_{5}^{7}-x_{1} x_{2}^{\frac{1}{2}} z_{2} z_{3} z_{4} z_{5}^{8}-x_{1} x_{2}^{\frac{1}{2}} x_{3}^{-\frac{1}{7}} x_{4}^{\frac{3}{7}} z_{2}^{2} z_{3}^{2} z_{4}^{2} z_{5}^{2}}$
We consider the GKZ operator corresponding to the following two relation vectors ([17])

$$
l_{\{1,5\}}=(0,1,0,0,0,1,-2,0,0), \quad l_{\{2,3,4,6\}}=(-1,0,1,1,1,0,1,0,-3)
$$

which gives two exact GKZ equations

$$
\begin{array}{r}
\left\{\left(\Theta_{x_{2}}+\frac{1}{2} \mathcal{L}_{z_{1} \partial_{z_{1}}}\right)\left(-\Theta_{x_{1}}+\Theta_{x_{2}}+\Theta_{x_{4}}+\frac{1}{14} \mathcal{L}_{z_{5} \partial_{z_{5}}}\right)-x_{2}\left(\Theta_{x_{1}}-2 \Theta_{x_{2}}\right)\left(\Theta_{x_{1}}-2 \Theta_{x_{2}}-1\right)\right\} \tilde{\Pi}(x)=0 \\
\left\{\left(\Theta_{x_{1}}-2 \Theta_{x_{2}}\right) \prod_{i=2}^{4}\left(\Theta_{x_{3}}+\frac{1}{7} \mathcal{L}_{z_{i} \partial_{z_{i}}}\right)-x_{1} x_{3} x_{4}\left(\Theta_{x_{1}}+1\right) \prod_{i=0}^{2}\left(\Theta_{x_{4}}-4 \Theta_{x_{3}}-i\right)\right\} \tilde{\Pi}(x)=0
\end{array}
$$

and the roots $v_{7}^{*}, v_{8}^{*}$ give two exact equations

$$
\begin{aligned}
\left\{\left(\Theta_{x_{1}}+\Theta_{x_{3}}-2 \Theta_{x_{4}}\right)-2 x_{1} x_{2}\left(\Theta_{x_{1}}-2 \Theta_{x_{2}}\right)-x_{1}\left(-\Theta_{x_{1}}+\Theta_{x_{2}}+\Theta_{x_{4}}+\frac{1}{14} \mathcal{L}_{z_{5} \partial_{z_{5}}}\right)+x_{1} x_{2}^{\frac{1}{2}} \mathcal{L}_{z_{5}^{7} \partial_{z_{1}}}\right\} \tilde{\Pi}(x) & =0 \\
\left\{\left(\Theta_{x_{4}}-4 \Theta_{x_{3}}\right)-2 x_{1}^{2} x_{2} x_{4}\left(\Theta_{x_{1}}+1\right)-x_{1} x_{4}\left(\Theta_{x_{1}}+\Theta_{x_{3}}-2 \Theta_{x_{4}}\right)+x_{1} x_{2}^{\frac{1}{2}} x_{3}^{-\frac{1}{7}} x_{4}^{\frac{3}{7}} \mathcal{L}_{z_{2} z_{3} z_{4} z_{5} \partial_{z_{1}}}\right\} \tilde{\Pi}(x) & =0
\end{aligned}
$$

## Calabi-Yau hypersurfaces in a general toric variety

For Calabi-Yau hypersurfaces of non-Fermat type, we can repeat the derivation of the $\beta$ term above by replacing the homogeneous coordinates by the toric coordinates $X_{i}$. Write the defining equation of a general Calabi-Yau hypersurface is in toric coordinates:

$$
f_{\Delta^{*}}(X)=\sum_{v_{k}^{*} \in \Delta^{*}} a_{k} X^{v_{k}^{*}}
$$

Here we will assume that $v_{0}^{*}=(0,0,0,0), v_{1}^{*}=(1,0,0,0), v_{2}^{*}(0,1,0,0), v_{3}^{*}=(0,0,1,0), v_{4}^{*}=$ (0, 0, 0, 1). Put

$$
\Pi(a)=\frac{1}{f_{\Delta^{*}}(X)} \prod_{j=1}^{4} \frac{d X_{j}}{X_{j}}
$$

As in the Fermat case above, we use the automorphism

$$
\phi: X_{i} \rightarrow \frac{a_{0}}{a_{i}} X_{i}, \quad 1 \leq i \leq 4
$$

to transform $\Pi(a)$ into a form parameterized only by moduli variables $x_{k}=(-1)^{l_{0}^{(k)}} a^{l^{(k)}}$. We can now repeat the derivation of the $\beta$-term for each GKZ operator $D_{l}$, using the form $\tilde{\Pi}(x)=a_{0} \phi^{*} \Pi(a)$. To summarize, we have the following result.
Proposition 3.3. Let $\tilde{\Pi}(x)=a_{0} \phi^{*} \Pi(a)$, and for each $l \in L$, let

$$
\tilde{D}_{l}=\prod_{j=1}^{l_{0}}\left(a_{0} \frac{\partial}{\partial a_{0}}-j\right) \prod_{i \neq 0, l_{i}>0} \prod_{j=0}^{l_{i}-1}\left(a_{i} \frac{\partial}{\partial a_{i}}-j\right)-a^{l} \prod_{j=1}^{-l_{0}}\left(a_{0} \frac{\partial}{\partial a_{0}}-j\right) \prod_{i \neq 0, l_{i}<0} \prod_{j=0}^{-l_{i}-1}\left(a_{i} \frac{\partial}{\partial a_{i}}-j\right)
$$

Then $\tilde{\Pi}(x)$ is killed by the differential operator obtained from $\tilde{D}_{l}$ by the substitutions:

$$
\begin{aligned}
a_{0} \frac{\partial}{\partial a_{0}} & \mapsto a_{0} \frac{\partial}{\partial a_{0}}-\mathcal{L}_{\sum_{j=1}^{4} X_{j} \frac{\partial}{\partial X_{j}}} \\
a_{j} \frac{\partial}{\partial a_{j}} & \mapsto a_{j} \frac{\partial}{\partial a_{j}}+\mathcal{L}_{X_{j} \frac{\partial}{\partial X_{j}}}, \quad 1 \leq j \leq 4 \\
a_{j} \frac{\partial}{\partial a_{j}} & \mapsto a_{j} \frac{\partial}{\partial a_{j}}, \quad j>4
\end{aligned}
$$

From this, the Cartan-Lie formula then explicitly yields a $\beta$-term for each GKZ operator:

$$
\tilde{D}_{l} \tilde{\Pi}(x)=-d \beta_{l}
$$

## 4 Application to Abel-Jacobi Map And Inhomogeneous Picard-Fuchs Equation

In this section, we apply the inhomogeneous Picard-Fuchs equation Proposition 2.5 to study the Abel-Jacobi map for toric Calabi-Yau hypersurfaces that arise in open string mirror symmetry [25]. We will derive a purely algebraic double residue formula for computing the boundary integral of the $\beta$-term.

We will keep the same notation as in section $1: X_{z}$ will be a family of hypersurfaces moving in fixed 4 -dimensional ambient space $M$ parametrized by $z$, and we consider two
fixed hypersurfaces $Y_{1}: Q_{1}=0, Y_{2}: Q_{2}=0$, where $Q_{1}, Q_{2}$ are sections of some fixed divisors. We consider a pair of family of curves $C_{z}^{+}, C_{z}^{-}$such that they are homologically equivalent as cycles

$$
C_{z}^{ \pm} \hookrightarrow X_{z} \cap Y_{1} \cap Y_{2}, \quad\left[C_{z}^{+}\right]=\left[C_{z}^{-}\right] \in H_{2}\left(X_{z}, \mathbb{Z}\right)
$$

We denote by $\mathcal{C}^{ \pm}$he corresponding families


Let $\left(\mathcal{H}_{\mathbb{Z}}^{3}, F^{*} \mathcal{H}_{\mathbb{C}}^{3}\right)$ be the integral Hodge structure for the family $\mathcal{X} \rightarrow S$, and $\mathcal{J}^{3}$ be the intermediate Jacobian fibration

$$
\mathcal{J}^{3}=\frac{\mathcal{H}_{\mathbb{C}}^{3}}{F^{2} \mathcal{H}_{\mathbb{C}}^{3} \oplus \mathcal{H}_{\mathbb{Z}}^{3}}
$$

The fiber of $\mathcal{J}^{3}$ over $z$ can be identified with

$$
J_{z}^{3}=\frac{\left(F^{2} H^{3}\left(X_{z}, \mathbb{C}\right)\right)^{*}}{H_{3}\left(X_{z}, \mathbb{Z}\right)}
$$

The Abel-Jacobi map associated to $\mathcal{C}^{ \pm}$is a normal function of $\mathcal{J}^{3}$ given by

$$
\int_{C_{z}^{-}}^{C_{z}^{+}}: S \rightarrow \mathcal{J}^{3}
$$

Suppose we are given a family of rational 4-form with pole of order one along $X_{z}$

$$
\omega_{z} \in H^{0}\left(M, K_{M}\left(X_{z}\right)\right)
$$

Then we obtain a section $\operatorname{Res}_{X_{z}} \omega_{z}$ of $F^{3} \mathcal{H}_{\mathbb{C}}^{3}$. The integral that we will study is

$$
\int_{C_{z}^{-}}^{C_{z}^{+}} \operatorname{Res}_{X_{z}} \omega_{z}
$$

which is well-defined up to periods of closed cycles on $X_{z}$.
We can assume that $C_{z}^{+} \cup C_{z}^{-}$moves equisingularly above $S$, for otherwise we shrink $S$ to some smaller open subset to achieve this. We can always choose local trivialization of $\mathcal{X}$ over a small disk around any point in $S$ which also trivializes $\mathcal{C}^{+} \cup \mathcal{C}^{-}$. Therefore it's easy to see that $H^{3}\left(X_{z}, Y_{z}\right)$ still forms a local system in this case by $Y_{z}=C_{z}^{+} \cup C_{z}^{-}$and the discussion in section one is still valid. Let $\left\{p_{z, A}\right\}$ be the singular points of $Y_{1} \cap Y_{2} \cap X_{z}$ corresponding to non-transversal intersections. It contains $C_{z}^{+} \cap C_{z}^{-}$and possibly some other points on $C_{z}^{+}$ or $C_{z}^{-}$when there are components of $Y_{1} \cap Y_{2}$ other than $C_{z}^{ \pm}$. We assume that at each $p_{z, A}$, one of $Y_{1}, Y_{2}$ is intersecting transversely with $X_{z}$. Therefore we can always put an $\epsilon$-tube around each of $C_{z}^{ \pm}$such that the $\epsilon$-tube lies on $Y_{1} \cap Y_{2}$ outside a small disk centered at each $p_{z, A} \in C_{z}^{+} \cup C_{z}^{-}$, where the $\epsilon$-tube lies in one of $Y_{1}$ or $Y_{1}$ around that small disk.

Suppose $\mathcal{D}=\mathcal{D}\left(\partial_{z}\right)$ is a Picard-Fuchs operator, and

$$
\mathcal{D}\left(\partial_{z}\right) \omega_{z}=-d \beta_{z}
$$

Applying (2.13) and using the fact that $\beta_{z}$ is of type $(3,0)$, we get

$$
\begin{aligned}
\mathcal{D}\left(\partial_{z}\right) \int_{C_{z}^{-}}^{C_{z}^{+}} \operatorname{Res}_{X_{z}} \omega_{z} & =\frac{1}{2 \pi i} \int_{T_{\epsilon}\left(C_{z}^{+}-C_{z}^{-}\right)} \beta_{z} \\
& =\sum_{p_{z, A} \in C_{z}^{+}} \frac{1}{2 \pi i} \int_{T_{\epsilon}\left(D_{z, A}^{+}\right)} \beta_{z}-\sum_{p_{z, A} \in C_{z}^{-}} \frac{1}{2 \pi i} \int_{T_{\epsilon}\left(D_{z, A}^{-}\right)} \beta_{z}
\end{aligned}
$$

where $D_{z, A}^{ \pm}$is a small disk around $p_{z, A} \in C_{z}^{ \pm}$such that $T_{\epsilon}\left(\partial D_{z, A}^{ \pm}\right) \in Y_{1} \cap Y_{2}$.
Fix a $p_{z, A} \in C_{z}^{+}$and let $P_{z, A}=0$ be the local defining equation for $X_{z}$ near $p_{z, A}$. We assume that $T_{\epsilon}\left(D_{z, A}^{+}\right) \subset Y_{1}$. Then $\beta_{z}$ restricts to $Y_{1}$ becoming a top (3, 0)-form, and we can write

$$
\begin{equation*}
\left.\beta_{z}\right|_{Y_{1}}=d \eta_{z, A} \tag{4.1}
\end{equation*}
$$

for some local holomorphic (2,0)-form $\eta_{z, A}$ on $Y_{1}$, defined near $p_{z, A}$ and with poles along $Y_{1} \cap X_{z}$. Hence

$$
\begin{aligned}
\frac{1}{2 \pi i} \int_{T_{\epsilon}\left(D_{z, A}^{+}\right)} \beta_{z} & =-\frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\partial D_{z, A}^{+}\right)} \eta_{z, A} \\
& =-\int_{\partial D_{z, A}^{+}} \operatorname{Res}_{C_{z, A}^{+}}\left(\left.\eta_{z, A}\right|_{Y_{1} \cap Y_{2}}\right) \\
& =-2 \pi i \operatorname{Res}_{p_{z, A}} \operatorname{Res}_{C_{z}^{+}}\left(\left.\eta_{z, A}\right|_{Y_{1} \cap Y_{2}}\right)
\end{aligned}
$$

Thus we arrive at the following "localization" formula
Theorem 4.1 (Double Residue Formula). Under the stated assumption above, we have

$$
\begin{align*}
\mathcal{D}\left(\partial_{z}\right) \frac{1}{2 \pi i} \int_{C_{z}^{-}}^{C_{z}^{+}} \operatorname{Res}_{X_{z}} \omega_{z}= & -\sum_{p_{z, A} \in C_{z}^{+}} \operatorname{Res}_{p_{z, A}} \operatorname{Res}_{C_{z}^{+}}\left(\left.\eta_{z, A}\right|_{Y_{1} \cap Y_{2}}\right) \\
& +\sum_{p_{z, A} \in C_{z}^{-}} \operatorname{Res}_{p_{z, A}} \operatorname{Res}_{C_{z}^{+}}\left(\left.\eta_{z, A}\right|_{Y_{1} \cap Y_{2}}\right) \tag{4.2}
\end{align*}
$$

Note that in this double residue formula, we can throw away those terms in $\eta_{z, A}$ with pole of order one along $X_{z}$. In fact, since $X_{z}$ and $Y_{1}$ intersects transversely locally at $p_{z, A}$, we can write locally

$$
\left.\beta_{z}\right|_{Y_{1}}=d\left(\xi_{z, A}\right)+\alpha_{z, A}
$$

where $\alpha_{z, A}$ has pole of order one along $X_{z} \cap Y_{1}$. Since $d \alpha_{z, A}=0$, we can furthermore write

$$
\alpha_{z, A}=d\left(\alpha_{z, A}^{\prime}\right)
$$

where $\alpha_{z, A}^{\prime}$ is logrithmic along $X_{z} \cap Y_{1}$. Then

$$
\operatorname{Res}_{C_{z}^{+}} \alpha_{z, A}^{\prime}
$$

will be holomorphic on $C_{z}^{+}$around $p_{z, A}$, which is killed by taking another residue at $p_{z, A}$. This leads to the following algebraic algorithm to calculate $\eta_{z, A}$ in practice: if locally around $p_{z, A}$ inside $Y_{1}$ we have

$$
\left.\beta_{z}\right|_{Y_{1}}=\frac{d P_{z, A}}{P_{z, A}^{l}} \wedge \zeta, \quad l>1
$$

where $\zeta$ has no pole along $X_{z} \cap Y_{1}$, then we can reduce the order of pole by

$$
\left.\beta_{z}\right|_{Y_{1}}=-d\left(\frac{\zeta}{(l-1) P_{z, A}^{l-1}}\right)+\frac{d \zeta}{(l-1) P_{z, A}^{l-1}}
$$

and apply this procedure until we get

$$
\left.\beta_{z}\right|_{Y_{1}}=d\left(\psi_{z, A}\right)+\varphi_{z, A}
$$

where $\psi_{z, A}$ is of the form $\frac{\zeta_{l-1}}{P_{z, A}^{l-1}}+\frac{\zeta_{l-2}}{P_{z, A}^{l-2}}+\cdots+\frac{\zeta_{1}}{P_{z, A}}$, and $\varphi_{z, A}$ has pole of order one. Then we can simply use $\psi_{z, A}$ instead of $\eta_{z_{A}}$ in (4.2) to compute the double residue.

## Example: Mirror Quintic

We will apply formula (4.2) to the example studied in [25] where the inhomogeneous PicardFuchs equation for the Abel-Jacobi map was computed by using a much more elaborate analytic method.

Consider the one-parameter family of quintic in $\mathbb{P}^{4}$ defined by

$$
\begin{equation*}
X_{x}=\left\{P_{x}=\prod_{i=1}^{5} z_{i}-x^{1 / 5} \sum_{i=1}^{5} z_{i}^{5}=0\right\} \tag{4.3}
\end{equation*}
$$

Let $\left.\omega=\iota_{\theta}\right\lrcorner \Omega, \Omega=d z_{1} \wedge d z_{2} \wedge \cdots \wedge d z_{5}, \theta=\sum_{i=1}^{5} z_{i} \frac{\partial}{\partial z_{i}}$, and the family of holomorphic 3-form on $X_{x}$ is given by the residue map

$$
\Omega_{x}=\operatorname{Res}_{P_{x}} \frac{\omega}{P_{x}}
$$

and consider a pair of families of curves

$$
C_{x}^{ \pm}=\left\{z_{1}+z_{2}=0, z_{3}+z_{4}=0, z_{1} z_{3} \pm \sqrt{x^{1 / 5}} z_{5}^{2}=0\right\}
$$

We denote

$$
Y_{1}=\left\{z_{1}+z_{2}=0\right\}, \quad Y_{2}=\left\{z_{3}+z_{4}=0\right\}
$$

then $Y_{1}$ is transversal with $P_{x}$ except at $p_{1}$, and $Y_{2}$ is transversal with $P_{x}$ except at $p_{2}$, where

$$
p_{1}=[1,-1,0,0,0], \quad p_{2}=[0,0,1,-1,0]
$$

We consider the Picard-Fuchs operator from the GKZ-system and by (3.10)

$$
D\left(\partial_{x}\right)=\Theta_{x}^{5}-x \prod_{i=1}^{5}\left(5 \Theta_{x}+i\right), \quad d \beta_{x}=\sum_{I \subset\{1, \ldots, 5\},|I| \geq 1} \frac{\Theta_{x}^{5-|I|}}{5^{|I|}} \prod_{k \in I}\left(\mathcal{L}_{z_{k} \partial_{k}}\right) \tilde{\Pi}(x)
$$

We choose $\beta$ to be

$$
\begin{aligned}
\beta= & \frac{\Theta_{x}^{3}}{5^{2}}\left\{z_{1} \iota \partial_{1} \mathcal{L}_{z_{2} \partial_{2}}+z_{3} \iota \partial_{3} \mathcal{L}_{z_{4} \partial_{4}}+\left(z_{3} \iota \partial_{3}+z_{4} \iota \partial_{4}\right)\left(\mathcal{L}_{z_{1} \partial_{1}}+\mathcal{L}_{z_{2} \partial_{2}}\right)\right\} \tilde{\Pi}(x) \\
& +\frac{\Theta_{x}^{2}}{5^{3}}\left\{\left(z_{3} \iota_{\partial_{3}}+z_{4} \iota \partial_{4}\right) \mathcal{L}_{z_{1} \partial_{1}} \mathcal{L}_{z_{2} \partial_{2}}+z_{3} \iota \partial_{3}\left(\mathcal{L}_{z_{1} \partial_{1}}+\mathcal{L}_{z_{2} \partial z_{2}}\right) \mathcal{L}_{z_{4} \partial_{4}}\right\} \tilde{\Pi}(x) \\
& +\frac{\Theta_{x}}{5^{4}} z_{3} \iota \partial_{3} \mathcal{L}_{z_{4} \partial_{4}} \mathcal{L}_{z_{1} \partial_{1}} \mathcal{L}_{z_{2} \partial_{2}} \tilde{\Pi}(x)+\sum_{I \subset\{1, \ldots, 4\},|I| \geq 1} \frac{\Theta_{x}^{4-|I|}}{5^{|I|+1}} z_{5} \iota \partial_{5} \prod_{k \in I}\left(\mathcal{L}_{z_{k} \partial_{k}}\right) \tilde{\Pi}(x)
\end{aligned}
$$

Then the calculation of Abel-Jacobi map is localized near $p_{1}, p_{2}$ by formula (4.2).

- Near $p_{2}$. We have

$$
\left.\beta\right|_{Y_{1}}=\left.\frac{\Theta_{x}^{3}}{5^{2}}\left(z_{1} \iota_{\partial_{1}} \mathcal{L}_{z_{2} \partial_{2}} \tilde{\Pi}(x)\right)\right|_{Y_{1}}
$$

Note that we can move $\Theta_{x}$ outside the integral in the local calculation of double residue. If we choose local coordinate such that $z_{3}=1, z_{2}=-z_{1}$, then

$$
\begin{aligned}
\left.\left(z_{1} \iota_{\partial_{1}} \mathcal{L}_{z_{2} \partial_{2}} \tilde{\Pi}(x)\right)\right|_{Y_{1}} & =-\frac{x^{1 / 5} z_{1}\left(1+z_{4}^{5}+z_{5}^{5}+5 z_{1}^{5}\right) d z_{4} d z_{1} d z_{5}}{\left[-x^{1 / 5}\left(1+z_{4}^{5}+z_{5}^{5}\right)-z_{1}^{2} z_{4} z_{5}\right]^{2}} \\
& =d\left(\frac{x^{1 / 5} z_{1}\left(1+z_{4}^{5}+z_{5}^{5}+5 z_{1}^{5}\right) d z_{1} \wedge d z_{5}}{\left(-5 x^{1 / 5} z_{4}^{4}-z_{1}^{2} z_{5}\right)\left[-x^{1 / 5}\left(1+z_{4}^{5}+z_{5}^{5}\right)-z_{1}^{2} z_{4} z_{5}\right]}\right)+\text { order one term }
\end{aligned}
$$

Then the relevant residue is given by

$$
\left.\operatorname{Res}_{p_{2}} \operatorname{Res}_{C_{z}^{ \pm}}\left(\frac{x^{1 / 5} z_{1}\left(1+z_{4}^{5}+z_{5}^{5}+5 z_{1}^{5}\right) d z_{1} \wedge d z_{5}}{\left(-5 x^{1 / 5} z_{4}^{4}-z_{1}^{2} z_{5}\right)\left[-x^{1 / 5}\left(1+z_{4}^{5}+z_{5}^{5}\right)-z_{1}^{2} z_{4} z_{5}\right]}\right)\right|_{z_{4}=-1}
$$

which is easily computed to be zero.

- Near $p_{1}$. We have
$\left.\beta\right|_{Y_{2}}=\frac{\Theta_{x}^{3}}{5^{2}}\left(z_{3} \iota_{\partial_{3}} \mathcal{L}_{z_{4} \partial_{4}} \tilde{\Pi}(x)\right)+\frac{\Theta_{x}^{2}}{5^{3}} d\left(\left(\iota_{z_{1} \partial_{1}}+\iota_{z_{2} \partial z_{2}}\right) z_{3} \iota_{\partial_{3}} \mathcal{L}_{z_{4} \partial_{4}} \tilde{\Pi}(x)\right)+\frac{\Theta_{x}}{5^{4}} d\left(\iota_{z_{1} \partial_{1}} \iota_{z_{3} \partial_{3}} \mathcal{L}_{z_{4} \partial_{4}} \mathcal{L}_{z_{2} \partial_{2}} \tilde{\Pi}(x)\right)$
The first term will be zero after double residue by the same calculation as above. The contribution of the second term is also zero since

$$
\left.\left(\left(\iota_{z_{1} \partial_{1}}+\iota_{z_{2} \partial z_{2}}\right) z_{3} \iota_{\partial_{3}} \mathcal{L}_{z_{4} \partial_{4}} \tilde{\Pi}(x)\right)\right|_{Y_{1} \cap Y_{2}}=0
$$

Therefore we get

$$
\begin{aligned}
D\left(\partial_{x}\right) \frac{1}{2 \pi i} \int_{C_{x}^{-}}^{C_{x}^{+}} \Omega_{x}= & -\left.\frac{\Theta_{x}}{5^{4}} \operatorname{Res}_{p_{1}} \operatorname{Res}_{C_{z}^{+}}\left(\iota_{z_{1} \partial_{1}} \iota_{z_{3} \partial_{3}} \mathcal{L}_{z_{4} \partial_{4}} \mathcal{L}_{z_{2} \partial_{2}} \tilde{\Pi}(x)\right)\right|_{Y_{1} \cap Y_{2}} \\
& +\left.\frac{\Theta_{x}}{5^{4}} \operatorname{Res}_{p_{1}} \operatorname{Res}_{C_{z}^{-}}\left(\iota_{z_{1} \partial_{1}} \iota_{z_{3} \partial_{3}} \mathcal{L}_{z_{4} \partial_{4}} \mathcal{L}_{z_{2} \partial_{2}} \tilde{\Pi}(x)\right)\right|_{Y_{1} \cap Y_{2}}
\end{aligned}
$$

The double residue now is easy to compute and we get

$$
\left.\operatorname{Res}_{p_{1}} \operatorname{Res}_{C_{x}^{ \pm}}\left(\iota_{z_{1} \partial_{1}} \iota_{z_{3} \partial_{3}} \mathcal{L}_{z_{4} \partial_{4}} \mathcal{L}_{z_{2} \partial_{2}} \tilde{\Pi}(x)\right)\right|_{Y_{1} \cap Y_{2}}=\mp \frac{375}{8} \sqrt{x}
$$

therefore

$$
\begin{equation*}
D\left(\partial_{x}\right) \frac{1}{2 \pi i} \int_{C_{x}^{-}}^{C_{x}^{+}} \Omega_{x}=\Theta_{x} \frac{3}{20} \sqrt{x} \tag{4.4}
\end{equation*}
$$

To compare our result with [25], we use the normalization

$$
\begin{aligned}
\hat{\Omega}_{x} & =-\left(\frac{5}{2 \pi i}\right)^{3} \Omega_{x} \\
\mathcal{L} & =\Theta_{x}^{4}-5 x\left(5 \Theta_{x}+1\right)\left(5 \Theta_{x}+2\right)\left(5 \Theta_{x}+3\right)\left(5 \Theta_{x}+4\right) \\
D\left(\partial_{x}\right) & =\Theta_{x} \mathcal{L}
\end{aligned}
$$

then we have

$$
\begin{equation*}
\Theta_{x} \mathcal{L} \int_{C_{x}^{-}}^{C_{x}^{+}} \hat{\Omega}_{x}=\Theta_{x} \frac{75}{16 \pi^{2}} \sqrt{x} \tag{4.5}
\end{equation*}
$$

It follows that

$$
\mathcal{L} \int_{C_{x}^{-}}^{C_{x}^{+}} \hat{\Omega}_{x}=\frac{75}{16 \pi^{2}} \sqrt{x}+c
$$

for some constant $c$. Since the monodromy $x \rightarrow e^{2 \pi i} x$ will switch the curves $C_{x}^{+}$and $C_{x}^{-}$, the constant $c$ is zero. We therefore obtain the inhomogeneous term differs from the result of [25] by a factor of 5 , which is exactly the order of stabilizer of $C_{x}^{ \pm}$under the finite quotient that yields the mirror quintic.

## 5 GKZ System and Picard-Fuchs Equation for Relative Cohomology

In this section, $W$ will be fixed ambient space, $X_{z}=\left\{P_{z}=0\right\}$ a family of hypersurfaces parametrized by $z$, and $D_{u}=\left\{Q_{u}=0\right\}$ a family of hypersurfaces parametrized by $u$. Here $P_{z}, Q_{u}$ moves in the linear systems of certain possibly different fixed line bundles on $W$. Let $Y_{z, u} \subset X_{z}$ be the intersection $X_{z} \cap D_{u}$, and we consider the local system of relative cohomology

$$
H^{3}\left(X_{z}, Y_{z, u}\right)
$$

parametrized by both $z$ and $u$. Given a rational form $\omega_{z}$ in $W$ with pole of order one along $X_{z}$, and choose a smooth family of relative cycles $\Gamma_{z, u} \in H_{3}\left(X_{z}, Y_{z, u}\right)$. We will study the Picard-Fuchs equation for the relative period

$$
\begin{equation*}
\Pi(z, u)=\int_{\Gamma_{z, u}} \operatorname{Res}_{X_{z}} \omega_{z} \tag{5.1}
\end{equation*}
$$

We can assume that the relative cycle $\Gamma_{z, u}$ is away from any non-transversal intersection point of $X_{z}, Q_{u}$, since we can always move the relative cycle away from those points without changing its cohomology class.

We first consider the variation with respect to $z$. We choose $\epsilon$-tube of $\Gamma_{z, u}$ such that $\partial T_{\epsilon}\left(\Gamma_{z, u}\right)$ lies inside $D_{u}$. As shown in section 2 , we have

$$
\begin{equation*}
\left(\partial_{z}\right)^{k} \int_{\Gamma_{z, u}} \operatorname{Res}_{X_{z}} \omega_{z}=\left(\partial_{z}\right)^{k} \frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\Gamma_{z, u}\right)} \omega_{z}=\frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\Gamma_{z}, u\right)}\left(\partial_{z}\right)^{k} \omega_{z} \tag{5.2}
\end{equation*}
$$

and the above integration is independent of $\epsilon$. Let $\mathcal{D}_{z}$ be a Picard-Fuchs differential operator and let

$$
\mathcal{D}_{z} \omega_{z}=-d \beta_{z}
$$

Then formula (5.2) yields

$$
\begin{align*}
\mathcal{D}_{z} \Pi(z, u) & =\frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\Gamma_{z, u}\right)}-d \beta_{z}=\left.\frac{1}{2 \pi i} \int_{T_{\epsilon}\left(\partial \Gamma_{z, u}\right)} \beta_{z}\right|_{D_{u}} \\
& =\left.\int_{\left(\partial \Gamma_{z, u}\right)} \operatorname{Res}_{Y_{z, u}} \beta_{z}\right|_{D_{u}}=\int_{\left(\partial \Gamma_{z, u}\right)} \operatorname{Res}_{Y_{z, u}} \operatorname{Res}_{D_{u}} d \log Q_{u} \wedge \beta_{z} \tag{5.3}
\end{align*}
$$

Note that $d \log Q_{u} \wedge \beta_{z}$ is not well-defined global form, but $\operatorname{Res}_{D_{u}} d \log Q_{u} \wedge \beta_{z}$ is well-defined.

Next we fix $z$ and consider the variation with respect to $u$. Choose a lifting of $\frac{\partial}{\partial u}$ to $\mathcal{Y}$

$$
\frac{\partial}{\partial u}+n_{\mathcal{Y}_{z, u}}
$$

where $n_{\mathcal{Y}_{z, u}}$ is the normal vector field corresponding to the deformation of $Y_{z, u}$ inside $X_{z}$ with respect to $u$. Then using (2.11) and keeping the same notation as in section 2 , we get

$$
\left.\partial_{u} \Pi(z, u)=\int_{\partial \Gamma_{z, u}} \iota_{n y_{z, u}}\right\lrcorner\left.\phi_{z}\right|_{X_{z}}
$$

Since

$$
\left.\left.\partial_{u} Q_{u}\right|_{Y_{z, u}}=-\left(\iota_{y_{Y_{z, u}}}\right\lrcorner d_{M} Q_{u}\right)\left.\right|_{Y_{z, u}}
$$

and $\phi_{z}$ is holomorphic 3-form, we have

$$
\begin{aligned}
\left.\left.\left(\iota_{y_{z, u}}\right\lrcorner \phi_{z}\right|_{X_{z}}\right)\left.\right|_{Y_{z, u}} & =-\left.\operatorname{Res}_{Y_{z, u}}\left(\left(\partial_{u} \log Q_{u}\right) \phi_{z}\right)\right|_{X_{z}} \\
& =-\operatorname{Res}_{Y_{z, u}} \operatorname{Res}_{X_{z}}\left(\partial_{u} \log Q_{u}\right) \omega_{z} \\
& =\operatorname{Res}_{Y_{z, u}} \operatorname{Res}_{Q_{u}}\left(\partial_{u} \log Q_{u}\right) \omega_{z}
\end{aligned}
$$

It follows that

$$
\begin{equation*}
\partial_{u} \Pi(z, u)=\int_{\partial \Gamma_{z, u}} \operatorname{Res}_{Y_{z, u}} \operatorname{Res}_{Q_{u}}\left(\partial_{u} \log Q_{u}\right) \omega_{z} \tag{5.4}
\end{equation*}
$$

Note that $\left(\partial_{u} \log Q_{u}\right) \omega_{z}$ is globally well-defined rational form with pole along $X_{z} \cup D_{u}$. To summarize, we have
Theorem 5.1 (Variations of Relative Periods). Let $X_{z}, Y_{z, u}, \Gamma_{z, u}, D_{u}, \mathcal{D}_{z}$ and $\beta_{z}$ be as given above. Then the relative period $\Pi(z, u)=\int_{\Gamma_{z, u}} \operatorname{Res}_{X_{z}} \omega_{z}$ satisfies the equations

$$
\begin{aligned}
\partial_{z} \Pi(z, u) & =\int_{T_{\epsilon}\left(\Gamma_{z, u}\right)} \partial_{z} \omega_{z}, \quad \text { where } T_{\epsilon}\left(\partial \Gamma_{z, u}\right) \subset D_{u}=\left\{Q_{u}=0\right\} \\
\partial_{u} \Pi(z, u) & =\int_{\partial \Gamma_{z, u}} \operatorname{Res}_{Y_{z, u}} \operatorname{Res}_{D_{u}}\left(\partial_{u} \log Q_{u}\right) \omega_{z} \\
\mathcal{D}_{z} \Pi(z, u) & =\left.\int_{\partial \Gamma_{z, u}} \operatorname{Res}_{Y_{z, u}} \beta\right|_{Q_{u}}=\int_{\partial \Gamma_{z, u}} \operatorname{Res}_{Y_{z, u}} \operatorname{Res}_{D_{u}} d \log Q_{u} \wedge \beta_{z}
\end{aligned}
$$

## Griffith-Dwork Reduction

Notice that if we pick a fixed $Q_{0}$, then we can formally write

$$
\begin{aligned}
\operatorname{Res}_{D_{u}} d \log Q_{u} \wedge \beta_{z} & =\operatorname{Res}_{D_{u}}\left(d\left(\log \left(\frac{Q_{u}}{Q_{0}}\right) \beta_{z}\right)-\log \frac{Q_{u}}{Q_{0}} d \beta_{z}\right) \\
& =\operatorname{Res}_{D_{u}}\left(d\left(\log \left(\frac{Q_{u}}{Q_{0}}\right) \beta_{z}\right)+\log \left(\frac{Q_{u}}{Q_{0}}\right) \mathcal{D}_{z} \omega_{z}\right)
\end{aligned}
$$

then we get

$$
\begin{aligned}
\mathcal{D}_{z} \Pi(z, u) & =\int_{\partial \Gamma_{z, u}} \operatorname{Res}_{Y_{z, u}} \operatorname{Res}_{D_{u}} \mathcal{D}_{z}\left(\log \left(\frac{Q_{u}}{Q_{0}}\right) \omega_{z}\right) \\
\partial_{u} \Pi(z, u) & =\int_{\partial \Gamma_{z, u}} \operatorname{Res}_{Y_{z, u}} \operatorname{Res}_{D_{u}} \partial_{u}\left(\log \left(\frac{Q_{u}}{Q_{0}}\right) \omega_{z}\right)
\end{aligned}
$$

Therefore one can derive a Picard-Fuchs equation for $\Pi(z, u)$ using Griffith-Dwork reduction procedure [14] by starting with $\log \left(\frac{Q_{u}}{Q_{0}}\right) \omega_{z}$. This procedure of adding Log- $Q$ is proposed in physics recently [21]. The theorem above shows that such a procedure is mathematical justified. We refer to [21] for applications of this procedure to specific examples.

## Enhanced Polytope and GKZ System

We now apply the method developed in the preceding section to study toric B-branes on toric Calabi-Yau hypersurfaces. For physical motivations of B-brane geometry on CalabiYau manifolds and their mirror transformation, see [4]. The GKZ-system associated with an enhanced polytope as a way to understand toric B-brane geometry is proposed in [6]. We will give a uniform derivation of the general enhanced GKZ system by using the variation formula we have developed earlier.

We consider Calabi-Yau hypersurfaces in four dimensional toric variety $M$. The results extend easily to arbitrary dimensions. As in section 2, we assume that the anti-canonical sections $H^{0}\left(M, K_{M}^{-1}\right)$ has a monomial basis in toric coordinates $X_{i}$, whose exponents are exactly the set of integral points of an integral polytope $\Delta^{*}$. The defining equation for a Calabi-Yau hypersurface $X_{a}^{*}$ in $M$ in the toric coordinates has the form

$$
\begin{equation*}
f_{\Delta^{*}}(a)=\sum_{v_{i}^{*} \in \Delta^{*}} a_{i} X^{v_{i}^{*}} \tag{5.5}
\end{equation*}
$$

where $v_{0}^{*}$ is the origin by convention, and the relevant rational form with pole along the hypersurface is given by

$$
\omega_{a}=\frac{1}{f_{\Delta^{*}}(a)} \prod_{i=1}^{4} \frac{d X_{i}}{X_{i}}
$$

Let

$$
L=\left\{l=\left(l_{0}, l_{1}, \ldots\right) \in \mathbb{Z}^{\left|\Delta^{*}\right|} \mid \sum_{i} l_{i} \bar{v}_{i}^{*}=0\right\}, \quad \text { where } \quad \bar{v}_{i}^{*}=\left(1, v_{i}^{*}\right)
$$

be the relation lattice. Next we briefly recall the so-called B-brane geometry introduced in physics. In order to describe the so-called superpotential in GLSM [33][20][4], one introduces an extra variable $P$, and let

$$
\bar{X}=(P, X)=\left(P, X_{1}, X_{2}, X_{3}, X_{4}\right)
$$

Obviously we have

$$
\begin{equation*}
\sum_{i} l_{i}=0, \quad \prod_{v_{i}^{*} \in \Delta^{*}}\left(\bar{X}^{\bar{v}_{i}^{*}}\right)^{l_{i}}=1, \quad l \in L \tag{5.6}
\end{equation*}
$$

The lattice $L$ (denoted as " $Q$ " in [4]) is thought of as the toric data that encodes the Calabi-Yau geometry. The "brane" data is specified by one additional lattice vector not in $L$ :

$$
\begin{equation*}
q=\left\{q_{i}\right\}_{v_{i}^{*} \in \Delta^{*}} \in \mathbb{Z}^{\left|\Delta^{*}\right|}, \quad \sum_{i} q_{i}=0 \tag{5.7}
\end{equation*}
$$

(In principle, one can consider a brane configuration involving more than one lattice vectors. But for simplicity we will consider the case of only one such vector.) The B-brane corresponding to a choice of B-brane vector $q$ is the divisor $Y_{a, b}^{*}=X_{a}^{*} \cap D_{b}$, where $D_{b}$ is the closure in $M$ of the locus

$$
\begin{equation*}
h(b):=b_{0}+b_{1} \prod_{v_{i}^{*} \in \Delta^{*}}\left(X^{v_{i}^{*}}\right)^{q_{i}}=0 . \tag{5.8}
\end{equation*}
$$

Here $\left[b_{0}, b_{1}\right]$ is called the open string modulus. Under open string mirror symmetry, the B-model data $(L, q)$ corresponds to certain A-model data that includes a special lagrangian
cycle and a mirror manifold [4].
Next, we describe Picard-Fuchs equations for the relative periods of the family of pairs $\left(X_{a}^{*}, Y_{a, b}^{*}\right)$. Almost the entire general theory of periods in closed string mirror symmetry [16][17] turns out to carry over to the current open string context, with few modifications. For a given relative cycle $\Gamma_{a, b} \in H_{3}\left(X_{a}^{*}, Y_{a, b}^{*}\right)$, the corresponding relative period is

$$
\begin{equation*}
\Pi(a, b)=\int_{\Gamma_{a, b}} \frac{1}{f_{\Delta^{*}}(a)} \prod_{i=1}^{4} \frac{d X_{i}}{X_{i}} \tag{5.9}
\end{equation*}
$$

Consider the automorphism on $M$ given by the torus action

$$
\phi(\lambda): X_{k} \rightarrow \lambda_{k} X_{k}, k=1, . ., 4
$$

This induces a group action on the family of pairs $\left(X_{a}, Y_{a, b}\right)$, hence on the parameter space. The induced transformation on the parameters $(a, b)$ is given by

$$
a_{i} \rightarrow\left(\prod_{k=1}^{4} \lambda_{k}^{v_{i, k}^{*}}\right) a_{i}, b_{0} \rightarrow b_{0}, b_{1} \rightarrow\left(\prod_{v_{i}^{*} \in \Delta^{*}}\left(\prod_{k=1}^{4} \lambda_{k}^{v_{i, k}^{*}}\right)^{q_{i}}\right) b_{1}
$$

Since the relative periods are invariant under the transformation, it follows that

$$
\begin{equation*}
\Pi\left(\left(\prod_{k=1}^{4} \lambda_{k}^{v_{i, k}^{*}}\right) a_{i}, b_{0},\left(\prod_{v_{i}^{*} \in \Delta^{*}}\left(\prod_{k=1}^{4} \lambda_{k}^{v_{i, k}^{*}}\right)^{q_{i}}\right) b_{1}\right)=\Pi(a, b) \tag{5.10}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\sum_{v_{i}^{*} \in \Delta^{*}} v_{i, k}^{*}\left(a_{i} \frac{\partial}{\partial a_{i}}+q_{i} b_{1} \frac{\partial}{\partial b_{1}}\right) \Pi(a, b)=0, \quad k=1, . ., 4 \tag{5.11}
\end{equation*}
$$

Put

$$
\begin{equation*}
\mathcal{L}_{k}=\sum_{v_{i}^{*} \in \Delta^{*}} \bar{v}_{i, k}^{*}\left(a_{i} \frac{\partial}{\partial a_{i}}+q_{i} b_{1} \frac{\partial}{\partial b_{1}}\right)-\beta_{k}, k=0,1, . ., 4 \tag{5.12}
\end{equation*}
$$

where $\beta=(-1,0,0,0,0)$. Then we get

$$
\begin{equation*}
\mathcal{L}_{k} \Pi(a, b)=0 \tag{5.13}
\end{equation*}
$$

Given $l \in L$, let

$$
\mathcal{D}_{l}=\prod_{l_{i}>0}\left(\frac{\partial}{\partial a_{i}}\right)^{l_{i}}-\prod_{l_{i}<0}\left(\frac{\partial}{\partial a_{i}}\right)^{-l_{i}}
$$

since $\mathcal{D}_{l}\left(\frac{1}{f_{\Delta^{*}(a)}} \prod_{i=1}^{4} \frac{d X_{i}}{X_{i}}\right)=0$ is now exact equation, it follows from Theorem 5.1 that

$$
\begin{equation*}
\mathcal{D}_{l} \Pi(a, b)=0 \tag{5.14}
\end{equation*}
$$

There is another set of differential equation given by variation of the open string modulus. By Theorem 5.1 again,

$$
\begin{align*}
\frac{\partial}{\partial b_{0}} \Pi(a, b) & =\int_{\partial \Gamma_{a, b}} \operatorname{Res}_{Y_{a, b}} \operatorname{Res}_{D_{b}} \frac{1}{f_{\Delta^{*}}(a) h(b)} \prod_{i=1}^{4} \frac{d X_{i}}{X_{i}}  \tag{5.15}\\
\frac{\partial}{\partial b_{1}} \Pi(a, b) & =\int_{\partial \Gamma_{a, b}} \operatorname{Res}_{Y_{a, b}} \operatorname{Res}_{D_{b}} \frac{\prod_{i}\left(X^{v_{i}^{*}}\right)^{q_{i}}}{f_{\Delta^{*}}(a) h(b)} \prod_{i=1}^{4} \frac{d X_{i}}{X_{i}} \tag{5.16}
\end{align*}
$$

It follows that

$$
\begin{equation*}
\left(b_{0} \frac{\partial}{\partial b_{0}}+b_{1} \frac{\partial}{\partial b_{1}}\right) \Pi(a, b)=0 \tag{5.17}
\end{equation*}
$$

This can also be seen as a consequence of the invariance of the divisor $D_{b}$ under rescaling $b_{0} \rightarrow \lambda b_{0}, b_{1} \rightarrow \lambda b_{1}$.

Next, to get a full set of equations governing the relative periods, we introduce the following [6]. Given the vector $q$ above, the enhanced polytope $\hat{\Delta}^{*}$ is the convex hull of the following points in $\mathbb{Z}^{5}$ :

$$
\begin{equation*}
\hat{v}_{i}^{*}=\left(v_{i}^{*} ; 0\right), v_{i}^{*} \in \Delta^{*}, \quad w_{0}=(0 ; 1), w_{1}=\left(\sum_{v_{i}^{*} \in \Delta^{*}} q_{i} v_{i}^{*} ; 1\right) \tag{5.18}
\end{equation*}
$$

Consider their images under the map $\mathbb{Z}^{5} \rightarrow \mathbb{Z}^{6}, w \mapsto \bar{w}=(w, 1)$ :

$$
\begin{equation*}
\overline{\hat{v}}_{i}^{*}=\left(1 ; v_{i}^{*} ; 0\right), v_{i}^{*} \in \Delta^{*}, \quad \bar{w}_{0}=(1 ; 0 ; 1), \bar{w}_{1}=\left(1 ; \sum_{v_{i}^{*} \in \Delta^{*}} q_{i} v_{i}^{*} ; 1\right) \tag{5.19}
\end{equation*}
$$

and define the enhanced relation lattice by

$$
\begin{equation*}
\hat{L}=\left\{\hat{l}=\left(\hat{l}^{c} ; \hat{l}^{o}\right) \in \mathbb{Z}^{\left|\Delta^{*}\right|+2} \mid \sum_{v_{i}^{*} \in \Delta^{*}} \hat{l}_{i}^{c} \overline{\hat{v}}_{i}^{*}+\sum_{k=0,1} \hat{l}_{k}^{o} \bar{w}_{k}=0\right\} . \tag{5.20}
\end{equation*}
$$

(The subscript " $c$ ", "o" stand for "closed" and "open" respectively.)
Proposition 5.2. (Enhanced GKZ System) Put

$$
\begin{aligned}
\hat{\mathcal{L}}_{k} & =\sum_{v_{i}^{*} \in \Delta^{*}} \overline{\hat{v}}_{i, k}^{*} a_{i} \frac{\partial}{\partial a_{i}}+\bar{w}_{0, k} b_{0} \frac{\partial}{\partial b_{0}}+\bar{w}_{1, k} b_{1} \frac{\partial}{\partial b_{1}}-\hat{\beta}_{k}, \quad k=0, . ., 5 \\
\hat{\mathcal{D}}_{\hat{l}} & =\prod_{l_{i}^{c}>0}\left(\frac{\partial}{\partial a_{i}}\right)^{l_{i}^{c}} \prod_{l_{k}^{o}>0}\left(\frac{\partial}{\partial b_{k}}\right)^{l_{k}^{o}}-\prod_{l_{i}^{c}<0}\left(\frac{\partial}{\partial a_{i}}\right)^{-l_{i}^{c}} \prod_{l_{k}^{o}<0}\left(\frac{\partial}{\partial b_{k}}\right)^{-l_{k}^{o}}, \hat{l} \in \hat{L}
\end{aligned}
$$

where $\hat{\beta}=(-1,0,0,0,0,0)$. Then the relative periods $\Pi(a, b)$ are solutions to the following enhanced GKZ system:

$$
\begin{align*}
\hat{\mathcal{L}}_{k} \Pi(a, b) & =0, \quad k=0, . ., 5  \tag{5.21}\\
\hat{\mathcal{D}}_{\hat{l}} \Pi(a, b) & =0, \quad \hat{l} \in \hat{L} \tag{5.22}
\end{align*}
$$

Proof. The first order equations are simply restating (5.12) and (5.17). Note that in (5.15) and (5.16) the integrals are over exact, hence closed cycles. Thus there is no contributions from the variations of $a, b$ when we differentiate them with respect to the $a, b$. It follows that when the operator $\hat{\mathcal{D}}_{\hat{l}}$ is applied to them, we can interchange the order of the operator and integration. Since the operator kills the integrand, it follows easily that

$$
\begin{equation*}
\hat{\mathcal{D}}_{\hat{l}} \frac{\partial}{\partial b_{0}} \Pi(a, b)=\hat{\mathcal{D}}_{\hat{l}} \frac{\partial}{\partial b_{1}} \Pi(a, b)=0 . \tag{5.23}
\end{equation*}
$$

Since $\hat{D}_{\hat{l}} \Pi(a, b)$ is homogeneous of degree $-\left|l_{0}^{o}\right|$ in $b_{0}, b_{1}$, this equation implies that

$$
\begin{equation*}
\hat{D}_{\hat{l}} \Pi(a, b)=0 \tag{5.24}
\end{equation*}
$$

We now construct a general solution to the enhanced GKZ system above. The main idea grew out of early attempts to generalize the known examples from mirror symmetry (see for e.g. [7].) One of the main problems in closed string mirror symmetry for toric hypersurfaces (and complete intersections) in a complete toric variety was to construct the socalled large radius limit and all analytic solutions to the extended GKZ system [16][17] with $\beta=(-1,0, . ., 0)$. It was proved [18] that if the projective toric variety $\mathbb{P}_{\Sigma}$ is semi-positive, then a large radius limit corresponds exactly to the canonical triangulation associated to the fan of $\mathbb{P}_{\Sigma}$, and that the unique powers series solution is given by a Gamma series. To get other analytic solutions, our idea was then to deform this Gamma series, as in eqn. (3.5) of [17]. For by the analyticity of Gamma function, the deformed Gamma series is a priori a solution to the GKZ system modulo a set of relations in the deformation parameters $D_{0}, . ., D_{p}$. Now if all the relations lie in the ring $\mathbb{C}\left[D_{0}, . ., D_{p}\right]$, then it follows easily that the deformed Gamma series would be a solution modulo the Stanley-Reisner ideal of a maximal triangulation. It was then shown that the semi-positivity condition on $\mathbb{P}_{\Sigma}$ guarantees that the relations lie in the appropriate ring. The Stanley-Reisner ring is the cohomology ring of $\mathbb{P}_{\Sigma}$, and a complete set of solutions is parameterized by it [17]. Similar problems for general point configurations in $\mathbb{Z}^{n}$ has also been studied [1][29].

We now formulate our general solutions to the enhanced GKZ system. We will show that the results on closed string mirror symmetry discussed above essentially carries over to the open string context with some modifications. We begin with a brief review of the general setup. Fix a possibly incomplete simplicial fan $\Sigma$ in $\mathbb{Z}^{n}$ such that every maximal cone is $n$ dimensional and that the support $|\Sigma|$ of $\Sigma$ is convex. Let $\Sigma(1)=\left\{\mu_{1}, . ., \mu_{p}\right\}$ be the set of integral generators of the 1 -cones, and put $\mu_{0}=0$ and $\nabla=\operatorname{conv}(\Sigma(1) \cup 0)$. The StanleyReisner ideal of the fan $\Sigma$ is denoted by $S R_{\Sigma} \subset \mathbb{C}\left[D_{1}, . ., D_{p}\right]$. Put $\mathcal{A}=\left\{\bar{\mu}_{0}, . ., \bar{\mu}_{p}\right\} \subset\left(1, \mathbb{Z}^{n}\right)$ with $\bar{w}=(1, w)$, and let $L \subset \mathbb{Z}^{p+1}$ be the lattice of relations of $\mathcal{A}$. We shall assume that the first Chern class $c_{1}\left(\mathbb{P}_{\Sigma}\right)$ of the toric variety $\mathbb{P}_{\Sigma}$ is semi-positive.

Proposition 5.3. For each n-cone $\sigma$ in $\Sigma, \sigma \cap \nabla$ is an $n$-simplex whose vertices are $\mu_{0}$ and the $n$ generators of $\sigma$. Such simplices $\sigma \cap \nabla$ form a triangulation $\mathcal{T}_{\Sigma}$ of $\nabla$.

Proof. The class $c_{1}\left(\mathbb{P}_{\Sigma}\right)$ is represented by the piecewise linear function $\alpha_{\Sigma}$ with value 1 at each $\mu_{1}, . ., \mu_{p}$. That $c_{1}\left(\mathbb{P}_{\Sigma}\right)$ is semi-positive means that $\alpha_{\Sigma}$ is convex. The argument of Theorem 4.10 [18] applied to $\Sigma$ shows that each $\mu_{i}$ must be on the boundary of $\nabla$. This implies that $\sigma \cap \nabla$ is an $n$-simplex whose vertices are $\mu_{0}$ and the $n$ generators of $\sigma$. Since the support $|\Sigma|$ is convex, such $n$-simplices must fill up all of $\nabla$. That they form a triangulation follows easily from that $\Sigma$ is a fan.

The triangulation of $\nabla$ above gives $\operatorname{conv}(\mathcal{A})=(1, \nabla)$ a triangulation, which we also denote by $\mathcal{T}_{\Sigma}$. We now consider the GKZ $\mathcal{A}$-hypergeometric system with $\beta=(-1,0, . ., 0)$. Let $C\left(\mathcal{T}_{\Sigma}\right) \subset L^{*}$ be the cone of $\mathcal{T}_{\Sigma}$ convex piecewise linear function modulo linear functions. Consider the following deformed Gamma series (cf. eqn. (3.5) of [17]):

$$
\begin{equation*}
B_{\Sigma}(a)=\frac{1}{a_{0}} \sum_{l \in C\left(\mathcal{T}_{\Sigma}\right)^{\vee}} \frac{\Gamma\left(-l_{0}-D_{0}+1\right)}{\prod_{j=1}^{p} \Gamma\left(l_{j}+D_{j}+1\right)} a^{l+D} \tag{5.25}
\end{equation*}
$$

For $l \in L$, put $B_{l}=\frac{\Gamma\left(-l_{0}-D_{0}+1\right)}{\prod_{j=1}^{p} \Gamma\left(l_{j}+D_{j}+1\right)}$, which takes value in $\frac{1}{D_{0}} \mathbb{C}\left[\left[D_{0}, . ., D_{p}\right]\right]$. Then $\sum_{l \in L} B_{l} a^{l+D} / a_{0}$ is a constant multiple of the GKZ Gamma series with $\left(D_{0}, . ., D_{p}\right)=\left(1+\gamma_{0}, \gamma_{1}, . ., \gamma_{p}\right)$ (see section 3 [17]), and it is killed by the operators $\mathcal{D}_{l}$ of the GKZ system [13]. Note that $C\left(\mathcal{T}_{\Sigma}\right)=\cap_{I \in \mathcal{T}_{\Sigma}} K(I)^{\vee}$ [13]. By the usual product identity of Gamma function, it follows easily that $B_{l}$ is zero modulo $S R_{\Sigma}$ for $l \notin C\left(\mathcal{T}_{\Sigma}\right)^{\vee}$, and so $B_{\Sigma}(a)$ modulo $S R_{\Sigma}$ is killed by the $\mathcal{D}_{l}$. Let $J_{\Sigma} \subset \mathbb{C}\left[D_{0}, . ., D_{p}\right]$ be ideal generated by $S R_{\Sigma}$ and the linear forms $\sum_{i} \bar{\mu}_{i} D_{i}$.

Theorem 5.4. Suppose that $c_{1}\left(\mathbb{P}_{\Sigma}\right)$ is semi-positive and that $\mathcal{T}_{\Sigma}$ is regular. Then the deformed Gamma series $B_{\Sigma}(a)$ modulo $J_{\Sigma}$ gives analytic solutions to the $\beta=(-1,0, . ., 0)$ $G K Z \mathcal{A}$-hypergeometric system on some domain (i.e. near a large radius limit.) If $\mathbb{P}_{\Sigma}$ is nonsingular, then this gives a complete set of solutions.

Proof. By the argument of Theorem 4.10 [18] applied to $\Sigma$ again, we find that every $\mathcal{I}_{\Sigma^{-}}$ primitive relation $l$ has $l_{0} \leq 0$. Now, Proposition $4.8[18]$ shows that $C\left(\mathcal{T}_{\Sigma}\right)^{\vee}$ is generated by the $\mathcal{T}_{\Sigma}$-primitive relations. It follows that $B_{l} \in \mathbb{C}\left[\left[D_{0}, . ., D_{p}\right]\right]$ for $l \in C\left(\mathcal{T}_{\Sigma}\right)^{\vee}$. Thus $B_{\Sigma}(a)$ modulo $J_{\Sigma}$ is well-defined. Since $\mathcal{T}_{\Sigma}$ is regular, $C\left(\mathcal{I}_{\Sigma}\right)$ is a maximal cone in the secondary fan of $\mathcal{A}$. If this cone is not regular, we can subdivide it to obtain a regular maximal cone in it. The dual of this regular cone contains $C\left(\mathcal{T}_{\Sigma}\right)$ and is generated by an integral basis $l^{(1)}, . ., l^{(p-n)}$ of $L$. The regular cone corresponds to an affine variety with coordinates $x_{k}=(-1)^{l_{0}^{(k)}} a^{l^{(k)}}$, and $B_{\Sigma}(a)$ becomes

$$
\frac{1}{a_{0}} \sum_{m=\left(m_{1}, . ., m_{p-n}\right) \in \mathbb{Z}_{\geq 0}^{p-n}} B_{\sum_{k} m_{k} l(k)} x^{m}
$$

By the usual product identity of Gamma function, it follows easily that this converges for small $x$.

Since expanding $B_{\Sigma}(a)$ as a linear combination of monomials in the $D_{i}$ (say, up to any degree $N$ ) obviously yields coefficients that are linearly independent, taking $B_{\Sigma}(a)$ modulo $J_{\Sigma}$ yields a series of the form $\sum_{i} w_{i}(a) \alpha_{i}$ where the coefficients $w_{i}$ are also independent; here the $\alpha_{i}$ are any homogeneous basis of $\mathbb{C}\left[D_{0}, . ., D_{p}\right] / J_{\Sigma}$. In other words, $B_{\Sigma}(a)$ modulo $J_{\Sigma}$ yields $\operatorname{dim} \mathbb{C}\left[D_{0}, . ., D_{p}\right] / J_{\Sigma}$ independent solutions. Now, for $\Sigma$ is regular the space of solutions has dimension $\operatorname{vol}(\nabla)$, by a theorem of [13]. This is the number of maximal cones in $\Sigma$, which coincides with $\operatorname{dim} \mathbb{C}\left[D_{0}, . ., D_{p}\right] / J_{\Sigma}$ by the next theorem.
Remark 5.5. Given a fan $\Sigma$, it is easy to check in practice the semi-positivity of $c_{1}\left(\mathbb{P}_{\Sigma}\right)$ and regularity of $\mathcal{T}_{\Sigma}$. Neither condition implies the other in general. The semi-positivity condition holds iff every primitive relation (which is easy to compute) $l$ has $l_{0} \leq 0$. Since the primitive relations generates $C\left(\mathcal{T}_{\Sigma}\right)^{\vee}$, it is also easy to decide if this cone is strongly convex. Regularity of $\mathcal{T}_{\Sigma}$ is equivalent to $C\left(\mathcal{T}_{\Sigma}\right)^{\vee}$ being strongly convex.

Let $\Sigma$ be a possibly incomplete simplicial fan in $N=\mathbb{Z}^{n}$, such that every maximal cone is $n$ dimensional, that $|\Sigma|$ is convex, and that there exists a strongly convex continuous piecewise linear function $\psi:|\Sigma| \rightarrow \mathbb{R}$. The next theorem gives the chow ring of the toric variety $\mathbb{P}_{\Sigma}$ and generalizes a well-known result for complete simplicial toric varieties.

Theorem 5.6. Under the assumptions above on $\Sigma$, the Chow ring $A_{*}\left(\mathbb{P}_{\Sigma}, \mathbb{Q}\right)$ is isomorphic $\mathbb{Q}\left[D_{1}, . ., D_{p}\right] / J_{\Sigma}$, whose dimension is the number of maximal cones in $\Sigma$.

Our overall strategy follows [12], but one key step requires a modification that borrows an idea in the proof of [11] which dealt with the case of complete toric varieties. Let's introduce some vocabulary. Let $\left\{\sigma_{i}\right\}_{i \in I}$ be the set of $n$-cones in $\Sigma$. Let $m_{i} \in N^{\vee}$ be such that $\psi \mid \sigma_{i}=m_{i}$. By the strong convexity assumption, the $m_{i}$ are pairwise distinct. So, we can find a point $x_{0}$ in the interior of $|\Sigma|$, so that the values $m_{i}\left(x_{0}\right)$ are pairwise distinct. We order the index set $I$ and identify it with $\{1,2, . .,|I|\}$ in this order. We say that a codimension one face of the cone $\sigma_{i}$ is a shared wall of $\sigma_{i}$, if it is of the form $\sigma_{k} \cap \sigma_{i}$, and a free wall if it is not. For each $i \in I$, let $\tau_{i}$ be the intersection of all free walls of $\sigma_{i}$ and all shared walls $\sigma_{k} \cap \sigma_{i}$ with $k>i$. The following lemma generalizes the key property (*) in section 5.2 [12].

Lemma 5.7. (Order Lemma) If $\tau_{i} \subset \sigma_{j}$ then $j \geq i$.
Proof. We begin with some basic facts. Let $i, k \in I$.
(1) $m_{k}-m_{i} \in \sigma_{i}^{\vee}$. In particular, $x_{0} \notin \sigma_{i}$ for $i>1$. This follows from the convexity of $\psi$ and that $m_{1}\left(x_{0}\right)<m_{2}\left(x_{0}\right)<\cdots$.
(2) Under the inclusion reversing correspondence between the faces of $\sigma_{i}$ and those of $\sigma_{i}^{\vee}$,, a wall of $\sigma_{i}$ corresponds to an edge of $\sigma_{i}^{\vee}$ of the form $\mathbb{R}_{+} m$ where $m \in N^{\vee}$ is an inward pointing normal to the wall. Note that we can pick $m=m_{k}-m_{i}$, if the wall is $\sigma_{k} \cap \sigma_{i}$. Note also that $x \in \sigma_{i}$ iff $m(x) \geq 0$ for every edge $\mathbb{R}_{+} m$ of $\sigma_{i}^{\vee}$.

Now given $\tau_{i} \subset \sigma_{j}$, for some $j$. We consider the fan $\operatorname{star}\left(\tau_{i}\right)$ in $N / \mathbb{R} \tau_{i}$, and note that $\psi-m_{i}$ induces a convex piecewise linear function on $\operatorname{star}\left(\tau_{i}\right)$. We denote by $\bar{\sigma}_{i}, \bar{\sigma}_{j}$ the images of $\sigma_{i}, \sigma_{j}$ in $\operatorname{star}\left(\tau_{i}\right)$, and $\bar{x}_{0}$ the image of $x_{0}$ in $N / \mathbb{R} \tau_{i}$. Then $\bar{\sigma}_{i}^{\vee}=\sigma_{i}^{\vee} \cap \tau_{i}^{\perp}$. Let $m$ be an edge of $\bar{\sigma}_{i}^{\vee}$. Then $m$ corresponds to free wall in $\sigma_{i}$ or a shared wall $\sigma_{k} \cap \sigma_{i}$ with $k>i$. In the first case, we have $m\left(x_{0}\right) \geq 0$ since $x_{0}$ lies in $|\Sigma|$ which is convex by assumption, and in the second case, $m\left(x_{0}\right)=m_{k}\left(x_{0}\right)-m_{i}\left(x_{0}\right)>0$ since $k>i$. It follows that $\bar{x}_{0} \in \bar{\sigma}_{i}$. Therefore $\left(m_{j}-m_{i}\right)\left(\bar{x}_{0}\right) \geq 0$ by the convexity of $\psi-m_{i}$, i.e., $m_{j}\left(x_{0}\right) \geq m_{i}\left(x_{0}\right)$. It follows that $j \geq i$.

## Proof of Theorem:

Claim: For each cone $\gamma$ in $\Sigma$, there's a unique $i=i(\gamma)$ such that $\tau_{i} \subset \gamma \subset \sigma_{i}$. And if $\gamma \subset \gamma^{\prime}$, then $i(\gamma) \leq i\left(\gamma^{\prime}\right)$.
Uniqueness follows from the Order Lemma above. For the existence, let $i(\gamma)$ be the minimal such that $\gamma \subset \sigma_{i}$. If $\gamma=\sigma_{i}$, then we're done, otherwise, we write $\gamma$ as intersection of (n-1)-dim faces. Then it's easy to see that by the minimal property of $i(\gamma)$, we have $\tau_{i} \subset \gamma$. The claim is proved.

It follows from the argument in section 5.2 [12] that

$$
A_{*}\left(P_{\Sigma}\right)=H_{*}^{B M}\left(P_{\Sigma}\right)=\operatorname{span}_{\mathbb{Q}}\left\{\left[V\left(\tau_{i}\right)\right]_{i}\right\}
$$

where $P_{\Sigma}$ is the toric variety associated to $\Sigma$. Now we consider the surjection

$$
A / J_{\Sigma} \rightarrow A_{*}\left(P_{\Sigma}\right)
$$

where $A=\mathbb{Q}\left[D_{1}, . ., D_{p}\right]$. The "algebraic moving lemma" in section 5.2 [12] continues to work in this the incomplete case, and the proof there shows that $\left\{p\left(\tau_{i}\right)\right\}$ generates $A / J_{\Sigma}$ as $\mathbb{Q}$-module, where $p\left(\tau_{i}\right)$ is the monomial corresponds to the cone $\tau_{i}$. By comparing the dimensions, we get the isomorphism

$$
A / J_{\Sigma} \simeq A_{*}\left(P_{\Sigma}\right)
$$

In particular, $\operatorname{dim}_{\mathbb{Q}} A / J_{\Sigma}$ equals the number of maximal cones in $\Sigma$.
We now apply our results to solve the enhanced GKZ system in open string mirror symmetry as a special case. Let $\Sigma^{*}$ be a complete regular fan in $\mathbb{R}^{4}, \Sigma^{*}(1)$ be the set of generators of its 1 -dimensional cones, and assume that $\Sigma^{*}(1)=\Delta^{*}$. Let $\hat{\Delta}^{*}$ be the enhanced polytope as before. For each cone $\sigma \in \Sigma^{*}$, we get a cone $\hat{\sigma}$ in $\mathbb{R}^{5}$ generated by $(\sigma, 0)$ and the vector $w_{1}$. The set of cones $\hat{\sigma}$ obtained this way, together with 0 , form a fan whose support is the half space $\mathbb{R}^{4} \times \mathbb{R}_{\geq}$. Since $w_{0}$ lies in this half space, there is a canonical way to subdivide the fan into a regular incomplete fan $\hat{\Sigma}$, so that $\hat{\Sigma}(1)=\hat{\Delta}^{*}$. We shall assume that $c_{1}\left(\mathbb{P}_{\hat{\Sigma}}\right)$ is semi-positive and that $\mathcal{T}_{\Sigma}$ is regular. Note that this implies that $c_{1}\left(\mathbb{P}_{\Sigma^{*}}\right)$ is also semi-positive. But the converse is not true. In fact, semi-positivity of $c_{1}\left(\mathbb{P}_{\hat{\Sigma}}\right)$ put a strong constraint on the B-brane vector $q$.

Corollary 5.8. Suppose that $c_{1}\left(\mathbb{P}_{\hat{\Sigma}}\right)$ is semi-positive and $\mathcal{T}_{\hat{\Sigma}}$ is regular. Then $B_{\hat{\Sigma}}(a)$ modulo $J_{\Sigma}$ gives a complete set of solutions to the enhanced GKZ system.

## Example: B-brane on Mirror Quintic

Consider the one-parameter family of mirror quintic given in homogeneous coordinate by

$$
\begin{equation*}
\prod_{i=1}^{5} z_{i}-x^{1 / 5} \sum_{i=1}^{5} z_{i}^{5}=0 \tag{5.26}
\end{equation*}
$$

and one-parameter family of B-branes on it given by

$$
\begin{equation*}
z_{5}^{4}-\phi z_{1} z_{2} z_{3} z_{4}=0 \tag{5.27}
\end{equation*}
$$

Note that this divisor is invariant under the $\left(\mathbb{Z}_{5}\right)^{3}$ action [9], hence descends to a hypersurface on the mirror quintic. The integral points of the polytope $\Delta^{*}$ are

$$
\begin{aligned}
\Delta^{*}: \quad & v_{0}^{*}=(0,0,0,0) \\
& v_{1}^{*}=(1,0,0,0) \\
& v_{2}^{*}=(0,1,0,0) \\
& v_{3}^{*}=(0,0,1,0) \\
& v_{4}^{*}=(0,0,0,1) \\
& v_{5}^{*}=(-1,-1,-1,-1) .
\end{aligned}
$$

The toric coordinates $X_{i}$ are related to homogeneous coordinates $z_{i}$ by

$$
\begin{equation*}
X_{i}=\frac{z_{i}^{5}}{\prod_{i=1}^{5} z_{i}}, \quad i=1, \ldots, 4 \tag{5.28}
\end{equation*}
$$

Hence the B-brane divisor is given in toric coordinates by

$$
X^{v_{5}^{*}-v_{0}^{*}}-\phi=0
$$

which corresponds to the B-brane vector

$$
q=(-1,0,0,0,0,1)
$$

The integral points in the enhanced polytope are

$$
\begin{aligned}
\hat{\Delta}^{*}: & \hat{v}_{0}^{*} \\
& =(0,0,0,0 ; 0) \\
& \hat{v}_{1}^{*} \\
& \hat{v}_{2}^{*}=(1,0,0,0 ; 0) \\
& \hat{v}_{3}^{*}=(0,1,0,0 ; 0) \\
& \hat{v}_{4}^{*}=(0,0,0,1 ; 0 ; 0) \\
& \hat{v}_{5}^{*}=(-1,-1,-1,-1 ; 0) \\
& w_{0}=(0,0,0,0 ; 1) \\
& w_{1}=(-1,-1,-1,-1 ; 1)
\end{aligned}
$$

The relation lattice is generated by

$$
\begin{align*}
l^{(0)} & =(-1,0,0,0,0,1,1,-1)  \tag{5.29}\\
l^{(1)} & =(-5,1,1,1,1,1,0,0) \tag{5.30}
\end{align*}
$$

$x$ above is one of the moduli variable, and the relation between $\phi$ and $u$ can be read

$$
u=x^{1 / 5} \phi
$$

The Picard-Fuchs equation from $l^{(0)}, l^{(1)}$ can be read

$$
\begin{aligned}
& \left\{\left(\theta_{x}+\theta_{u}\right) \theta_{u}-u\left(\left(5 \theta_{x}+\theta_{u}+1\right)\right) \theta_{u}\right\} \tilde{\Pi}(x, u)=0 \\
& \left\{\theta_{x}^{4}\left(\theta_{x}+\theta_{u}\right)-x \prod_{i=1}^{5}\left(5 \theta_{x}+\theta_{u}+i\right)\right\} \tilde{\Pi}(x, u)=0
\end{aligned}
$$

where $\theta_{x}=x \frac{\partial}{\partial x}, \theta_{u}=u \frac{\partial}{\partial u}$. This is equivalent to the ones in [6]. To get the complete equations from GKZ system, we need one more equation obtained from $l^{(1)}-l^{(0)}[6]$.

## Large Radius Limit

The following maximal triangulation $\mathcal{T}=\mathcal{T}_{\hat{\Sigma}}$ of $\hat{\Delta}^{*}$ corresponds to the large radius limit. Its maximal simplices correspond to the following maximal cones in $\hat{\Sigma}$

$$
\begin{aligned}
& <\hat{v}_{0}^{*}, \hat{v}_{1}^{*}, \hat{v}_{2}^{*}, \hat{v}_{3}^{*}, v_{4}^{*}, w_{0}> \\
& <\hat{v}_{0}^{*}, \hat{v}_{1}^{*}, \hat{v}_{2}^{*}, \hat{v}_{3}^{*}, v_{5}^{*}, w_{1}> \\
& <\hat{v}_{0}^{*}, \hat{v}_{1}^{*}, \hat{v}_{2}^{*}, \hat{v}_{4}^{*}, v_{5}^{*}, w_{1}> \\
& <\hat{v}_{0}^{*}, \hat{v}_{1}^{*}, \hat{v}_{3}^{*}, \hat{v}_{4}^{*}, v_{5}^{*}, w_{1}> \\
& <\hat{v}_{0}^{*}, \hat{v}_{2}^{*}, \hat{v}_{3}^{*}, \hat{v}_{4}^{*}, v_{5}^{*}, w_{1}> \\
& <\hat{v}_{0}^{*}, \hat{v}_{1}^{*}, \hat{v}_{2}^{*}, \hat{v}_{3}^{*}, w_{0}, w_{1}> \\
& <\hat{v}_{0}^{*}, \hat{v}_{1}^{*}, \hat{v}_{2}^{*}, \hat{v}_{4}^{*}, w_{0}, w_{1}> \\
& <\hat{v}_{0}^{*}, \hat{v}_{1}^{*}, \hat{v}_{3}^{*}, \hat{v}_{4}^{*}, w_{0}, w_{1}> \\
& <\hat{v}_{0}^{*}, \hat{v}_{2}^{*}, \hat{v}_{3}^{*}, \hat{v}_{4}^{*}, w_{0}, w_{1}>
\end{aligned}
$$

where generators of each cone is given in the bracket $<\cdots>$. It follows that the cone $C(\mathcal{T})$ in the secondary fan corresponding to $\mathcal{T}$ [13] [17] has the dual cone

$$
C(\mathcal{T})^{\vee}=\mathbb{Z}_{\geq 0}\left(l^{(1)}-l^{(0)}\right)+\mathbb{Z}_{\geq 0} l^{(0)}
$$

From this, it is easy to see that $c_{1}\left(\mathbb{P}_{\hat{\Sigma}}\right)$ is semi-positive and that $\mathcal{T}$ is regular. Local coordinates are given by

$$
z_{1}=\frac{a_{1} a_{2} a_{3} a_{4} b_{1}}{a_{0}^{4} b_{0}}, \quad z_{2}=\frac{a_{5} b_{0}}{a_{0} b_{1}}
$$

where $z_{1}=0, z_{2}=0$ is the large radius limit point. We use variables $D_{0}, D_{1}, \ldots, D_{5}$ to represent $\hat{v}_{0}^{*}, \hat{v}_{1}^{*}, \ldots, \hat{v}_{5}^{*}$ and $D_{6}, D_{7}$ to represent $w_{0}, w_{1}$. The primitive collections gives the generators of the Stanley-Reisner ideal

$$
D_{1} D_{2} D_{3} D_{4} D_{7}, D_{5} D_{6}, D_{1} D_{2} D_{3} D_{4} D_{5}
$$

There're only two independent $D_{i}$ 's after imposing the linear relations as in the above discussion on deformed Gamma series. Put

$$
E_{1}=D_{1}, E_{2}=D_{5}
$$

Then the deformed Gamma series can be written as

$$
B_{\widehat{\Delta}^{*}}\left(z_{1}, z_{2}\right)=\frac{1}{a_{0}} \sum_{m, n \geq 0} \frac{(-1)^{m} \Gamma\left(4 m+n+4 E_{1}+E_{2}+1\right) \sin \pi\left(E_{1}-E_{2}\right)}{\Gamma\left(m+E_{1}+1\right)^{4} \Gamma\left(n+E_{2}+1\right) \pi\left(m-n+E_{1}-E_{2}\right)} z_{1}^{m+E_{1}} z_{2}^{n+E_{2}}
$$

where we have used Gamma function identity: $\Gamma(1+z) \Gamma(1-z)=\frac{\pi z}{\sin \pi z}$. The generators of Stanley-Reisner ideal can be written modulo the linear relations as $E_{1}^{4}\left(E_{1}-E_{2}\right), E_{2}\left(E_{1}-\right.$
$\left.E_{2}\right), E_{1}^{4} E_{2}$. Then $B_{\hat{\Sigma}}\left(z_{1}, z_{2}\right)$ satisfies the GKZ equations if it's viewed as taking values in the ring

$$
\mathbb{Q}\left[E_{1}, E_{2}\right] /\left(E_{1}^{4}\left(E_{1}-E_{2}\right), E_{2}\left(E_{1}-E_{2}\right), E_{1}^{4} E_{2}\right)
$$

which has length 9 equal to $\operatorname{vol}\left(\operatorname{conv}\left(\left(1, \hat{\Delta}^{*}\right)\right)\right)$. Therefore we have obtained the 9-dimensional solution space to the enhanced GKZ system. There is one regular solution which coincides with the regular closed string period for the mirror quintic at the large radius limit:

$$
\omega_{0}\left(z_{1}, z_{2}\right)=\sum_{m \geq 0} \frac{(-1)^{m}(5 m)!}{(m!)^{5}}\left(z_{1} z_{2}\right)^{m}
$$

and two solutions with single log behavior
$\omega_{1}\left(z_{1}, z_{2}\right)=\omega_{0}\left(z_{1}, z_{2}\right) \ln z_{1} z_{2}+5 \sum_{m \geq 0} \frac{(-1)^{m}(5 m)!\sum_{j=m+1}^{5 m} \frac{1}{j}}{(m!)^{5}}\left(z_{1} z_{2}\right)^{m}$
$\omega_{2}\left(z_{1}, z_{2}\right)=\omega_{0}\left(z_{1}, z_{2}\right) \ln z_{2}+\sum_{m \geq 0} \frac{(-1)^{m}(5 m)!\sum_{j=m+1}^{5 m} \frac{1}{j}}{(m!)^{5}}\left(z_{1} z_{2}\right)^{m}-\sum_{m \geq 0, n \geq 0, m \neq n} \frac{(-1)^{m}(4 m+n)!}{(m!)^{4} n!(m-n)} z_{1}^{m} z_{2}^{n}$
$\omega_{1}\left(z_{1}, z_{2}\right)$ corresponds to the closed period, and $\omega_{2}\left(z_{1}, z_{2}\right)$ now comes from the relative period. The so-called open-closed mirror map can be similarly obtained as in the closed string case by normalizing

$$
t_{1}=\omega_{1}\left(z_{1}, z_{2}\right) / \omega_{0}\left(z_{1}, z_{2}\right), t_{2}=\omega_{2}\left(z_{1}, z_{2}\right) / \omega_{0}\left(z_{1}, z_{2}\right)
$$

Not all of our solutions to the enhanced GKZ system come from relative periods. In closed string mirror symmetry, the periods of toric Calabi-Yau hypersurfaces in $\mathbb{P}_{\Sigma}^{(4)}$ near the large radius limit correspond to solutions with no more than $(\log )^{3}$ behavior, while the full solution space to the corresponding GKZ system include functions with up to $(\log )^{4}$. A key observation in [17] was that a natural way to get the periods from the deformed Gamma series is by multiplying it by the Calabi-Yau divisor $c_{1}\left(\mathbb{P}_{\Sigma}\right)$. This has the effect of killing off the $(\log )^{4}$ terms in $B_{\Sigma}$. We expect that the same phenomenon happens for relative periods. Namely, they should correspond exactly to the solution $c_{1}\left(\mathbb{P}_{\hat{\Sigma}}\right) B_{\hat{\Sigma}}$. Again, this does have the expected effect of killing off the $(\log )^{5}$ terms in $B_{\hat{\Sigma}}$. In the example above this procedure yields 7 independent solutions as in [6] [21]. This will be studied in greater generality in a follow up paper.

## Relative Periods And Abel-Jacobi Map

Consider the relative period $\Pi(z, u)$ given by the family of pairs $\left(X_{z}, Y_{z, u}\right)$ as before. From the double residue formula

$$
\partial_{u} \Pi(z, u)=\int_{\partial \Gamma_{z, u}} \operatorname{Res}_{Y_{z, u}} \operatorname{Res}_{D_{u}}\left(\partial_{u} \log Q_{u}\right) \omega_{z}
$$

we see that if $u_{0}$ is some point where $\partial \Gamma_{z, u_{0}}=C^{+}-C-$ is a pair of holomorphic curves, then

$$
\left.\partial_{u} \Pi(z, u)\right|_{z, u_{0}}=0
$$

since the integrand is a form of type $(2,0)$. Therefore the loci corresponding to AbelJacobi map lies in the critical loci of relative period with respect to the deformation of the divisor. This corresponds in physics the statement that the critical point of the off-shell
superpotential will give the D-brane domain wall tension. This was carried out in details for the mirror quintic example in [21] and [6]. Note that in their example, the pair of curves $C^{+}, C^{-}$lie inside the transversal-intersection loci of $X_{z} \cap D_{u}$ except at two fixed points. The double residue formula doesn't work in a straight-forward way. But it can be seen that by blowing up twice at those two points, the proper transformation of $X_{z}, Q_{u}$ will intersect transversally at all points on the proper transformation of $C^{ \pm}$. The double residue formula can then be applied to the blown up configuration. The Abel-Jacobi map will still be the critical value of some of the relative periods.

## References

[1] A.Adolphson, Hypergeometric functions and rings generated by monomials, Duke Math. J, Vol. 73, No. 2 (1994) 269-290.
[2] M.Aganagic and C.Beem, The Geometry of D-Brane Superpotentials, arXiv:0909.2245.
[3] M.Aganagic, A.Klemm C.Vafa, Disk instantons, mirror symmetry and the duality web, Z. Naturforsch. A 57 (2002), no. 1-2, 1-28, arXiv:hep-th/0105045
[4] M.Aganagic, C.Vafa, Mirror Symmetry, D-branes and Counting Holomorphic Discs, arXiv:hep-th/0012041
[5] M.Alim, M.Hecht, H.Jockers, P.Mayr, A.Mertens and M. Soroush, Hints for O?-Shell Mirror Symmetry in typeII/F-theory Compactications, arXiv:0909.1842.
[6] M.Alim, M.Hecht, P.Mayr, A.Mertens, Mirror Symmetry for Toric Branes on Compact Hypersurfaces
[7] V.Batyrev and D.van Straten, Generalized Hypergeometric Functions and Rational Curves on Calabi-Yau Complete Intersections in Toric Varieties, alg-geom/9307010.
[8] M.Bershadsky, S.Cecotti, H.Ooguri and C.Vafa (with appendix by S.Katz), Nucl.Phys.B 405279 (1993).
[9] P.Candelas, X.C.De La Ossa, P.S.Green, L.Parkes, A Pair Of Calabi-Yau Manifolds As An Exactly Soluble Superconformal Theory, Nucl.Phys.B 359, 21 (1991).
[10] D. Cox, The homogeneous coordinate ring of a toric variety, J. Algebraic Geom. 4 (1995), no. 1, 17-50
[11] V. Danilov, The geometry of toric varieties, Russ. Math. Surveys 33 (1978), 97-154.
[12] W. Fulton, Introduction to Toric Varieties, Princeton Univ. Press 1993.
[13] I.M. Gel'fand, A.V. Zelevinskii, M.M.Kapranov, Hypergeometric functions and toric varieties, (Russian) Funktsional. Anal. i Prilozhen. 23 (1989), no. 2, 12-26; translation in Funct. Anal. Appl. 23 (1989), no. 2, 94-106.
[14] P.A. Griffiths, On the periods of certain rational integrals. I, II. Ann. of Math. (2) 90 (1969), 460-495; ibid. (2) 901969 496-541.
[15] T.W.Grimm, T-W. Ha, A. Klemm and D. Klevers, Computing Brane and Flux Superpotentials in F-theory Compactications, arXiv:0909.2025.
[16] S.Hosono, A.Klemm, S.Theisen, S.T. Yau, Mirror Symmetry, Mirror Map and Application to Calabi- Yau Hypersurfaces Comm.Math.Phys. 167, 301 (1995).
[17] S.Hosono, B.H. Lian, S.T. Yau, GKZ-generalized Hypergeometric Systems in Mirror Symmetry of Calabi-Yau Hypersurfaces, Comm. Math. Phys. 182, 537-557 (1996)
[18] S.Hosono, B.H. Lian, S.T. Yau, Maximal Degeneracy Points of GKZ Systems, Journ. AMS Vol. 10, No. 2, 427-443.
[19] K.Hori, A.Iqbal, C.Vafa, D-Branes And Mirror Symmetry, arXiv:hep-th/0005247
[20] K.Hori, C.Vafa, Mirror Symmetry, arXiv:hep-th/0002222
[21] H. Jockers, M. Soroush, Effective superpotentials for compact D5-brane Calabi-Yau geometries, arXiv:hep-th/0808.0761
[22] M.Kontsevich, Homological algebra of mirror symmetry, Proceedings of I.C.M., Vol. 1,2 (Zürich, 1994) 120-139, Birkhäuser, 1995
[23] D.Krefl, J.Walcher, Real Mirror Symmetry for One-Parameter Hypersurfaces
[24] W.Lerche, P.Mayr, N.Warner, N=1 Special Geometry, Mixed Hodge Variations and Toric Geometry, arXiv:hep-th/0208039
[25] D.Morrison, J.Walcher, D-branes and Normal Functions, Adv. Theor. Math. Phys. 13 (2009), no. 2, 553-598.
[26] H.Ooguri, C.Vafa, Knot invariants and topological strings, Nucl.Phys.B 577, 419 (2000), hep-th/9912123
[27] R. Pandharipande, J.Solomon, J. Walcher, Disk enumeration on the quintic 3-fold, J. Amer. Math. Soc. 21 (2008), no. 4, 1169-1209.
[28] J. Solomon, Intersection theory on the moduli space of holomorphic curves with Lagrangian boundary conditions arXiv:math/0606429
[29] J. Stienstra, Resonant hypergeometric systems and mirror symmetry. (English summary) Integrable systems and algebraic geometry (Kobe/Kyoto, 1997), 412-452, World Sci. Publ., River Edge, NJ, 1998.
[30] C. Voisin, Hodge Theory And Complex Algebraic Geometry I, II
[31] J. Walcher, Opening mirror symmetry on the quintic Comm. Math. Phys. 276 (2007), no. 3, 671-689
[32] J. Walcher, Calculations for Mirror Symmetry with D-branes, arXiv: hep-th/0904.2905
[33] E. Witten, Phases of $N=2$ theories in two dimensions. Nuclear Phys. B 403 (1993), no. 1-2, 159-222.
S. Li, Department of Mathematics, Harvard University, Cambridge MA 02138.
B. Lian, Department of Mathematics, Brandeis University, Waltham MA 02454.
S.-T. Yau, Department of Mathematics, Harvard University, Cambridge MA 02138.

