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Abstract—Embedded cores are being increasingly used in the HW Design Manufacturing

designs of large system-on-a-chip (SoC). Because of the high com-
plexity of SoC, the design verification is a challenge for system inte- /\/_\

grators. To reduce the verification complexity, the port-order fault

(POF) model has been used for verifying core-based designs (Tung I Netlist -
. - I Specification Silicon
and Jou, 1998) . In this paper, we present an automatic-verifica-
tion pattern generation (AVPG) for SoC design verification based
on the POF model and perform experiments on combinational and \_/\__/
sequential benchmarks. Experimental results show that our AVPG
can efficiently generate verification patterns with high POF cov- Verification Testing
erage.

. e . Fig. 1. Reconvergent paths model for both verification and testing.
Index Terms—Automatic-verification pattern generation g gentp g

(AVPG), design verification, IEEE P1500, port-order fault (POF), ) _ ) _
SoC, undetected port sequence (UPS). tured correctly but designed incorrectly chip. Thus, designers

spend about 70% of their efforts on the verification. But design
verification is still on the critical path of the design flow [3].
Usage of cores divides the integrated circuit (IC) design com-
PURRED by process technology leading to the availabilitjpunity into two groups: core providers and system integrators.
f more than one-million gates per chip and more strin traditional system-on-board (SoB) design, the components
gent requirements upon time-to-market and performance céhat go from providers to system integrators are ICs, which
straints, system-level integration and platform-based design f2¢ designed, verified, manufactured, and tested. The system
are evolving as a new paradigm in system designs. A multitutiéegrator verifies the design by using these components
of components that are needed to implement the required fuas- fault-free building blocks. SoB verification is limited to
tionality make it hard for a company to design and manufactugietecting faults in the interconnection among the components.
an entire system in time and within reasonable cost. Hence, &milarly, in SoC design, the components are cores. The system
sign reuse and reusable building blocks (cores) trading are bgegrator verifies the design by using the cores as design
coming popular in the system-on-a-chip (SoC) era. Howeverror-free building blocks. Based on this assumption, SoC
present design methodologies are not enough to deal with covesfication could be focused on detecting the misplacements
which come from different design groups and are mixed amd the interconnection among the cores as the first step. This
matched to create a new system design. In particular, verifyihigher level of abstraction decreases the complexity of design
whether a design satisfies all requirements is one of the mustification on a system chip and reduces the time on design
difficult tasks. verification of the entire system.

Verification is a process used to demonstrate the functionalMost previous work in testing interconnection focused on
correctness of a design. Testing is a process that verifies whetier development of deterministic tests for interconnection
the design was manufactured correctly. Fig. 1 shows the rectetween chips at the board level [4], [5]. The extension of these
vergent paths model for both verification and testing [3]. Duringoard-level testing methods to core-based design verification
testing, the finished silicon is reconciled with the netlist thas inappropriate. In the interconnection testing phase, only
was submitted for manufacturing. Therefore, when a designsigstem-level interconnection is tested. The basic assumption
claimed to be fully tested, i.e., 100% fault coverage, underfar a system under test is based on the system design being
fault model, such as stuck-at fault (SAF) model, that meanscierrect and the faults are due to manufacturing defects on
is manufactured correctly. However, we still cannot guarantégerconnection among components. For core-based SoC
that the chip satisfies the design specification if we do not verifiesign verification, the system is not fully verified yet and
it properly before manufacturing. The chip may be a manufathe most of system design errors are due to incorrect designs

of interconnection among predesigned cores. The methods
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Fig. 2. A fault-free 4-bit adder. Fig. 3. A 4-bit adder with the type-I POF.
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Tunget al. proposed a verification pattern generation algorithi
based on the POF model. The algorithm cooperates with 1

SAF automatic test pattern generation to generate the verifi
tion pattern set for detecting the simple POF (SPOF) (two pol

misplaced at a time). This approach needs the circuit netlist Gy, 4-bit Adder Cm
generate the verification patterns, thus, it loses the capabil
of integrating different levels of embedded cores (soft core u @ @ @
firm cores and hard cores) into a system. For example, ti
algorithm cannot generate verification patterns for soft coreg So
Furthermore, the simplified SPOF model is not enough to d 4. A 4-bit adder with the type-ll POF.
with all possible misplacements occurred in a real design durln(ﬂ
the cores integration phase. In this automatic-verification pe* As A2 AL As Bs B Bi
tern generation (AVPG), however, all possible misplacemer
among the ports of cores are considered rather than two pc @ @ @ @ @ @ @ @
misplacements. Furthermore, it only uses the simulation infc
mation of the core rather than the circuit netlist to generate t
verification pattern set. This loosened requirement allows tic 4-bit Adder Cin
different levels of cores being integrated together for the PC
verification.
The POF AVPG is integrated into the SIS [8] environmen
Experiments are conducted on combinational and sequen So

benchmarks, such as ISCAS-85, ISCAS-89, and MCNC bench-

marks. Experimental results show that the AVPG can efficiently: > A 4-bit adder with the type-Iil POF.

generate verification pattern sets with high POF coverage in

the proposed verification environment which exploits the IEEB(3 : 0) + Crn. An example of the type-I POF is shown in
P1500 Standard for embedded core test (SECT) [9]. Fig. 3. Input portBy is misplaced with output porfo.

The remainder of this paper is organized as follows. The POFDefinition 2: The type-Il POF is at least two input
model and some terminologies are introduced in Section Il. Sgrts misplaced, i.e., the input ports of the fault-free core
tion Il describes the mechanism of conducting POF verificaX = {x1,..., 24, ..., x;,...,2,]i # j}, but the input ports of
tion. The POF AVPG is presented in Section IV. Section Yhe faulty coreX’ = {x1,...,2,,...,%i,...,zalt # j}.
presents experimental results. Section VI concludes the paper.Example 2: An example of the type-Il POF is shown in
Fig. 4. Input portsA(3 : 0) are misplaced with input ports
A(0 : 3). The order of the input portd(3 : 0) is reversed.

Definition 3: The type-lll POF is at least two output

The POF model belongs to the group of pin-faults modeforts misplaced, i.e., the output ports of the fault-free cell
[10], which assumes that a faulty cell has at least W8 = {y1,...,%i,...,%;,-..,¥ml|¢ # j}, but the output ports
input—output (1/0) ports misplaced. It also assumes that tbéthe faulty cellY” = {y1,...,4j, .-, Ui, .-, Uml|i £ 7}
components are fault free and only the interconnection amongexample 3: An example of the type-lll POF is shown in
the components could be faulty. There are three types of PHg. 5. Output portsS(3 : 0) are misplaced with output ports
[71. S(0 : 3). The order of the output pori%(3 : 0) is reversed.

Definition 1: The type-l POF is at least one input Because the misplaced output port in the type-I POF has no
xp misplaced with one outputy;, i.e., the input ports driving source, it has invariant value (typical high impedance)

Il. PRELIMINARY

of faulty core X' = {z1,...,2,...,95,...,2,|1 < that could be detected by applying any verification patterns.
t < mn,i # k} and output ports of faulty cor&” = Therefore, the verification patterns for the type-Il POF can also
{Ut, oo Ui Ty Um] 1 <0 <myt # § ) detect the type-1 POF.

Example 1: A fault-free 4-bit adder is shown in Fig. 2. The In Fig. 6, it shows a generic system chip which contains
functionality of the adder i§Cour, S(3 : 0)} = A(3: 0) + six cores, BLK1~ BLK®6. The verification on type-Ill POF of
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Fig. 6. Generic verification scheme.
BLK1 ~ BLK4 is equivalent to the verification on type-1l POF
of BLK4 ~ BLK6. Therefore, if the type-l1l POF of all cores i
in the system are verified, the type-lll POF are also verifie e N -
simultaneously. Hence, in this paper, the AVPG generates 1
verification patterns for detecting the type-Il POF solely. VENPEE —
Definition 4: A port sequence is an input port numbers pel i2-bik
mutation that indicates the relative positions among these inj RISC -
ports. CP ThA Blnk
Definition 5: The fault-free port sequence is a port sequent
that none of the input ports is misplaced. For/grinput core,
the input ports are numbered from 140 The number of the BOUTCR The
input port numbers permutation i§! and theseV! permuta-
tions represent thé/! port sequences of the core. Except th
fault-free port sequence, the remainidg!(— 1) port sequences DEAM
represent the core with some particular POFs and are cal MEEG
faulty port sequences. In this paper, the POFs and the faulty p DL

sequences are used exchangeably.

I1l. I NTEGRATION VERIFICATION Sk
Using core-based design methodology could reduce the
time-to-market for system chips. However, the verificatioRig. 7. Generic test access architecture for embedded cores.
efforts of system chip are still proportional to the design
complexity. Both simulation and verification technique cannatepends on the functionalities of BLK1 BLK6. As the com-
reduce the total verification time effectively if those preplexity of cores increase or more cores are involved in the SoC
designed and preverified blocks are to be verified exhaustivehtegration, the patterri§ become harder to generate.
during the integration phase. Therefore, in this section, weTo conquer this problem, we exploit the technique of design
introduce the IEEE P1500, which is a standard under devédr testability to conduct verification. The solution is the IEEE
opment and is used for embedded core testing, to reduce B1500 SECT [9], [11]. The IEEE P1500 SECT is a standard
complexity of design verification. Besides, we will explain howinder development that aims at improving ease of reuse and fa-
to use the POF verification pattern set for verifying integratedlitating interoperability with respect to the test of core-based
SoC designs. chips. The IEEE P1500 working group has suggested a module-
Fig. 6 depicts a generic verification scheme for the core-basestel boundary-scan structure which is very similar to the IEEE
system chip. Since these cores, BLKBLKS, are preverified, 1149.1 (JTAG) [12] structure. The structure, called “wrapper”,
the verification efforts during the integration phase should focis a thin shell around the core that allows intercore and intra-
on the interconnection among the cores. To verify the intercorere test functions to be carried out via a test access mechanism
nection among the BLK4- BLK®6, designers apply the patterns(TAM). The TAM itself is user defined and is not specified in
7" to primary inputs (PIs) of the integrated design, then compattee draft standard [13]. Fig. 7 depicts a generic access architec-
the responseR to the expected results in primary outputs (POsdure for testing embedded core schematically [11]. Fig. 8 shows
If the responseg are inconsistent with the expected ones, songetypical configuration of how the chip-level connection of the
interconnection are misplaced. The generation of the patiérngores might be connected in one serial TAM and one parallel
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Fig. 8. A typical configuration of the cores integration using the IEEE P1500 architecture.

TAM per core [14]. The IEEE P1500 establishes the mecheessors of the CUV are all set in bypass mode which allow the
nism that the test patterns of any circuits under test given btimuli being bypassed through cores to the CUV.

core providers can be applied to Pls of the system chip (sourceJor example, assume the BLKABLKG6 have to be integrated
and propagated to POs of the system chip (sink) via user-defirieth a system as shown in Fig. 6. In the beginning, the BEK1
TAMSs. BLKS3 are added into the system. Since these blocks do not have

Most of the POFs occur because of human introduced err&idy predecessors, itis not necessary to conduct the POF verifica-
in the SoC design process. These human errors are normif§- As the BLK4 is added into the system, the BLK1 and BLK2
introduced by misinterpretation of the design specification &€ the predecessors that are directly connected to it. In order to
interconnection. Usually, the IP cores are integrated by syst¥gfify the interconnection A among these blocks, the BLK4 is
integrators and the test structure among the cores is constru&@gn normal mode and the BLK1 and BLK2 are set in external
by test engineers. That is to say, the cores which are conned@®} mode to propagate the POF stimuli from Pls through the
for normal operation is done by an individual in the core inté¥rappers (of BLK1 and BLK2) to the inputs of the BLK4 as
gration phase and the cores which are connected for test mod@¥@wn in Fig. 9. Hence, the verification patterns can easily go
done by another individual in the test insertion phase. These tifough the system from Pls to POs and verify the interconnec-

mode connections are independent. Therefore, the likelihood® A. If there are any misplacements in the interconnection
making the same mistake is very small. A, the inconsistent results will be observed in the output ana-

. . . : I&zer. Similarly, as the BLKS5 is added into the system, it is set
A straightforward core integration methodology is used an .
. . : . n normal mode. The BLK2 and BLK3 are set in external test
the system is integrated blockwise. As a block is added into the - .
o mode as shown in Fig. 10. And so forth, as the BLK6 is added
system, the verification patterns for the added block are gener- o . )
ated and applied to the integrated system for the interconnecﬁmnO the SySte”."' |t.|s setin normal mode. The BLK4 is th_e pre-
verification (etessor that is directly connected to the BLK6. Hence, it is set
B ] in external test mode. The BLK1 and BLK2 are the other prede-
We exploit the IEEE P1500 wrappers and user defined TAM@ssors of the BLK6, they are set in bypass mode. This is shown
to propagate the verification patterns from Pls to the Wrappgfsrig. 11.
in the predecessor of the core under verification (CUV) and 1js verification mechanism allows us solely focusing on the
to propagate responses of the CUV to POs. The IEEE P159fctionality of the added block when generating the verifica-
wrapper was proposed with a few predefined operations, sufdh pattern set and reduce the complexity of POF verification.
as core-internal test, core-external test, bypass, isolation, &fte that for verifying the interconnection of an added core,
normal modes. the core is exercised via the normal operation path. This is be-
In order to verify the interconnection among the CUV and itsause system integrators possibly have misunderstanding about
predecessors, the CUV is set in normal mode which allows ttie correct interconnection among cores. Only the consistency
CUV to function in its normal system operation. The predecesf simulation results and expected results can guarantee the cor-
sors connected to the CUV directly are set in external test maeetness of integration.
which allow verifying the interconnected wiring between cores By using the IEEE P1500 test structure for the POF verifi-
via the ordinary I/O ports in the core wrappers. The other predeation, we do not introduce any more hardware overhead in the
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Fig. 10. The POF verification when integrating the BLK5.

chip implementation. In fact, we reuse the hardware overhean implicit representation is used to indicate the remaining

incurred in the testing phase. undetected port sequences (UPSs) during the verification pat-
tern generation. When the remaining UPS becomes empty, all
IV. THE POF-BASED AVPG POFs are detected. In the pattern generation stage, the heuristic

6{J%ltterns are generated instead of random patterns and deter-
ministic patterns. In other words, the approach is to “search
proper patterns for the POF verification in a systematic way.
A. The Combinational AVPG In the beginning, Example 4 demonstrates the implicit UPSs

, i , representation.

1) UPS RepresentationTypically, the automatic pattern Example 4:Given an 8-input core, the input ports are
generator for functional errors, such as transition fault [15},mbered from 1 to 8. The UPS'’s representation (12 345 678)
or manufacturing faults, such as SAF [16], builds fault liflepresents the UPSs that caused by all possible misplacements
eXpIICItIy first to eXplore how many faults have to be deteCtegmong the port numbers in the same group, i_e.’ Port 1 to
with specific patterns, then generates random patterns a6kt 8. The number of undetected POFs3is— 1 and the
deterministic patterns. For the POF-based AVPG, however, ifige in thes! — 1 accounts for the fault-free port sequence.
fault list cannot be enumerated explicitly. This is because th#e UPS'’s representation (125)(4)(3678) indicates the UPSs
total number of POFs in al-input core isV!— 1. This number that caused by all possible misplacements among the port
grows rapidly when¥ increases, for instance, @& = 20, numbers 1, 2, and 5 and/or all possible misplacements among
N!'—1~24x10'8 asN =69, N! —1 ~ 1.7 x 10%. Instead, the port numbers 3, 6, 7, and 8. The number of the undetected

This section describes the AVPG that is shown in the left p
of Fig. 11.



WANG et al: ON AVPG FOR SoC WITH POF MODEL 471

Apply patterns Observe
TtoPls responses R
S Y I fromPOs
3 | B bypassmode ' )
r =Y : m‘pper - Interconnection C : ] e h
: SJ.L | °°1re 1 l so BLK4 external test mode ,‘ BLKS normal mode : i i
L H -~ ~ .',' p H 4
E A _.‘: ——— 1 > J [wrapper ,
i | BLK2 bypass mode 1 :
: v : /wrapper | A(:]uiput !
e alyzer
! P | { 1°°"ejxu___ N / o
! lisi ! 2 So| :
" G 1\ . | | i
 — -« - ‘ ]
| i 'to- P BlKs | - ‘
! | K > i 1
W0 BLK3 W ; ' .
! —_ Y Verified : —

Interconnection B

Fig. 11. The POF verification when integrating the BLK®6.

POFs is3! x 1! x 4! — 1. Note that the port number 4 is the The following paragraphs are going to introduce the three
only one element in the second group. It means that the pstéps in the pattern generation algorithm: fault activation,
sequences whose port number 4 in the wrong position are failt propagation, and fault domination. They are operated
represented by this UPS’s representation. The order of tiiesequence and iteratively and are described in detail in the
groups in the UPS’s representation is irrelevant, neither is thgbsequent sections.

order of the numbers in each UPS’s group. For example, the a) Fault Activation: Fault activation is the most important
UPSs (125)(4)(3678) can also be expressed as (4)(215)(87@pdcedure in the algorithm. If the fault effect is not activated, it
The UPSs (12)(3)(4)(5)(6)(78) contain four port sequencggrely cannot be propagated out. To activate a POF, the logic
and they are 12345678, 21345678, 12345687, and 21 345 684signments of the corresponding input ports cannot be all the

However, the UPS's representation of the port sequencggne. For example, to activate the faulty port sequence 1243,
21345678 and 12345687 is also (12)(3)(4)(5)(6)(78). Th'sfﬁe assignments of Port 3 and Port 4 have to be different, either

because we always use one UPS's representation to eXpEsss 3 js assigned zero, Port 4 is assigned one or vice versa. All
all UPSs. The UPS representation (1)(2)(3)(4)(5)(6)(7)(8) h?\g! — 1 POFs have to be activated during the verification pattern
eight groups and each group has only one element, therefore

misplacement could be occurred in each group. The numbergB eration. Thg following theorem states the completeness of
: tRe POF activation.
the undetected POFsisx 1! x 1! x 1!x 1! x 1!x 1!x1!—1 = 0. Theorem 1:©N wherem € [1,2
Hence, (1)(2)(3)(4)(5)(6)(7)(8) represerts — 1 POFs are . N P
all detected. If the UPS’s representation is induced froﬁFt'Vate all W_' — 1) POFs N
(12345 678) to (1)(2)(3)(4)(5)(6)(7)(8), all POFs are detected.  Proof: Given a patterri’ € ©,,, there arem ones and
2) The Verification Pattern GeneratioriThis section de- (/Y —7) Zeroesiri. After any port misplacements, the pattern

scribes the verification pattern generation algorithm, which % tUrns to7” where7” must also haven ones and ¥ — m)
the foundation of our AVPG. zeroes [’ € ©F). Because? contains all patterns withn

?

Definition 6: For an N-input combinational core, the ex-°nesandyy—m) zerogs,foreach POF, there must gxistapairof
haustive pattern set is defined @&'. The size ofd" is the Patterns(7,7”) € O, that corresponds to the original pattern
number of patterns i and is denoted agp™| and|®V| T and the act[vated patteffi’. Thus, (V! — 1) POFs are all
equals2”. activated by form € [1,2,...,N—-2,N—1]. Q.E.D.

Definition 7: The set that consists of all patterns with Example 6:Fig. 12 shows an example to illustrate tiéa3
m ones and ' — m) zeroes is denoted a®), where can activate all4! — 1) POFs. In Fig. 12(a), the patte¥r) 1100,

m?

m € [0,1,2,...,N — 1, N]. The size of®Y is the number of is the original pattern. After the misplacement of Port 2 and Port

patterns in@N and is denoted a®)| and|0©Y| equals(i\;) 3, the real pattern applied into the coréfis 1010. The pattern

Where(ﬁ;) = N!/(m!(N —m)!). T is different withT”, hence, the faulty port sequence 1324 is
Example 5: For a 4-input core$* is the exhaustive pattern activated. In Fig. 12(b), the patterns in the coluffimepresent

set with 4 bits|®*| = 2¢ = 16. ©¢ = {0000}, |©¢| = (é) — the origingl patterns and the colurfiii represents the real pat-

1. © = {1000,0100,0010,0001}, |©%| = (411) =4.0; = tems applied into the core after the port mlsplacement§ shown

{1100, 1010, 1001,0110,0101,0011} , [©3| = (;) = 6,03 = In the second column. In the second row, the pattern pair (1100,

{1110,1101,1011,0111}, |04 = (%) = 4. ©% = {1111}, and 1010) can activate faulty port sequences 1324, 1423, 2314, and

|| = (i) -1 2413. In the third row, the pattern pair (1100, 1001) can activate
For anN-input core®™ can be used for verifying the func-faulty port sequences 1342, 1432, 2341, and 2431 and so on.

tionality of the core completely. Howeve®™| equals 2 and (4! — 1) POFs are all activated by pattern paiis 1”) € ©5.

this number grows rapidly wheN increases. Hence, functionalT0 activate a faulty port sequence, the pattern @ait () is not

verification using®? as verification pattern set is impractical unique. For example, to activate the faulty port sequence 1243,

We have to use another strategy to generate proper patternghgronly requirement is that the assignments of Port 3 and Port
verification. 4 have to be different, therefore, both pattern pair (1010, 1001)

N -2 N —1]can
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T T b) Fault Propagation: The simulation results of the ap-
: 1 plied patterns are observed to determine which activated POFs
1 1 are propagated to POs. The fault effects are propagated to POs
1 3 0 if there exists different responses among these input patterns.
>< 5 core ¢) Fault Domination: If a POF caused by the misplace-
0 1 ment of input portsr; andz; and denoted as POF( v;) is
: 4 0 detected by a patterfi, we can figure out what the other POFs
0 are detected by simultaneously. This characteristic of a POF
pattern can reduce the size of the verification pattern set and is
. stated in Theorem 2. At this stage, the remaining UPSs are also
activated faulty calculated so that more verification patterns can be generated
port sequence 1324 accordingly.
@ Theorem 2: For anV-input core, assume the PQE( x;)
can be detected by a verification pattethe ©2, thenT” can
actually detectn! x (N —m)! POFs in total. This characteristic
T activated faulty - is called the domination property of a POF pattern.
port sequences Proof: Suppose the output of the ver|f|<_:at|on patté’rps
A. Becausel’ detect the POFR(, x;), the logic value assign-
1324, 1423 ments ofx; andz; in 7" must be different{; = 0, z; = 1 or
1100 2314, 2413 1010 vice versa). The exchange of andz; reform a new pattern
T’ and the output off” is B where B # A. This is because
1100 1342, 1432 1001 T is a verification pattern for the POE{, «;), the outputs of’
2341, 2431 and7” must be different. If the zeroes iff are misplaced with
themselves, or the onesIn are misplaced with themselves, the
1100 g;ﬁ :g; 0110 representation of the pattern is sfill and the output remains.
These additional misplacements combined with the RQE()
3142, 4132 are all detected by’ (output valueB # A) and the total number
1100 3241, 4231 oiot of these POFs ara! x (N — m)!. Therefore, the verification
patternZ can actually deteci! x (N —m)! POFs. Q.E.D.
1100 3412, 4312 ool Example 7: For a 5-input core, assume a verification pat-
3421, 4321 tern 11 000 detects the POF(2,3) and the output of the pattern
11000 isA. Because the verification pattern 11 000 detects the
1010 2134 0110 POF(2,3), the output of the verification pattern 10 100 must not
1010 2143 0101 be A (assume it ig3). The additional misplacements among the
zeroes or between the ones in 10 100 make the pattern 10100
1010 1243 1001 intact and the output is stilB. Therefore, these additional mis-
(0110) (0101) placements combined with POF(2,3) are all detected by 11 000
and the amount of them apé x 3!.
() By using the property of the POF activation and domination

and the implicit UPS’s representation to handle the POF fault
list, the process of the POF-based combinational AVPG algo-
and (0110, 0101) can activate this faulty port sequence, tha{lfgl_m is proposed. . . : .
shown in the last row of Fig. 12(b). . he best way to.demonstrate the algonthm. is to discuss it
Coroll 1: © and N t be th ificati t- with an example. Gl_ve_:r_l an 8-input core, according to the UPS'’s
terngro ary o andBly cannot be the vertiication pa representation, the initial UPSs are (12 345 678). The number of
. ot 1 B . i s
According to Theorem 1 and Corollary 1, we can arbitrar PSs '_38' . 1=40320— 1. The 3|mu|qt|on resu_lts ob; are
apply®Y form € [1,2 N —2, N — 1] to the inputs of the hown in Fig. 13 and are represented in symbolic output repre-
mo. A ! sentation. The simulation results depend on the functionality of
core to activate /! — 1) POFs. However, note that , X L
¥ ) the core. For the first pattern, 10000000, the first bit is one and
for 19 (N-1) 1) the other bits are zeroes, the simulation output of 10 000 000 is
’ ME LS 2 represented a40. For the second pattern, 01000000, the output

Fig. 12. Thet! — 1 POFs are all activated by patternsax.

[eA

< |@£7\;+1

is BO (B0 # A0) and so on. If the first pattern 10 000 000 is
w oo N — 1} -(2) applied into the core and assume the interconnection is fault
free, the port sequence is 12345678 and the outpdiigs
Equations (1) and (2) show that th®% | is smaller whenn  shown in Fig. 14(a). However, if the Port 1 and Port 2 are mis-
is closer to the end points of intervidl, 2,..., N — 1]. There- placed with each other, the port sequence becomes 21 345 678.
fore, to minimize the number of simulation patterns, we seleéthen the same pattern 10 000 000 is applied, the real pattern
m from one up to| N/2] or from N — 1 down to | N/2]. assigned into the core is 01000000 and the output becomes

O] <leX |, torme || 1Y
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initial UPSs=(12345678) the faulty port sequences that cannot be detected by 10 000 000
10000000 ->A0_" are decided as well. These UPSs are {1xxxxxxx} which can

01000000 ->B0 be represented as (1)(2 345 678) after the pattern 10 000000 is

00100000 ->B0 added into the verification pattern set. These results are shown

00010000 ->B0 in Fig. 13.

00001000 ->B0 When the second pattern 01 000 000 in Fig. 13 is applied into
00000100 ->B0 the core, since the first pattern 10 000 000 in Fig. 13 is the only
00000010->B0 one pattern which has different output with that of the second

00000001 ->B0 pattern, the second pattern only detects the POF(1,2) and dom-
updated UPSs=(1)(2345678) inates the port sequences {2xxxxxxx}. However, the port se-
verification pattern set={ 10000000 } quences {2xxxxxxx} have been detected by verification pat-

tern 10000 000 in the previous discussion (the updated UPSs

Fig. 13. The simulation results 63 patterns. are (1)(2345678). The second pattern does not detect any new

faulty port sequences, therefore, it is not chosen as the verifi-
cation pattern. Similarly, for the remaining pattern©if, they

1 —+—L0y -2 he : . .
0——219 have no cor_ltrlbutlon in regl_ucw_lg the size of UPSg, either. Th_u_s,
0 L3 0 10000000 is the only verification pattern added into the verifi-
0 ——4lg | AO cation pattern set in this iteration.
0—1+ 51, Core | In ©3, theth bit is different with the other bits on thih
o——F81¢ pattern. We use the port numbeto represent théth pattern
0 __._7_ 0 and group the port numbeéraccording to the pattern outputs.
0——=289 In this example, the output of the first pattern is different with
: that of the other patterns, therefore, the grouping result of these
(2) port numbers is (1)(2 345 678). This grouping result is the same
, with the updated UPSs obtained from our detailed discussion
1 :Xj @ above. Hence, in the following discussion with applyiag”
0—" 1 and®Y, | (only one bit is different with the other bits) to the
0 %3‘ 0 input ports, the updated UPSs can be determined directly from
0 “‘"“A‘ 0\ core B the input port number grouping according to the simulation out-
0— 0 puts of these patterns.
019 Definition 8: A single-element group (SEG) is a group that
0 ] 0 contains only one port number in the UPS’s representation. A
0 ‘ multiple-element group (MEG) is a group that contains more
® than one port numbers in the UPS’s representation.

I — 4 by the misol tPort 1 and Port 2 The group (1) in the updated UPSs (1)(2345678) is an SEG
ig. 14. Different outputs caused by the misplacement of Port 1 and Port and the group (2345 678) in the updated UPSs (1)(2 345 678)
is a MEG. The physical meaning of the SEG is that the
B0 as shown in Fig. 14(b). Because the fault-free outd0t remaining UPSs are all irrelevant to the port in the SEG and
and faulty outputB0 are different, the faulty port sequencehe further pattern generation does not have to activate any
21345678 can be detected by the pattern 10 000 000. Furtfe®Fs related to the port in the SEG. Therefore, when we
more, according to Theorem 2, the Port 8 are all zeroes, arbi- search®$ for additional verification patterns, we find that
trary port misplacements occurred among the ports32after the pattern 01111111 cannot activate any remaining POFs
the POF(1,2) will evaluate to the same outpB0}f and all of in the updated UPSs (1)(2 345678). This is because the logic
them are detected by the pattern 10000000, too. This is showmgsignments in the ports~28 of pattern 01111111 are all
Fig. 14(b). Thus, the pattern 10 000 000 can detect {x1xxxxxxthe same. Therefore, we exclude it frad§ to minimize the
faulty port sequences where x means any other port numbemsmber of simulation patterns. The other pattern®hand
For another situation, if the Port 1 and Port 3 are misplacéukeir simulation outputs are shown in Fig. 15. We put®rin
with each other, the port sequence becomes 32 145 678. Whktem output of the pattern 01111111 to indicate the exclusion
the same pattern 10 000 000 is applied, the real pattern assigagthis pattern from®2 simulations. The remaining patterns in
into the core is 00100000 and the output becoBésagain ©% are grouped into three groups {10111111}, {11011 111},
according to the simulation outputs 6f shown in Fig. 13. and {11101111, 11110111, 11111011, 11111101, 11111110}
Thus, 10000 000 can detect this port sequence 32 145678 andording to their outputs and the corresponding input port
dominate port sequences {xx1xxxxx}. For the other ports, suctumbers grouping is (2)(3)(45678). These groups are sorted
as ports 4-8, when Port 1 is misplaced with them, the resuttg size in ascending order. To add additional patterns into the
are similar. Thus, the faulty port sequences that are detectedification pattern set, we always choose the group with the
by 10 000 000 are {XIxxXxxX, XXLIXXXXX, XXX1xxxX, Xxxxx1xxx, smallest size if it indeed can detect new faulty port sequences.
XXXXXIXX, XXXXXX1X, XxXxxxx1}. The faulty port sequencesin this example, when the first group {10111 111} is added
that are detected by 10 000 000 have been figured out, therefanéy the verification pattern set, the updated UPSs become
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UPSs=(1)(2345678) UPSs=(1)(2)(3)(45678)
01111111>X pattern SEG side | MEG side " description
T3 AL) G FTTETEN T sl M
T110 131 11°1->B1_, 110 00000 Twolsareglaced
11101111 ->Cl ‘ Pl 10 1] 00000 >< in the SEG side,
11110111 ->Cl 011 00000 no POF activation.
11111011 >Cl 100 10000 A2 Qnelisplaged
11111101 ->Cl 1007 01000 A2 mtheSEGs@e,
11111110 ->Cl P2 1 00| oo0100 A2 | endanother lis
100 00010 A2 placed in the
updated UPSs=(1)}2)(3)(45678) 100/ 00001 A2 MEG side.
verification pattern set= { 10000000, 010! 1000 - For the P2 and P3,
10111111,11011111 fault effects are
} RGN e
to POs.
Fig. 15. The simulation results 6% patterns. 0 1.0 00010 A3 | For the P4, fault
010/ 00001 A3

effects are

___________________ ropagated to
17| “10000 A47| gog i

(1)(2)(3)(345678). When the second group {11011111} is }I
included into the verification pattern set, the updated UPSs P4 0
become (1)(2)(3)(45678). These results come from the input 8
port numbers grouping discussed above directly. For the third

group, it has no contribution in reducing the size of UPSs ’ g 8 a0 | AS | Two s are placed
further. Hence, it is not added into the verification pattern set. 000 10000 | As | momeMEGside
Consequently, in this iteration, the pattern {10111 111} and 0001 10001 AS 1 activated but
{11011 111} are added into the verification pattern set and the Ps 3 8 3 3}})‘,’8 A3 | not propagated.
updated UPSs become (1)(2)(3)(45678). The size of the UPSs 000/ o100 AS
currently is reduced td! x 1! x 1! x 5! — 1 = 120 — 1. S ol e A

Hence, the search for the verification pattern of the UPSs 000 | 00011 A5

(1)(2)(3)(45678) is continued. The UPSs have four groups and e UPSo DAY
- - . update: 5=

?re(;)‘umb;éid_fr?zgg?g g‘ll’ "e"Ggl 1S (Sll)E'g2 'S(gz’_m yerification paternset = (10000000, 10111111, 11011111,

IS y an IS . ~ are S an IS a 00110000’00101000}

MEG. Note that if the UPSs (1)(2)(3)(45678) can be reduced

to (1)(2)(3)(4)(5)(6)(7)(8), the remaining POFs are all detected. o .

The remaining POFs are only related to the ports in the MEGE: 16 The simulation results é#; patterns.

and the further pattern generation is focused on the activation of

these undetected POFs in the MEGs solely. {00110000, 00 101 000} are added into the verification pattern

Then©$ are applied into the core. The patternsdf have set. Because the outputs of patterns in the P5 are all the same,
two ones and six zeroes. These two ones in each pattern p&nis invalid for the POF verification.
be placed in the SEGs, MEGs or both. The SEG groups and then the next iteration©gf are applied into the core and the
MEG group are placed into two sides, respectively, and all comsimulation outputs are shown in Fig. 17. The only pattern set that
binations of©§ patterns are listed in Fig. 16. In Fig. 16, the patactivates and propagates the remaining POFs is P10. According
tern set P1 does not activate any undetected POFs. Thereforeiomiie outputs in the P10, the patterns are grouped into two sets
have no need to simulate these patterns. In the pattern sets$2and S2 shown in Fig. 17. Since the assignments in the MEG
P3, and P4, the MEG side assignments@jend all remaining side of P10 are nad®)" and®¥,_,, the remaining UPS cannot
POFs are activated according to Theorem 1. For the patternisetdetermined by input port numbers grouping directly. Here,
P5, the MEG side assignments &¢ and also activate all re- we introduce the characteristic vector (CV) grouping instead.
maining POFs. The SEG side assignments in each pattern sé@efinition 9: Given a set of patterns, we count the number
influence on the propagation of the activated fault effects. Tl digits 1 in the same bit position to form a vector with the
propagation of fault effects is determined by the simulation oudame length. This vector is called the CV$and is denoted as
puts of these pattern sets. When the outputs of a pattern set@ge_s.
different, the fault effects are propagated out and the remainingDefinition 10: Given two pattern set$ands$’, if the patterns
UPSs could be further reduced. inthe S andS’ are all identical, we said = S/, otherwiseS #

In the pattern set P2, P3, since the outputs of the patternsSi If the corresponding bits in th&V _S andC'V _5’ are all the
each set are all the same, therefore, the activated POFs cannatlmee, we said'V .S = CV _S’, otherwiseCV _S # CV _5'.
propagated to POs and the UPSs remain (1)(2)(3)(45678). Inth@he CV_S1[1 : 8] is 22211022 and th€V _S2[1 : §] is
pattern set P4, the MEG assignments@ieand the outputs are 88855644, as shown in Fig. 17. Since the updated UPSs are
grouped into two groups. According to the previous discussiofi,)(2)(3)(45)(678), the POFs related to ports in the SEG side
the remaining UPSs can be determined directly by the inparte all detected, thus, we only consider & _S1[4 : 8] and
port numbers grouping. The grouping result is (45)(678), thu§V _S2[4 : 8] when analyzing the updated UPSs.
the updated UPSs become (1)(2)(3)(45)(678) when the patternkemma 1: One pattern set has only one.CV
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| UPSs=(1)(2)(3)(45)(678) UPSs=(1)(2)(3)(6)(45)(78)
pattern | SEG side | MEG side outpats description pattern| SEG side | MEG side descrioti
set (DR)3) | @5)(678) set DRGNS | @5x78) outputs escription
00 1] 11111 Five s are placed
P6 010l 11 >< in the MEG side, 1110]| 0000 ‘Th:;e;;ge%‘aced
100 1111 no POF activation Pil | 1101 0000 >< Inthe SEL side,
1011 00 00 no POF activation.
01 1]o0t1111 A7 th‘;l;]gz?l;‘ce‘i 0111/ 0000
in the side, | 00 [T IITIT L —f--oC
. ol AT andour tsare TSI ie 80 [CIAIZS | @5)78) N (4)(578)
o1 1| 11101 A7 | placedin the P2 | 1100 0100 BI2 | =(4)5)(78)
o1 1| 11110 A7 | MEG side. 1100]| 0010 BI2 | ()BNE)HAN5)(T8)
POFs are 1100, 0001 Bi2 | =(D@)B)4N5)N6)(T8)
Lot |t | o |l Lo10| 100 | B | @O EMS
P8 1011101 A8 propagatec: P13 1010/ 0100 B13 =(4)(5)(78)
1.0 11 11101 A8 1010 0010 Al3 (DQR)IGNEIHANS)TS)
LOT]IILI0 | A8 1010]| 0001 A3 | =(DHRBDGHENTS)
: } 8 (1)(1, }:} ﬁg 1001/ 1000 Al4 | (O6)XT8) O @57)®)
P9 110] 11011 A9 pi4 | 100 1] 0100 Ald | =@)5)7X8)
110] 11101 A9 10011 0010 | Al4 | (DRYBHEHANSHTHE)
110/ 11110 A9 T 17 0001 ] "Bid] | =(1)Q2)BNABE)H6XTHS)
. 111100111 | A0 | qpree sare placed "+" presents the concatenation operation
'11-11-}--‘(:}-‘1%1“--2%—' in the SEG and
111l orime | A | MEGsides updated UPSs=(1)(2)(3)4)(5)6)7)(8)
plo |TXATITLI0WATT]TIBIED | el verification pattern set = {10000000, 10111111, 11011111, 00110000,
1117110 101 A0 o ctivated and 00101000, 11101011, 11110011, 11001000, 10010001 }
: : 1 }? (1)(1)(]) ::g propagated to POs.
11111010 A0 Fig. 18. The simulation results 635 patterns.
111 11 100 Al0
sponds to (45)(6)(78) of the UPSs. The port misplacements
: ?}1 olo11 ffl wol11 occurred in a subgroup will keep the CV remaining the same.
111 10011 111 01101 Thus, when S1 is added into the verification pattern set, the
22 11022 111 01110 updated UPSs become (1)(2)(3)(45)(6)(78). It is rewritten as
cv_sifs] e (1)(2)(3)(6)(45)(78) for convenience. For the S2, since the
111 11001 corresponding UPSs of the grouping result@F _S2[4 : §],
i}i H‘l’ég (45)(6)(78), is the same as that@¥ _S1[4 : 8], it is not added
T a88 s564d into the verification pattern set.
CV_S2(1:8] Fig. 18 shows the succeeding procedure that apghigs
updated UPSs=(1)2)(3)(45)(6)(78) into the core. In the P12, the result of the input port numbers
verification pattern set={ 10000000, 10111111, 11011111, grouping is (4)(578) when the pattern 11001000 is added
00110000,00101000, 11101011, 11110011 } into the verification pattern set. It intersects with the UPSs in
the MEG side, (45)(78), to get the updated UPSs (4)(5)(78).
Fig. 17. The simulation results & patterns. Then it concatenates with the UPSs in the SEG side to form

the updated UPSs (1)(2)(3)(4)(5)(6)(78). This is shown in the
Lemma 2: Given two pattern sefsand S’, if CV_.S # description column in Fig. 18. In the P13, although the output
CV_5' thenS # 5. of the pattern, 10100100, is different from that of the other
Theorem 3: A pattern sef turns to another pattern sef’  patterns, it is not added into the verification pattern set. This is
after the port misplacements If CV_S # CV_S’, then the because the UPSs are not further reduced. In the P14, the pat-
port misplacements will be detected by patterns. tern 10010001 reduces the UPSs from (1)(2)(3)(4)(5)(6)(78)
Proof: BecauseCV.S # CV_S’, according to Lemma to (1)(2)(3)(4)(5)(6)(7)(8) and the algorithm is terminated at
2,5 # 5. Furthermore, becaug§| = |S’|, S’ must exist a this step. Because the generation of these pattern sets are from
pattern?” ¢ S. SinceS consists of all patterns with the sameahe smallest size to the largest size, other pattern sets with
outputs, the outputs & must be different with that of patternsiarger size in©§ are not generated and not shown in Fig. 18.
inthe S. Thus, the port misplacementswill cause the outputs The quality of the verification pattern set is determined by the
of S and$’ different and will be detected by patterns. Q.E.D. measurement of fault coverage. The fault coverage is defined as
According to Theorem 3, ifS1 in Fig. 17 is chosen as
the verification patterns, the port misplacements that chan@elt coverage =
CV_S1[4 : 8] wil be detected. Consequently, the port 1 — (#_of undetected_POFs/# _of_all POFs) (3)
misplacements which cannot change th& _S1[4 : 8] are
regarded as the remaining UPSs. THE _S1[4 : 8] = 11022 therefore, in this example, the fault coverage is —
is further grouped into subgroups, (11)(0)(22) and it corr®/(8! — 1) = 100% and the verification pattern set is
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Algorithm: Combinational Automatic Verification Pattern Generation (Combinational AVPG)
Input: CUV(N inputs), UPSs
Output: verification_pattern_set, fault_coverage (F.C), UPSs

{

0l F.C+0;

02 verification_pattern.set + @;
For (m=1;m<N/2;m++)

For (i=0;i<2;i++) /* two iterations for ©F, and O _,,, respectively */

{

ifi==1)
03 m=N-m;
04 OX « pattern_generation(UPSs,m); /* generate ©X that activate remaining undetected POFs */
05 outputs simulation(®2, CUV); /* simulate the generated patterns oN
06 {valid_patterns, updated_UPSs} « outputs_analysis(outputs, UPSs); /* determine the valid patterns and the updated UPSs */

if (updated_UPSs # UPSs)
07 F.C « F_C_calculation(updated_UPSs); /* calculate the fault coverage */
08 verification.pattern.set +— verification_pattern_set U valid_patterns; /* add valid patterns into the verification pattern set*/
09 UPSs ¢ updated UPSs; /* update the UPSs for the next iteration */

if (F_C == 1) break;
}

if (F_C == 1) break;

10 return(verification_pattern.set, F_C, UPSs);

}

Fig. 19. The pseudocode of the combinational AVPG.

Algorithm: Sequential Automatic Verification Pattern Generation (Sequential AVPG)
Input: CUV(N inputs, Q states), UPSs
Output: verification_ pattern. set, fault coverage (E C), UPSs

{
01 S« {51,852, Sqgh
02 verification_pattern_set < 0;
03 i+ 1;
while (F.C < 1 and S# )

{

04 S; « set_state_value(); /* set S; state from S to the core */

05 S«S-{S:}

06 {verification pattern_set(5;), F_C, UPSs} ¢ Combinational. AVPG(CUYV, UPSs); /* resue the combinational AVPG algorithm ¥/
07 verification_pattern_ set «— verification. pattern set U verification pattern set($):

08 T+

09 return(verification. pattern. set, F.C, UPSs);

}

Fig. 20. The pseudocode of the sequential AVPG.

{10000000, 10111111, 11011111, 00110000, 0010100®, The Sequential AVPG

11101011, 11110011, 11001000, 10010 001}. ; ;
) ' - o The development of the sequential AVPG is b
Since the AVPG will generate ab’¥, form = 1,2,..., N — P d 's based on the

. : ms . same assumption as the combinational AVPG is, i.e., the CUV
1 if necessary and simulate the outputs for searching the v§&preverified and fault free. The fault occurs only at the inter-
fication patterns, it is a complete algorithm, i.e., given enougiynnection between the cores. Because the core is surrounded
time, the verification pattern set for 100% fault coverage will bgy the IEEE P1500 wrapper, by taking the advantages of the
obtained. The pseudocode of this combinational AVPG is ShowWRa, chains in the wrapper, the CUV can be set in arbitrary
inFig. 19.Inline 4, 5, itgenerates patterns and simulates the ogfate valuesHence, a sequential core can be seen as a com-
puts. The effectiveness of the simulated patterns is determingflational one and the verification pattern generation algorithm
in line 6. In line 8, it adds the valid patterns into the verificatioQsed in the combinational AVPG is applicable to the sequential
pattern set. At the end of the algorithm, the verification pattelypG. The only difference is that the sequential core has to be
set, fault coverage, and UPSs are returned. set astate_valudefore being evaluated. Differestate_values
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Algorithm: Heuristic Combinational AVPG
Input: CUV(N inputs), UPSs, bound
Qutput; verification_ pattern. set, fault coverage (E. C), UPSs

{
01 F.C+ 0
02 verification. pattern_set « (;
03 iteration < 0; /* clear the iteration counter */
while (F_C # 1 and iteration < bound)
For (m=1;m<N/2;m++)

For (i=0;1< 2;i++)

if(i=1)
04 m=N-m;
05 Pe®l + patterns_generation(UPSs,m); /* only generate a pattern sct P to simulate the outputs */
06 outputs < simulation(P, CUV);
07 {valid_patterns, updated UPSs} < outputs. analysis(outputs, UPSs);
if (updated_UPSs == UPSs)
08 iteration++;
09 if (iteration > bound) break; /* terminate the algorithm when the number of iterations is over the bound*/
else
{
10 F.C « F.C_calculation(updated. UPSs);
11 verification_pattern_ set «— verification. pattern set U valid patterns;
12 UPSs + updated_UPSs;
13 if (F_C == 1) break;

}
} /* end of For (i=0;i;2;i++) */
14 if (F.C == 1 or iteration > bound) break;
} 7* end of For (m=1;m;N/2;m++) */
} 7* end of while (F_C # 1 and iteration < bound) */
15 return(verification pattern_ set, E.C, UPSs);

}

Fig. 21. The pseudocode of the heuristic combinational AVPG.

affect whether the fault effects could be propagated to POs or TABLE |
not. The algorithm sets the sequential core to every possible EXPERIMENTAL RESULTS OF THEHEURISTIC COMBINATIONAL AVPG
state until the fault coverage is 100%. The pseudocode of tf parameters combinational AVPG
sequential AVPG is shown in Fig. 20. In line 4, it sétsstate to  bench [ [PI[ [ [PO[ [ Tits. | #0f POFs | pats. | F.C(%) [ time(sec.)
the sequential core before simulation. Then it reuses the col 0%1870 650 225 7153 650"'11 225 0 9183999 <751
bmaﬂqna_l AVPG algorithm shown in Fig. 19. This Process it .jgee | 41 | 32 | 1032 | 4111 64 100 134
listed in line 6. Thestate valuehas to be attached to the veri- 1908 | 33 | 25 | 1497 | 3311 51 100 42
fication patterns obtained by the reused combinational AVP(C ¢432 | 36 | 7 | 372 36!-1 38 100 4.6
. . . . . .
Thus, in line 6, it uses verification_pattern_sgj(to represent cc;:fo ‘5‘(1) ;g 26;364 ‘5‘(1);_% 13538 }gg §é31
the verification pattern set obtained.$h state. 5315 | 178 | 123 | 4360 | 17811 | 371 100 91
o 2670 | 233 | 140 | 2043 | 23311 | 547 | 99.999999 729
C. The Heuristic AVPG c7552 | 207 | 108 [ 6098 | 207!-1 | 1427 | 99.999999 | 1811
. . . c6288 | 32 | 32 | 4800 | 32! 30 | 99.999999 175
Definition 1@: An untestable POF is a POF which cannot be 4., | 256 | 245 | 7412 | 25611 | 428 100 159
detected byd?. alud | 14 | 8 | 1278 14n1 22 100 2.8

The untestable POF is harmless for the integration, therefos apez6 | 1351 99 | 904 | 1351-1 | 234 | 99.999999 | 406

. : i 88 | 63 | 1453 s88L1 139 100 24.7

they should be regarded as detected POF in computing fa .o | 33| 51 | 4626 | 13301 266 100 415
coverage. i7 | 199 | 67 | 1311 | 1991 | 292 100 103
The complete AVPG algorithm may not be practical ingen 6 | 138 [ 67 | 1037 | 138! 174 100 84

; ot ; . 5 | 133 66 | 556 | 133!-1 155 100 63
erating the verification pattern set for large designs. The pos: durez | 2 | 29 | 1746 | 2911 74 100 834

blllty of eXIStlng Untestable POFs in the CUV -m-akeS the algC rot 135 | 107 | 1424 1351-1 529 | 99.999999 204
rithm very time-consuming. Therefore, a heuristic AVPG algo z1 | 51 { 35 | 2141 5111 275 | 99.999999 | 34.1
rithm is proposed to trade-off between the fault coverage ar xi 19345 2‘;’ ;g}‘g 19345'!'11 §;§ gg-gggggg 16791
. . . . T - .

the_executlon time. Here, we only addres§ thg heuristic c'orr]t pair | 173 | 137 | 2667 | 17311 | 217 100 e
national AVPG. This is because the combinational AVPG is the
basis of the sequential AVPG.

We review Fig. 16, which shows the simulation outputs of agccording to Theorem 1, any one of them can activate all re-
plying ©% in the complete combinational AVPG. In this figure maining POFs and has the possibility to reduce the size of the

the pattern sets P2 P5 are generated and simulated. Howevaemaining UPSs. Hence, the heuristic approach is to generate
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TABLE I
EXPERIMENTAL RESULTS OF THEHEURISTIC SEQUENTIAL AVPG

parameters sequential AVPG
bench [PI] | [PO[ | lits. | FFs | #of POFs | pats. | F.C(%) | time(sec.)
51196 14 14 1009 18 141-1 24 | 99.999999 16

51238 14 | 14 1041 18 14!-1 16 | 99.999999 27
$13207 31 | 121 | 11241 | 669 311 64 | 99.999999 1165
51423 17 5 1164 74 17!-1 107 100 48
51488 8 19 1387 6 8!-1 10 100 6
51494 8 19 1393 6 8!-1 14 100 5
515850 14 | 87 | 13659 | 597 141-1 11 | 99.999999 256
5208 11 2 166 8 1181 25 100 6
$27 4 1 18 3 41-1 3 100 <1
8344 9 1 269 15 91-1 10 100 2
5349 9 11 273 15 9-1 10 100 2
535932 35 | 320 | 28269 | 1728 35!-1 549 | 99.999999 3113
5420 19 2 336 16 1911 294 | 99.999999 16
8510 19 7 424 6 191-1 170 100 16

85378 35 | 49 | 4212 | 164 3511 393 | 99.999999 363
5641 35 | 23 539 19 3511 86 | 99.999999 23
5713 351 23 591 19 3511 70 | 99.999999 20

$820 18 19 757 5 18!-1 117 [ 99.999999 43
5832 18 19 767 5 18!-1 23 100 9
5838 35 2 670 32 3511 1845 | 99.999999 279
$9234 19 | 22 | 7971 | 228 1911 23 100 109
$953 16 | 23 743 29 16!-1 95 100 16
scf 27 | 56 1865 7 27141 417 100 84
minmazl0 | 13 10 735 30 1311 51 100 24
minmazrl2 | 15 12 909 36 1511 71 100 21
minmaz32 | 35 | 32 | 3089 | 96 3511 706 | 99.999999 154
minmard 8 S 335 15 8!-1 10 100 2
mult32 32 | 64 | 14745 | 32 3211 31 100 20
sbe 40 | 56 | 1586 | 28 40!-1 182 100 91
tlc 3 5 423 10 311 3 100 <1

arbitrary one of them to simulate the outputs in one iteration ibby the University of California at Berkeley. Experiments are
stead of all pattern sets. For example, it can only generate ahducted over a set of ISCAS-85 and MCNC combinational
simulate P2 or P3, etc. No matter what the result of the simuleenchmarks for the heuristic combinational AVPG and a set
tion of generated pattern set is, it proceeds to the next iteratiof ISCAS-89 sequential benchmarks for the heuristic sequen-
On the other hand, the heuristic AVPG generates the verifidéal AVPG. Note that the benchmarks are in Berkeley Logic In-
tion patterns iteratively, therefore, it sets an iteration countertisrchange Format (BLIF) format which is a netlist-level design
bound the processing time. description. However, only the simulation information of these
The heuristic combinational AVPG algorithm is shown irbenchmarks are used to conduct the experiments and therefore,
Fig. 21. In line 5, it generates a pattern getinstead of all arbitrary level of design description can be used for generating
O} heuristically whereP is a subset 00));. The pattern seP  verification patterns. Table | summaries the experimental results
satisfies the requirement of activating all remaining undetectetithe heuristic combinational AVPG. The first five columns
POFs. The pattern set P3, P8, or P12 listed in Figs. 16-18 gh®w the parameters of each benchmark, including néiie,
allinstances of”. The check points in the algorithm bound theéPQ|, the number of literals (lits.), and the number of POFs. The
AVPG to be executed in the acceptable run time. These code$P| represents the number of inputs and the size of the POFs
lines 3, 8, 9, and 14 are all highlighted in Fig. 21. setis|PI|! — 1. The|PQ represents the number of outputs and
influences on the probability of fault effect propagation. The
number of literals indicates the complexity of a benchmark. The
Rather than simulating the entire SoC, the complexity of So€maining columns show the number of verification patterns
design verification can be significantly alleviated by using prdpats.), fault coverage (F_C), and CPU time (time). The iteration
verified IP cores and concentrating on verifying the integrdound was set to 100. The CPU time is measured on an Ultra
tion of the cores in the SoC. The interconnection verificatioBparc Il workstation. The algorithm will be terminated automat-
among each single block during integration is the first step w@fally if the iteration counter is over the bound or the fault cov-
the core-based SoC design verification. Furthermore, the gergiage reaches 100% and the verification pattern set, fault cov-
ation of the verification patterns for verifying the interconnecerage, and updated UPSs are returned. According to Table |,
tion among the cores only depends on the functionality of tlilee fault coverage of more than half benchmarks achieve 100%
added core. Therefore, the experiment only reports the resu@tsl the processing time is acceptable. Furthermore, the size of
of single block examples. the verification pattern sets are very small as compared with the
The heuristic POF AVPG algorithm described above has beg¥! — 1) POFs. For example, the number of POFs in ¢5315 is
integrated into the SIS [8] environment, which is developgd 78! — 1), but the size of the verification pattern setis only 371

V. EXPERIMENTAL RESULTS
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for 100% fault coverage. For the other benchmarks, the faultto] M. Abramovici, M. A. Breuer, and A. D. Friedmamigital Systems
coverage also reach 99.999 999% high. Testing and Testable DesignNew York: Computer Science Press,

The results demonstrate that the heuristic combinationg

1990, p. 95.
Y. Zorian, E. J. Marinissen, and S. Dey, “Testing embedded-core-based

AVPG is very efficient to generate high-quality verification system chips,” irProc. IEEE Int. Test ConfOct. 1998, pp. 130-143.
pattern set. Note that the undetected POFs in a benchmal&l S- Runyon, “Testing big chips becomes an internal afféiEE Spec-

trum Mag, vol. 36, pp. 49-55, Apr. 1999.

could be untestable. If we omit these untestable POFs from trﬁg] R. G. B. Bennetts. IEEE P1500 Embedded Core Test Standard.

fault set, the fault coverage of the pattern set would be even  [Online]. Available: http://imww.semiconductorfabtech.com/dft/tuto-
higher. rial/p1500.PDF

M. Ricchetti. Overview of proposed ieee scalable architecture

. . . .[14]

Table_II summaries t_he experlm_ental results of the_heunstlé for testing embedded cores. presented at IEEE P1500 SECT
sequential AVPG. The fifth column lists the number of flip-flops Meeting During DAC'01. [Online]. Available: http://www.grouper.
in a benchmark. Table 1l also demonstrates that all sequentia|_ ieee-0rg/groups/1500/dac0l/ctag-dac01. pdf.

15] K.-T. Cheng and J.-Y. Jou, “A functional fault model for sequential ma-

benchmarks achieve high fault coverage with acceptable run™ cpines "IEEE Trans. Computer-Aided Desigrol. 11, pp. 1065-1073,

time similar to the results indicated in the heuristic combina-  Sept. 1992.
tional AVPG. [16] M. H. Schulz, E. Trischler, and T. M. Sarfert, “SOCRATES: A highly

efficient automatic test pattern generation systelfiEE Trans. Com-
puter-Aided Desigyvol. 7, pp. 126-137, Jan. 1988.

VI. CONCLUSION

In the SoC era, the embedded cores are mixed and integrated

to create a system chip. System designers integrate those co 22
manually and have the possibility of incorrect integration due
the misplaced I/O ports. Furthermore, without the knowledge
the internal structures of the embedded cores, system desigi
have difficult time to locate the position of having erroneous ir
terconnection. Therefore, we adopt the connectivity-based P
model and use the proposed verification mechanism to integr
the system blockwise. This raised abstraction level of the ¢
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