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Abstract. We show that the category of finite-length generalized modules for the sin-
glet vertex algebra M(p), p ∈ Z>1, is equal to the category OM(p) of C1-cofinite M(p)-
modules, and that this category admits the vertex algebraic braided tensor category struc-
ture of Huang-Lepowsky-Zhang. Since OM(p) includes the uncountably many typical
M(p)-modules, which are simple M(p)-module structures on Heisenberg Fock modules,
our results substantially extend our previous work on tensor categories of atypical M(p)-
modules. We also introduce a tensor subcategory OTM(p), graded by an algebraic torus
T , which has enough projectives and is conjecturally tensor equivalent to the category of
finite-dimensional weight modules for the unrolled restricted quantum group of sl2 at a
2pth root of unity. We compute all tensor products involving simple and projectiveM(p)-
modules, and we prove that both tensor categories OM(p) and OTM(p) are rigid and thus
also ribbon. As an application, we use vertex operator algebra extension theory to show
that the representation categories of all finite cyclic orbifolds of the triplet vertex alge-
bras W(p) are non-semisimple modular tensor categories, and we confirm a conjecture of
Adamović-Lin-Milas on the classification of simple modules for these finite cyclic orbifolds.
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1. Introduction

Besides being a rich subject in its own right, the representation theory of vertex (operator)
algebras has applications to a variety of branches of mathematics and physics. Here we
study the singlet vertex algebras M(p), p ∈ Z>1, using and substantially extending our
previous partial results in [CMY2]. These algebras were among the first examples of chiral
algebras of logarithmic conformal field theory, and their representation theory is currently
used to obtain new invariants of three-manifolds and three-dimensional topological and even
quantum field theories. The applications to low-dimensional topology require ribbon tensor
categories, so we start by sketching the state of the art of such categories associated to
vertex operator algebras. We will describe the applications of our results in more detail at
the end of the introduction.

1.1. Rigid vertex tensor categories. Representation categories of general classes of ver-
tex operator algebras are expected to admit natural braided ribbon (and in particular rigid)
tensor category structure. This is a celebrated theorem of Huang for the class of rational C2-
cofinite vertex operator algebras, in which case the representation categories are semisimple
modular tensor categories [Hu2]. However, vertex operator algebras are rarely rational or
C2-cofinite, and their representation categories are rarely semisimple or finite.

The first non-rational examples appeared three decades ago in physics in the context of
low-dimensional topology and logarithmic conformal field theory, namely the WZW the-
ory of the Lie superalgebra gl1|1 [RS] and the singlet algebras M(p) [Ka]. By now, it is

understood that affine vertex algebras (and their W -algebras) at almost all levels admit
uncountably many inequivalent simple modules [KR] and should also admit logarithmic
modules (which are indecomposable but reducible modules on which the Virasoro zero-
mode L(0) acts non-semisimply). Even the construction of logarithmic modules is a difficult
task: for affine vertex operator (super)algebras, this is achieved only for those associated
to sl2, osp1|2, sl3, and gl1|1 [Ad3, ACG, CMY3]. Among these, the complete ribbon (su-

per)category of modules is currently understood only in the case of gl1|1 [CMY3], and
the only additional completely-understood example of a non-finite, non-semisimple tensor
category of representations for a vertex operator algebra is the βγ-system [AW].

By ‘understanding’ a tensor category, we mean finding both its abelian and monoidal
structures. Understanding the abelian structure especially includes classifying simple and
projective modules and determining the structure of all projective modules, for example
their Loewy diagrams. Understanding the monoidal structure means first establishing its
existence (for representation categories of vertex operator algebras, this is the vertex tensor
category structure of [HLZ1]-[HLZ8]). Then we want to compute fusion rules, or more
precisely, prove formulas for the tensor products of at least the simple and projective objects.
The final goal is to prove rigidity; once this is done for a vertex algebraic tensor category,
we immediately get ribbon category structure since we always have a natural ribbon twist.
The main result of the present work is an understanding in this sense of the category of
C1-cofinite grading-restricted generalized M(p)-modules.
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1.2. Ribbon categories of atypical singlet modules. The singlet algebra M(p), p ∈
Z>1, is a subalgebra of the rank-one Heisenberg vertex algebraH, with a modified conformal

vector giving it central charge 1 − 6 (p−1)2
p . Irreducible (N-gradable) M(p)-modules were

classified by Adamović [Ad1]: every Fock H-module Fλ, where λ ∈ C is the eigenvalue of
the Heisenberg zero-mode h(0), restricts to an M(p)-module, and simple M(p)-modules
are in one-to-one correspondence with Fock modules. Generically, Fλ remains irreducible
as an M(p)-module, with countably many exceptions. More precisely, for r ∈ Z and
s ∈ {1, 2, . . . p}, introduce

αr,s =
1− r

2
α+ +

1− s
2

α−, α+ =
√

2p, α− = −
√

2/p,

as well as the lattice L = Zα+ whose dual is L◦ = Zα−2 . So L◦ consists of all αr,s for r ∈ Z
and 1 ≤ s ≤ p. Then the Fock module Fλ is simple as an M(p)-module for λ ∈ C \ L◦,
while the simple M(p)-module corresponding to Fαr,s is its socle, which we denote Mr,s.
For s = p, Mr,p is still equal to Fαr,p , but for 1 ≤ s ≤ p − 1, Mr,s is characterized by the
non-split exact sequence

0 −→Mr,s −→ Fαr,s −→Mr+1,p−s −→ 0.

A simple M(p)-module is called typical if it is a Fock module, and atypical otherwise.
In [CMY2], we used the existence of tensor structure on the category of C1-cofinite mod-

ules for the Virasoro algebra at central charge 1−6 (p−1)2
p (proved in [CJORY]) to construct

a vertex algebraic tensor category CM(p) of M(p)-modules containing all atypical modules.
More precisely, CM(p) consists of all finite-length M(p)-modules whose composition factors
come from the modulesMr,s for r ∈ Z, 1 ≤ s ≤ p; this category does not include the typical
Fock modules Fλ for λ ∈ C \ L◦, since these are not sums of C1-cofinite Virasoro modules.

No non-zeroM(p)-module is projective in CM(p), but there is a tensor subcategory C0M(p)

that does have enough projectives. This subcategory is most practically defined to consist
of objects M having trivial monodromy with M3,1, that is, the double braiding

R2
M3,1,M :M3,1 �M −→M �M3,1 −→M3,1 �M

is the identity. In [CMY2], we showed that the typical modulesMr,p = Fαr,p are projective

in C0M(p), while for 1 ≤ s ≤ p−1,Mr,s has a length-four projective cover Pr,s in C0M(p) with

Loewy diagram

Mr,s

Pr,s: Mr−1,p−s Mr+1,p−s

Mr,s

.

We also showed that both tensor categories CM(p) and C0M(p) are rigid, and we computed

all tensor products involving the modules Mr,s and Pr,s for r ∈ Z and 1 ≤ s ≤ p.
Recently in [GN], Gannon and Negron used our results in [CMY2] to show that C0M(p) is

ribbon tensor equivalent to a certain category of weight modules (with a suitable braiding

and ribbon structure) for the unrolled restricted quantum group of sl2 at q = eπi/p. However,
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it is conjectured [CGP2, CMR] that the entire category of finite-dimensional weight modules
for the quantum group is ribbon tensor equivalent to a suitable category ofM(p)-modules.
Our results in the present paper, described next, achieve for the first time the braided ribbon
tensor structure on the correct category of M(p)-modules for this conjectural equivalence;
C0M(p) is then a tensor subcategory of this larger category of M(p)-modules.

1.3. Results. Our first main result, proved in Sections 3.1 and 3.2 is the existence of vertex
tensor category structure on the category of C1-cofinite M(p)-modules:

Theorem 1.1. (Theorem 3.7) The category OM(p) of C1-cofinite grading-restricted gener-
alizedM(p)-modules equals the category of finite-length grading-restricted generalizedM(p)-
modules and admits the vertex algebraic braided tensor category structure of [HLZ1]-[HLZ8].

To prove this, we verify the sufficient conditions for tensor category structure from [CY].
First, every irreducible M(p)-module is C1-cofinite by [CMR, Theorem 13], so OM(p) con-
tains the category of all finite-length generalized M(p)-modules. If these two categories
coincide, then [CY, Theorem 3.3.4] shows that OM(p) satisfies the assumptions for apply-
ing the logarithmic tensor category theory of [HLZ1]-[HLZ8], and thus OM(p) is indeed a
braided tensor category. Then by [CY, Theorem 3.3.5], this equality of categories holds if
the generalized VermaM(p)-module (using terminology from [Li]) induced from any finite-
dimensional irreducible module for the Zhu algebra of M(p) has finite length. This we
prove in Section 3.1 by determining all generalized Verma M(p)-modules explicitly.

In Theorem 3.1, we show that the typical irreducibleM(p)-module Fλ, λ ∈ C \L◦, is its
own generalized Verma M(p)-module cover, by a Virasoro intertwining operator argument
similar to the proof of [AM1, Theorem 4.4]. Finding the generalized Verma M(p)-module
covers of the atypical M(p)-modules is much more difficult: besides properties of Virasoro
intertwining operators, we heavily use our results on the category C0M(p) from [CMY2],

especially the existence and projectivity of the modules Pr,s. In Theorem 3.6, we show
that the generalized VermaM(p)-module cover ofMr,s is Pr,s/M where M is the smallest
submodule such that Pr,s/M has the same lowest conformal weight space as Mr,s. This
quotient has length at most three, so all generalized VermaM(p)-modules have finite length.

Our second main result, in Sections 3.2 and 3.3, is the classification of projective M(p)-
modules. Since Heisenberg Fock modules admit indecomposable self-extensions of arbitary
length, which remain indecomposable as M(p)-modules, OM(p) does not have any non-
zero projective objects. As in [CMY2], we resolve this problem by introducing a tensor
subcategory that does have enough projectives. Specifically, we define OTM(p) to be the

subcategory ofOM(p) whose objects have semisimple monodromy withM2,1 (see Definitions

3.9 and 3.12). Here T is the algebraic torus T = C/2L◦: the category OTM(p) is T -graded

with homogeneous subcategories OtM(p) ⊆ O
T
M(p) for t = β + 2L◦ ∈ T consisting of all

M(p)-modules M in OM(p) such that

R2
M2,1,M = e−2πiα2,1βIdM2,1�M .

In Theorem 3.13 we show that OTM(p) is a full tensor subcategory of OM(p) that is closed

under submodules and quotients, and in Proposition 3.16 we show that OTM(p) contains all

simple M(p)-modules. We then describe its abelian structure:

Theorem 1.2. A complete list of indecomposable projective objects in OTM(p) is:
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(1) (Proposition 3.18) For r ∈ Z and 1 ≤ s ≤ p − 1, the indecomposable M(p)-module
Pr,s is a projective cover of Mr,s.

(2) (Theorem 3.19) For λ ∈ (C \ L◦) ∪ {αr,p | r ∈ Z}, the irreducible M(p)-module Fλ
is its own projective cover.

Our third main result is the computation of tensor products involving irreducible and
projective M(p)-modules; all fusion rules (dimensions of spaces of intertwining operators)
follow as corollaries. As the atypical category CM(p) from [CMY2] is a tensor subcategory
of OM(p), all tensor products involving the modules Mr,s and Pr,s are already computed
in [CMY2, Theorem 5.2.1]. In Section 4, we use these fusion rules from [CMY2] as well as
results on Virasoro intertwining operators and projectivity in OTM(p) of the modules Pr,s
and Fλ, λ ∈ C \ L◦, to find the remaining tensor products involving typical modules:

Theorem 1.3. The following tensor product formulas hold in OM(p):

(1) (Theorem 4.2) For r ∈ Z, 1 ≤ s ≤ p, and λ ∈ C \ L◦,

Mr,s � Fλ ∼=
s−1⊕
`=0

Fλ+αr,s+`α− .

(2) (Theorem 4.3) For r ∈ Z, 1 ≤ s ≤ p− 1, and λ ∈ C \ L◦,

Pr,s � Fλ ∼=
p−1⊕
`=0

(
Fλ+αr,s+`α− ⊕Fλ+αr−1,p−s+`α−

)
.

(3) (Theorem 4.4) For λ, µ ∈ C \ L◦ such that λ + µ = α+ + α− + αr,s ∈ L◦ for some
r ∈ Z, 1 ≤ s ≤ p,

Fλ � Fµ ∼=
p⊕

s′=s
s′≡s (mod 2)

Pr,s′ ⊕
p⊕

s′=p+2−s
s′≡p−s (mod 2)

Pr−1,s′ .

(4) (Theorem 4.7) For λ, µ ∈ C \ L◦ such that λ+ µ /∈ L◦,

Fλ � Fµ ∼=
p−1⊕
`=0

Fλ+µ+`α− .

The image of these fusion rules in the Grothendieck ring was predicted earlier in [CM]
using a conjectural Verlinde formula, and our results confirm that conjecture. Moreover,
Theorems 1.2 and 1.3 show that OTM(p) is equivalent as an abelian category to the category

of finite-dimensional weight modules for the unrolled restricted quantum group of sl2 at
q = eπi/p, and that under this equivalence, tensor product decompositions agree. See
[CGP2] for the detailed structure of the unrolled quantum group category.

Our last result on OM(p), proved in Section 5, is rigidity:

Theorem 1.4. (Theorems 5.5 and 5.6) The tensor categories OM(p) and OTM(p) are rigid

and ribbon.

To prove this, we use [CMY2, Theorem 4.4.1] to reduce rigidity for the entire category
of finite-length M(p)-modules to rigidity for all simple modules. Since we already proved
in [CMY2] that the atypical category CM(p) is rigid, it is then enough to prove that the
typical modules Fλ, λ ∈ C \ L◦ are rigid (as M(p)-modules). Our rigidity proof for Fλ
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is new and completely different from the explicit calculational proofs of rigidity for typical
modules of the βγ-vertex algebra [AW] and of affine gl1|1 [CMY3]. The idea is to choose

evaluations eλ : F ′λ � Fλ → M(p) and coevaluations iλ : M(p) → Fλ � F ′λ (where F ′λ is
theM(p)-module contragredient of Fλ, also a typical Fock module) in such a way that the
rigidity composition

Fλ
∼=−→M(p) � Fλ

iλ�Id−−−→(Fλ � F ′λ) � Fλ
∼=−→ Fλ � (F ′λ � Fλ)

Id�eλ−−−−→ Fλ �M(p)
∼=−→ Fλ

depends analytically on the Heisenberg weight λ. Then Fλ is either rigid for a dense open
set of λ or non-rigid for all λ. The latter is impossible because we already know from
[CMY2] that the modules Fαr,p , r ∈ Z, are rigid, so rigidity for Fλ holds for generic λ.
Then we use the fusion rules of Theorem 1.3(4) to prove rigidity for all λ ∈ C \ L◦.

To show that the rigidity composition indeed depends analytically on λ, we revisit
Huang’s derivation [Hu1] of regular-singular-point differential equations for conformal-field-
theoretic four-point functions coming from intertwining operators among C1-cofinite mod-
ules for a vertex operator algebra. Using generic Fock modules, on which the Heisenberg
zero-mode acts by a polynomial variable, we show that such differential equations asso-
ciated to intertwining operators among typical M(p)-modules can be chosen to depend
analytically on λ. Then because matrix coefficients of the rigidity composition appear as
coefficients of suitable four-point functions, the theory of ordinary differential equations
combined with some additional complex analysis shows that the rigidity composition also
depends analytically on λ, as desired.

1.4. Applications. A major application of our results is that we can now construct ribbon
tensor (super)categories of modules for interesting vertex operator (super)algebras that
containM(p) as a subalgebra. We give one example in this paper: the finite cyclic orbifolds
of the triplet vertex operator algebra W(p), studied previously in [ALM1, ALM2], are also
simple current extensions of M(p). Thus we can use the vertex operator algebra extension
theory of [CKM1, CMY1] to show that the module category of any cyclic orbifold of W(p)
is a rigid non-degenerate braided tensor category. This gives new examples of C2-cofinite
vertex operator algebras whose representation categories are non-semisimple modular tensor
categories. We also confirm the conjectural classification from [ALM1] of simple modules
for these algebras, and we describe all projective modules.

It is also possible to obtain ribbon tensor (super)categories which are both non-finite
and non-semisimple, and which contain modules with infinite-dimensional conformal weight
spaces, and even modules without lower bounds on their conformal weights. The first
vertex operator algebras with such module categories that we can study are the Bp-algebras,
p ∈ Z>1, of [CRW]. The B2-algebra is the βγ-vertex algebra (already analyzed in [AW]),
while the B3-algebra is the simple affine vertex algebra of sl2 at the admissible level −4

3 ,
first studied by Adamović [Ad2]. For larger p, the Bp-algebra is isomorphic to the simple

subregular W -algebra of slp−1 at level −(p− 1) + p−1
p [ACGY, ACKR]. The singlet algebra

M(p) is a coset of Bp by a rank-one Heisenberg vertex operator algebra, which means that
Bp is an extension of the tensor product of these two commuting subalgebras.

Subregular W -algebras of type A enjoy a duality with certain principal W -superalgebras,
first conjectured by Feigin and Semikhatov [FS] and hence called Feigin-Semikhatov duality.
This duality was proved in [CGN, CL], and its representation-theoretic consequences are
explored in [CGNS]. Let us denote the Feigin-Semikhatov dual of Bp by Sp; for p > 2 it is
the simple principal W -superalgebra of slp−1|1 at level −(p − 2) + p

p−1 . The case p = 2 is
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special; we set S2 to be the affine vertex superalgebra of gl1|1. Then Sp is also an extension

of M(p) times a Heisenberg algebra. In forthcoming work, we will use vertex operator
superalgebra extension theory to study the representation categories of Bp and Sp, p > 1.

The Bp-algebras are interesting in physics because they are the chiral algebras of cer-
tain four-dimensional superconformal field theories called Argyres-Douglas theories of type
(A1, A2p−3) [Cr, ACGY]. The singlet algebra itself has recently found prominence in physics

and low-dimensional topology. First, new invariants of 3-manifolds called Ẑ-invariants have
been introduced in [CCFGH]. These are formal power series associated to a 3-manifold
together with a connected component of the moduli space of flat G-connections for some
complex Lie group G. For G = SL(2), the power series for certain 3-manifolds coinicide
with characters of certain M(p)-modules, and it is proposed that the modules itself are
associated to the flat connections. Second, Costantino, Geer and Patureau-Mirand have in-
troduced axiomatic TQFTs associated to non-finite and non-semisimple categories [CGP1].
In [CDGG], non-semisimple topological field theories in the physics sense are introduced.
These theories support vertex operator algebras at certain two-dimensional corners of the
theory. These vertex operator algebras are closely related to M(p), and in particular a
TQFT (in the sense of [CGP1]) associated to OM(p) should appear (see [CDGG, Conjec-
ture 1]). Actually, in that conjecture, the unrolled restricted quantum group appears; this
leads to the third interesting application of the singlet algebra.

The logarithmic Kazhdan-Lusztig correspondence refers to equivalences of non-semisimple
braided tensor categories associated to quantum groups and vertex operator algebras.
The best-known example is the correspondence between a quasi-Hopf modification of the
restricted quantum group of sl2 at a 2pth root of unity and the triplet algebra W(p)
[FGST1, FGST2, FHST, NT, CGR, CLR, GN]. But there is also a conjectural corre-
spondence between our OTM(p) and the category of finite-dimensional weight modules for

the unrolled restricted quantum group of sl2 at a 2pth root of unity [CGP2, CMR], so far
proved only for the atypical subcategories [GN]. We believe that the techniques of [CLR]
can be adapted to prove the full conjecture; if so, then the tensor category structure on
OTM(p) derived here will surely be needed in the proof.

2. Preliminaries

In this section, we briefly recall notation for vertex operator algebras, their modules, and
intertwining operators, and then we discuss in more detail the representation theories of
the Virasoro and singlet vertex operator algebras at central charge cp,1 = 13− 6p− 6p−1.

2.1. Vertex operator algebras and intertwining operators. We use the definition of
vertex operator algebra from [FLM, LL]. In particular, a vertex operator algebra V has a
conformal weight grading V =

⊕
n∈Z V(n) given by eigenvalues of the Virasoro zero-mode

L(0), a vertex operator map Y : V ⊗ V → V ((x)), a vacuum vector 1 ∈ V(0), and a confor-
mal vector ω ∈ V(2). Given a vertex operator algebra V , we use the definition of generalized
V -module from [HLZ1]. In particular, a generalized V -module W =

⊕
h∈CW[h] is a graded

vector space such that each W[h] is the generalized L(0)-eigenspace with generalized eigen-
value h. A generalized V -module is grading restricted if each W[h] is finite dimensional and
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for any h ∈ C, W[h−n] = 0 for all sufficiently positive n ∈ Z. We use the notation

YW : V ⊗W →W ((x))

v ⊗ w 7→ YW (v, x)w =
∑
n∈Z

vnw x
−n−1

for the vertex operator action of V on a (grading-restricted) generalized V -module W . We
will sometimes call grading-restricted generalized V -modules simply V -modules for short.

A weak V -module is a module for V considered as a vertex algebra, that is, no grading
is assumed. Then an N-gradable weak V -module is a weak V -module W that admits an
N-grading W =

⊕
n∈NW (n) such that

deg vnw = wt v + degw − n− 1 (2.1)

for any n ∈ Z and homogeneous v ∈ V , w ∈W (here we are using the notation degw = m
for w ∈ W (m) to distinguish the N-grading of W from the conformal weight grading of a
generalized V -module). It is easy to see that any grading-restricted generalized V -module
is N-gradable (see for example [CMY1, Remark 2.4]).

For W an N-gradable weak V -module, we define its top level to be

T (W ) = {w ∈W | vnw = 0 if v is homogeneous and wt v − n− 1 < 0}.
Clearly W (0) ⊆ T (W ), though the reverse inclusion might not hold if W is not simple. In
[Zh], Y. Zhu showed that T (W ) is a module for the Zhu algebra A(V ). We will not need
the precise definition of A(V ) here; we just recall that A(V ) is a unital associative algebra
structure on V/O(V ) for a certain subspace O(V ) ⊆ V . For v ∈ V , we use the notation
[v] = v +O(V ) ∈ A(V ); the action of [v] on the top level of an N-gradable weak V -module
W is given by [v] · w = o(v)w for v ∈ V , w ∈ T (W ), where

o(v) = Resx x
−1YW (xL(0)v, x)

is the degree-preserving component of YW . If v is homogeneous, then o(v) = vwt v−1.
The forgetful functor T from N-gradable weak V -modules to A(V )-modules has a left

adjoint: As in [Li, Definition 2.7], the generalized Verma V -module G(M) induced from
an A(V )-module M is an N-gradable weak V -module equipped with a homomorphism
M → T (G(M)) such that for any A(V )-module homomorphism f : M → T (W ), where W is
an N-gradable weak V -module, there is a unique V -module homomorphism F : G(M)→W
making the diagram

G(M)

F

##
M

OO

f
// W

commute. In particular, if W is a simple V -module, with conformal weight grading neces-
sarily of the form

⊕
n∈NW[h+n] for some h ∈ C, then T (W ) = W[h] and W is the unique

irreducible quotient of G(W[h]).
More generally, for W =

⊕
n∈NW (n) an N-gradable weak V -module and any N ∈ N,

each subspace W (n) for 0 ≤ n ≤ N is a module for the higher-level Zhu algebra AN (V ) =
V/ON (V ) constructed in [DLM]. For v ∈ V , the action of [v] = v + ON (V ) ∈ AN (V )
on each W (n) is again given by o(v). Moreover, [DLM, Theorem 4.1] shows that for any
AN (V )-module M , there is an N-gradable generalized Verma V -module GN (M) such that
[GN (M)](N) ∼= M as AN (V )-modules and such that GN (M) is generated by this subspace.
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(The assertion in [DLM, Theorem 4.1] that [GN (M)](0) 6= 0 only applies if M does not
factor through an AN−1(V )-module).

If M is a finite-dimensional simple AN (V )-module for some N ∈ N, then L(0) = o(ω)
(where ω is the conformal vector of V ) acts by a scalar on M , since [ω] is central in AN (V ) by
[DLM, Theorem 2.3(iii)]. Then (2.1) and the fact that M generates GN (M) as a V -module
imply that GN (M) has a conformal weight grading which is just a shift of its N-grading.
In particular, every V -submodule of GN (M) is N-graded. This means that GN (M) has
a maximal proper V -submodule, which is the sum of all (N-graded) submodules which
intersect the generating subspace [GN (M)](N) ∼= M trivially. Thus GN (M) has a unique
simple (weak) V -module quotient when M is a finite-dimensional simple AN (V )-module.

We now recall some elements of the (logarithmic) vertex algebraic tensor category theory
developed in [HLZ1]-[HLZ8]. We use the definition of (logarithmic) intertwining operator
from [HLZ2]. In particular, if W1, W2, and W3 are three modules for a vertex operator

algebra V , an intertwining operator of type
(

W3

W1W2

)
is a linear map

Y : W1 ⊗W2 →W3[log x]{x}

w1 ⊗ w2 7→ Y(w1, x)w2 =
∑
h∈C

∑
k∈N

(w1)h;kw2 x
−h−1(log x)k

which satisfies lower truncation, the L(−1)-derivative property, and the Jacobi identity. We
will need the following two consequences of the Jacobi identity: the commutator formula

vnY(w1, x) = Y(w1, x)vn +
∑
k≥0

(
n

k

)
xn−kY(vkw1, x) (2.2)

for v ∈ V , n ∈ Z, and w1 ∈W1; and the iterate formula

Y(vnw1, x) =
∑
k≥0

(−1)k
(
n

k

)(
vn−kx

kY(w1, x)− (−1)nxn−kY(w1, x)vk

)
(2.3)

for v ∈ V , n ∈ Z, and w1 ∈ W1. Given V -modules W1, W2, and W3, we use IV
(

W3

W1W2

)
to

denote the vector space of intertwining operators of type
(

W3

W1W2

)
. An intertwining operator

Y ∈ IV
(

W3

W1W2

)
is called surjective if W3 is spanned by vectors of the form (w1)h;kw2 for

w1 ∈W1, w2 ∈W2, h ∈ C, and k ∈ N.
For z ∈ C×, a P (z)-intertwining map is a linear map W1 ⊗W2 → W 3 :=

∏
h∈C(W3)[h]

obtained by substituting x 7→ z in an intertwining operator Y of type
(

W3

W1W2

)
, using any

choice of branch of log z. Given a branch `(z) of logarithm, Y(w1, e
`(z)) denotes the inter-

twining map specified by this branch. In [HLZ3], tensor products of V -modules are defined
using intertwining maps, but one can equivalently use intertwining operators:

Definition 2.1. Let C be a category of generalized V -modules, and let W1, W2 be objects
of C. A tensor product of W1 and W2 in C is a pair (W1 �W2,Y�), where W1 �W2 is an

object of C and Y� is an intertwining operator of type
(
W1�W2

W1W2

)
, that satisfies the following

universal property: For any object W3 of C and intertwining operator Y of type
(

W3

W1W2

)
,

there is a unique V -module homomorphism fY : W1 �W2 →W3 such that fY ◦ Y� = Y.

If a tensor product (W1 �W2,Y�) of W1 and W2 in C exists, then it is unique up to
unique isomorphism, and the tensor product intertwining operator Y� is surjective (see
[HLZ3, Proposition 4.23]). Under suitable conditions on C specified in [HLZ1]-[HLZ8] (such
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as closure under tensor products), vertex algebraic tensor products give C braided tensor
category structure. For a detailed description of the left and right unit isomorphisms l and
r, the associativity isomorphisms A, and the braiding isomorphisms R in a braided tensor
category of grading-restricted generalized modules for a vertex operator algebra, see [HLZ8]
or the exposition in [CKM1, Section 3.3].

Although the conditions imposed on C in [HLZ1]-[HLZ8] are extensive, most of them are
satisfied by the category of C1-cofinite V -modules (especially convergence of compositions
of intertwining operators [Hu1] and closure under tensor products [Miy]). A V -module W
is C1-cofinite if dimW/C1(W ) < ∞, where C1(W ) is the span of vectors v−1w for w ∈ W
and v ∈ V homogeneous such that wt v > 0. In [CJORY, CY], it is essentially shown that
the category of C1-cofinite grading-restricted V -modules indeed satisfies all conditions in
[HLZ1]-[HLZ8] (and thus is a vertex algebraic braided tensor category) if it is closed under
contragredient modules. Recall from [FHL] that the contragredient of a V -module W is
a V -module structure on the graded dual W ′ =

⊕
h∈CW

∗
[h]. The category of C1-cofinite

grading-restricted generalized V -modules is indeed closed under contragredients if it equals
the category of finite-length grading-restricted generalized V -modules, and this in turn holds
if for all finite-dimensional irreducible A(V )-modules M , the generalized Verma V -module
G(M) has finite length (see [CY, Theorems 3.3.4 and 3.3.5]). In Section 3, we will use this
criterion to show that the category of C1-cofinite modules for the singlet vertex operator
algebra M(p), p > 1, is a vertex algebraic braided tensor category.

2.2. The Virasoro algebra at central charge cp,1. As usual, the Virasoro algebra Vir
is the Lie algebra with basis {L(n) |n ∈ Z} ∪ {c} with c central and commutators

[L(m), L(n)] = (m− n)L(m+ n) +
m3 −m

12
δm+n,0c

for m,n ∈ Z. Let Vir≥0 = span{L(n), c |n ≥ 0} and Vir− = span{L(n) |n < 0}.
A Vir-module W has central charge c ∈ C if c acts on W as scalar multiplication by c.

In this work, we only consider Vir-modules of central charge

cp,1 := 13− 6p− 6p−1 = 1− 6
(p− 1)2

p

for p ∈ Z>1. At this central charge, the Verma module Vh for h ∈ C is the induced module

Vh = U(Vir)⊗U(Vir≥0) Cvh,

where Cvh is the one-dimensional Vir≥0-module on which c acts by the central charge cp,1,
L(0) acts by the conformal weight h, and L(n) for n > 0 acts by 0. By the Feigin-Fuchs
criterion for the existence of singular vectors in Verma modules [FF], Vh is reducible if and
only if h = hr,s for some r, s ∈ Z+, where

hr,s :=
r2 − 1

4
p− rs− 1

2
+
s2 − 1

4
p−1 =

(pr − s)2 − (p− 1)2

4p
. (2.4)

Due to the conformal weight symmetries hr+1,s+p = hr,s and hr,s = h−r,−s, we may assume
1 ≤ s ≤ p. For r ≥ 1 and 1 ≤ s ≤ p, we use the notation Vr,s = Vhr,s , and the notation
vr,s for a generating vector of conformal weight hr,s in Vr,s. Non-zero (necessarily injective)
homomorphisms between reducible Verma modules Vr,s are completely described by the
following embedding diagrams (see for example [IK, Section 5.3]):
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• For r ≥ 1 and 1 ≤ s ≤ p− 1, we have the diagram

Vr,s ←− Vr+1,p−s ←− Vr+2,s ←− Vr+3,p−s ←− · · · (2.5)

• For r ≥ 1 and s = p, we have the diagram

Vr,p ←− Vr+2,p ←− Vr+4,p ←− Vr+6,p ←− · · · (2.6)

For each r ≥ 1 and 1 ≤ s ≤ p, every non-zero submodule of Vr,s is generated by its singular
vectors, that is, its L(0)-eigenvectors which are annihilated by L(n) for n > 0 (see [IK,
Theorem 6.5]). Since a singular vector of conformal weight h in Vr,s induces a non-zero
Vir-module homomorphism Vh → Vr,s, we can thus make the following observations based
on the above embedding diagrams:

Proposition 2.2. For r ≥ 1 and 1 ≤ s ≤ p,

(1) Each non-zero submodule W in Vr,s or one of its quotients is generated by a unique
(up to scale) singular vector of minimal conformal weight in W .

(2) The unique irreducible quotient of Vr,s is

Lr,s =

{
Vr,s/Vr+1,p−s if 1 ≤ s ≤ p− 1
Vr,p/Vr+2,p if s = p

.

Taking (r, s) = (1, 1), the maximal proper submodule of V1,1 is generated by the singular
vector L(−1)v1,1, and the irreducible quotient L1,1 is a vertex operator algebra with vacuum
1 = v1,1 + 〈L(−1)v1,1〉 and conformal vector ω = L(−2)1 [FZ1]. We use L(p) to denote
L1,1 considered as a vertex operator algebra. Irreducible L(p)-modules are precisely the
irreducible quotients of Verma modules, that is, the Lr,s for r, s ∈ Z+ and the Vh for
h ∈ C\{hr,s | r, s ∈ Z+}. It was shown in [CJORY] that the category of C1-cofinite grading-
restricted generalized L(p)-modules equals the category of finite-length central-charge-cp,1
Vir-modules whose composition factors come from the Lr,s for r ≥ 1, 1 ≤ s ≤ p. Further,
Op admits the vertex algebraic braided tensor category structure of [HLZ1]-[HLZ8]; the
detailed structure of this tensor category was determined in [MY], where it was shown in
particular that Op is rigid.

The Zhu algebra A(L(p)) is isomorphic to C[x], with the isomorphism given by [ω] 7→ x
[FZ1]. Intertwining operators among L(p)-modules W can be studied using the A(L(p))-
bimodules A(W ); see [FZ1] for their precise definition. For our purposes here, we will
only need a special case of [MY, Proposition 2.5]; to prepare for its statement, note that a
conformal weight space of an L(p)-module with minimal conformal weight is an A(L(p))-
module on which [ω] acts by L(0):

Proposition 2.3. Let Y be a surjective intertwining operator of type
(

W3

W1W2

)
, where W1,

W2, and W3 are generalized L(p)-modules such that W2 is a quotient of a Verma module
Vh2, h2 ∈ C, and the conformal weight grading of W3 has the form W3 =

⊕
n∈N(W3)[h3+n]

for some h3 ∈ C. Then there is a surjective A(L(p))-module homomorphism

π(Y) : A(W1)⊗A(L(p)) Cvh2 → (W3)[h3].

In particular, if A(W1)⊗A(L(p))Cvh2 is finite dimensional and (W3)[h3] is non-zero, then h3
is an eigenvalue for the action of [ω] on A(W1)⊗A(L(p)) Cvh2.

Remark 2.4. In [MY, Proposition 2.5], it was assumed that W3 is finitely generated, but
this assumption was only used to ensure that the conformal weights of W3 are contained in
finitely many cosets of C/Z.
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We will need to use Proposition 2.3 in the special cases W1 = L1,2,L3,1. In these cases,
the A(L(p))-bimodule A(W1) was determined in [FZ2] (under the unnecessary assumption
p /∈ Q); see [FZ2, Example 2.12] or the calculations in [MY, Sections 3.1 and 5.1]. The
A(L(p)) ∼= C[x]-bimodule A(L1,2) is given by

A(L1,2) ∼= C[x, y]/(f1,2(x, y))

where

f1,2(x, y) =
(
x− y −

(
h1,2 + 1− p−1

))
(x− y − h1,2)− p−1y

and the left and right actions of [ω] are multiplication by x and y, respectively. Similarly,

A(L3,1) ∼= C[x, y]/(f3,1(x, y))

where

f3,1(x, y) = (x− y) ((x− y − h3,1)(x− y − 1)− 4py) .

Thus for any h ∈ C,

A(L1,2)⊗A(L(p)) Cvh ∼= C[x]/(f1,2(x, h)),

A(L3,1)⊗A(L(p)) Cvh ∼= C[x]/(f3,1(x, h)).

After finding the roots of f1,2(x, h) and f3,1(x, h), we use Proposition 2.3 to conclude:

Corollary 2.5. Let W2 and W3 be grading-restricted generalized L(p)-modules such that
W2 is a quotient of a Verma module Vh2 for some h2 ∈ C, and the conformal weight grading
of W3 has the form W3 =

⊕
n∈N(W3)[h3+n] for some h3 ∈ C with (W3)[h3] 6= 0.

(1) If there is a surjective intertwining operator of type
(

W3

L1,2W2

)
, then

h3 ∈
{
h2 +

p−1

4
± p−1

2

√
4ph2 + (p− 1)2

}
.

(2) If there is a surjective intertwining operator of type
(

W3

L3,1W2

)
, then

h3 ∈
{
h2, h2 + p±

√
4ph2 + (p− 1)2

}
.

We will also use a special case of [Li, Proposition 2.10], which says that under certain
conditions, the map π(Y) in the statement of Proposition 2.3 vanishes if and only if Y does:

Proposition 2.6. In the setting of Proposition 2.3, if W1, W2, and W3 are irreducible
L(p)-modules, then

dim IL(p)

(
W3

W1W2

)
≤ dim HomA(L(p))

(
A(W1)⊗A(L(p)) Cvh2 , (W3)[h3]

)
.

Remark 2.7. If W1, W2 = U(Vir) · vh2 , and W3 are irreducible L(p)-modules, then
dim(W3)[h3] = 1 and A(W1)⊗A(Lp)Cvh2 will be some quotient of C[x] as an A(L(p)) ∼= C[x]-
module. Thus the above proposition is simply the well-known fact that fusion rules for
irreducible Vir-modules are never greater than 1 (see in particular [FZ2, Lemma 2.20]).
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2.3. The singlet vertex operator algebras. In this subsection, we discuss definitions
and known results in the representation theory of the singlet vertex operator algebras,
mainly using notation from [CRW, CMY2]; see also [Ad1] for the first systematic mathe-
matical study of the singlet algebras. Fix an integer p > 1 and set

α+ =
√

2p, α− = −
√

2/p.

We define L = Zα+; this is a rank-1 even lattice because

〈α+, α+〉 = 2p.

The dual lattice of L is L◦ = Zα−2 .
Viewing C as an abelian Lie algebra with symmetric bilinear form 〈·, ·〉, we have the

associated rank-1 Heisenberg vertex algebra H. We use the symbol h to denote the basis
vector 1 of C, that is, 〈h, h〉 = 1. Then H is generated by the degree-one vector h(−1)1,
and the standard conformal vector of H is ωStd = 1

2h(−1)21. However, we shall consider H
as a vertex operator algebra with respect to the modified conformal vector

ω =
1

2
h(−1)21 +

p− 1√
2p

h(−2)1 = ωStd +
α0

2
h(−2)1,

where α0 = α+ +α−. With respect to this conformal vector, the Virasoro central charge of
H is cp,1 = 13− 6p− 6p−1, so the vertex operator subalgebra of H generated by ω is L(p).

The irreducible H-modules consist of the Heisenberg Fock modules Fλ for λ ∈ C, where
the unique (up to scale) lowest conformal weight vector vλ that generates Fλ satisfies

h(n)vλ = δn,0λvλ

for n ≥ 0. The lowest conformal weight of Fλ (with respect to ω, not ωStd) is

hλ =
1

2
λ(λ− α0), (2.7)

rather than the usual 1
2λ

2. The modification to ω also affects the H-module structure of
the contragredient F ′λ: we have

F ′λ ∼= Fα0−λ (2.8)

rather than the usual F−λ.
We will need to focus particularly on the Heisenberg weights in L◦, that is, λ ∈ Zα−2 .

Any such λ can be expressed as

αr,s =
1− r

2
α+ +

1− s
2

α−

for certain r, s ∈ Z. Thanks to the periodicity αr+1,s+p = αr,s, any λ ∈ L◦ is equal to a
unique αr,s with 1 ≤ s ≤ p. In particular, the Heisenberg weights λ ∈ L = Zα+ have the
form α2n+1,1 for n ∈ Z. The minimal conformal weight (2.7) of the Fock module Fαr,s is

hαr,s =
r2 − 1

4
p− rs− 1

2
+
s2 − 1

4
p−1.

For r ≥ 1 and 1 ≤ s ≤ p, this is exactly the Virasoro conformal weight hr,s defined in (2.4).
For r ≤ 0, symmetries of the Virasoro conformal weights show that hαr,s = h1−r,p−s. Also,
(2.8) specializes to

F ′αr,s ∼= Fα−r,−s =

{
Fα1−r,p−s if 1 ≤ s ≤ p− 1
Fα2−r,p if s = p
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for r ∈ Z and 1 ≤ s ≤ p.
The Heisenberg vertex operator algebra H is not semisimple as a Vir-module. In fact,

by [Ad1, Theorem 3.1], one way to define the singlet vertex operator algebraM(p) for any
integer p > 1 is that M(p) is the Virasoro socle of H. See [Ad1] also for another definition

of M(p) as the kernel of a certain screening operator Q̃ : H → Fα− . As a Vir-module,

M(p) ∼=
∞⊕
n=0

L2n+1,1, (2.9)

while as a vertex algebra, M(p) is generated by ω together with a Virasoro singular vector
H of conformal weight h3,1 = 2p−1 (see [Ad1, Theorem 3.2]). That is, H generates the Vir-
submodule L3,1 ⊆ M(p). We will use two notations for the modes of the vertex operator
YM (H,x) acting on any M(p)-module M :

YM (H,x) =
∑
n∈Z

Hn x
−n−1 =

∑
n∈Z

H(n)x−n−2p+1.

That is, H(n) = Hn+2p−2 is the mode of YM (H,x) that lowers conformal weight by n.
IrreducibleM(p)-modules were first classified in [Ad1]; see also [CRW, Section 2]. There

is a one-to-one correspondence between irreducible M(p)-modules and Heisenberg Fock
modules: For λ ∈ C \ L◦, Fλ remains irreducible as an M(p)-module, while for r ∈ Z,
1 ≤ s ≤ p, we define Mr,s = Soc(Fαr,s). The M(p)-module Mr,s is irreducible and:

• For s = p, Mr,p = Fαr,p .
• For 1 ≤ s ≤ p− 1, there is a non-split exact sequence

0 −→Mr,s −→ Fαr,s −→Mr+1,p−s −→ 0. (2.10)

The irreducible M(p)-modules which are Fock modules are the typical irreducible M(p)-
modules, while the M(p)-modules Mr,s for r ∈ Z, 1 ≤ s ≤ p− 1 are atypical.

For λ ∈ C, (2.8) shows that Fα0−λ is the M(p)-module contragredient of Fλ. In par-
ticular, F ′αr,p ∼= Fα2−r,p for r ∈ Z. For r ∈ Z and 1 ≤ s ≤ p − 1, dualizing (2.10)

shows that M′r,s is the unique irreducible quotient of F ′αr,s ∼= Fα1−r,p−s . Then substituting

(r, s) 7→ (1− r, p− s) in (2.10) shows that

M′r,s ∼=M2−r,s (2.11)

is valid for all r ∈ Z and 1 ≤ s ≤ p.
The M(p)-modules Mr,s are semisimple as Vir-modules:

Mr,s
∼=
∞⊕
n=0

Lr+2n,s
∼=M2−r,s (2.12)

for r ≥ 1, 1 ≤ s ≤ p. The isomorphism of Mr,s and M2−r,s as Vir-modules is expected
because these are a contragredient pair, and because semisimple L(p)-modules are self-
contragredient; but Mr,s and M2−r,s are not isomorphic as M(p)-modules unless r = 1.
From (2.12), we see that the minimal conformal weight ofMr,s is hr,s if r ≥ 1 and h2−r,s if
r ≤ 1, and that M(p) itself is identified with the atypical simple (and self-contragredient)
moduleM1,1. From now on, we will typically use the notationM1,1 when we are considering
M(p) as a module for itself.

In [CMY2], we found two categories of grading-restricted generalizedM(p)-modules that
admit the vertex algebraic braided tensor category structure of [HLZ1]-[HLZ8]. We also
showed that these categories are rigid, so they are in particular braided ribbon tensor
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categories. The first category, denoted CM(p), is the category of all finite-length grading-
restricted generalized M(p)-modules whose composition factors come from the Mr,s for
r ∈ Z, 1 ≤ s ≤ p. This category is rather wild; for example, the irreducible modules Mr,s

do not have projective covers in CM(p).
To define the second braided tensor category of M(p)-modules, we need to recall the

direct limit completion Ind(Op), constructed in [CMY1], of the category Op of C1-cofinite
grading-restricted generalized L(p)-modules, and we also need to recall the triplet vertex
operator algebra W(p). First, Ind(Op) is the category of generalized L(p)-modules which
are the unions, equivalently the sums, of their C1-cofinite L(p)-submodules; it has the vertex
algebraic braided tensor category structure of [HLZ1]-[HLZ8] by [CMY1, Theorem 7.1]. The
decomposition (2.9) shows thatM(p), as an L(p)-module, is an object of Ind(Op), and thus
M(p) is a commutative algebra in the braided tensor category Ind(Op) by [HKL, Theorem
3.2], or more precisely [CMY1, Theorem 7.5]. Consequently, as in [KO, CKM1], we have a
tensor category RepM(p) of not-necessarily-local M(p)-modules which, as L(p)-modules,
are objects of Ind(Op). The subcategory Rep0M(p) of (local) generalized M(p)-modules
which, as L(p)-modules, are objects of Ind(Op) is a vertex algebraic braided tensor category
by [CKM1, Theorem 3.65], or more precisely [CMY1, Theorem 7.7].

The tensor categories Op and RepM(p) are related by the induction functor

FM(p) : Op → RepM(p)

W 7→ M(p) �W

f 7→ IdM(p) � f

where � denotes the tensor product bifunctor on Ind(Op). Induction is a monoidal functor
by [KO, Theorem 1.6(3)] or [CKM1, Theorem 2.59]. Induction is also exact because Op
is a rigid tensor category (see the proof of [CMY2, Proposition 3.2.4]). Further, induction
satisfies Frobenius reciprocity, that is, there is a natural isomorphism

HomL(p)(W,M)
∼=−→ HomM(p)(FM(p)(W ),M)

for grading-restricted generalized modules L(p)-modules W in Op and generalized M(p)-
modules M in RepM(p).

Now the triplet vertex operator algebra W(p) is a C2-cofinite but non-rational simple
current extension of M(p). Triplet vertex operator algebras have been studied extensively
(see for example [FHST, FGST1, FGST2, CF, GR, AM1, AM2, NT, TW, MY], but we will
not need too much from the representation theory of W(p) here. By [AM1, Theorem 1.1],

W(p) ∼=
⊕
n≥0

(2n+ 1) · L2n+1,1 (2.13)

as an L(p)-module, while

W(p) ∼=
⊕
n∈Z
M2n+1,1 (2.14)

as an M(p)-module (see for example [CMY2, Section 3.2]).
By (2.13), W(p) as an L(p)-module is an object of Ind(Op), and thus W(p) as anM(p)-

module is an object of Rep0M(p). Thus W(p) is a commutative algebra in Rep0M(p),
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there is a tensor category RepW(p) of not-necessarily-localW(p)-modules which, asM(p)-
modules, are objects of Rep0M(p), and we have the exact monoidal induction functor

FW(p) : Rep0M(p)→ RepW(p)

M 7→ W(p) �M

f 7→ IdW(p) � f

where � now denotes the tensor product bifunctor on Rep0M(p). In [CMY2], we showed
that every grading-restricted generalized W(p)-module is an object of RepW(p).

Now we define, as in [CMY2], the category C0M(p) ofM(p)-modules to be the full subcat-

egory of Rep0M(p) whose objects induce to grading-restricted generalized W(p)-modules.
By [CMY2, Theorem 3.3.1], C0M(p) is a tensor subcategory of CM(p); in particular, C0M(p)

is closed under submodules, quotients, and tensor products, and every object of C0M(p) is

a finite-length grading-restricted generalizedM(p)-module. The irreducibleM(p)-modules
Mr,s for r ∈ Z, 1 ≤ s ≤ p are objects of C0M(p) (see [CMY2, Proposition 3.2.5]), and each

Mr,s has a projective cover Pr,s in C0M(p), although not in CM(p) (see [CMY2, Section 5.1]):

• For s = p, Pr,p =Mr,p for all r ∈ Z (recall that this is also the Fock module Fαr,p).
• For 1 ≤ s ≤ p − 1, Pr,s is a length-4 indecomposable M(p)-module with Loewy

diagram

Mr,s

Pr,s: Mr−1,p−s Mr+1,p−s

Mr,s

. (2.15)

The rows of the Loewy diagram indicate the socle series of Pr,s, so in particular
Soc(Pr,s) ∼=Mr,s and Soc(Pr,s/Mr,s) ∼=Mr−1,p−s ⊕Mr+1,p−s. An arrow between
two nodes of the diagram indicates that the corresponding length-2 subquotient of
Pr,s is indecomposable, with the arrow pointing towards the quotient of the length-2
subquotient.

Remark 2.8. From the projectivity of Pr,s in C0M(p), the Loewy diagram (2.15), and the

surjection Fαr−1,p−s →Mr,s in C0M(p), it is easy to see that there is a non-split exact sequence

0 −→ Fαr,s −→ Pr,s −→ Fαr−1,p−s −→ 0

of M(p)-modules.

In the next section, we will need theM(p)-module inductions of simple L(p)-modules in
Op; a couple cases of the following proposition were also obtained in [GN, Lemma 11.4]:

Proposition 2.9. For r ≥ 1 and 1 ≤ s ≤ p,

FM(p)(Lr,s) ∼=
r⊕

k=1

M2k−r,s.
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Proof. From (2.12), there is a non-zero (and one-dimensional) space of L(p)-module homo-
morphisms Lr,s →Mr′,s′ if and only if s′ = s and for some n ∈ N,

r′ =

{
r − 2n if r′ ≥ 1
2− r + 2n if r′ < 1

.

Thus by Frobenius reciprocity, there is a non-zero (necessarily surjective) M(p)-module
homomorphism fk : FM(p)(Lr,s) → M2k−r,s for each k ∈ {1, . . . , r}. We combine these
maps into a homomorphism

F =
r∑

k=1

qk ◦ fk : FM(p)(Lr,s) −→
r⊕

k=1

M2k−r,s,

where qk is the inclusion of M2k−r,s into the direct sum. Because the M2k−r,s are non-
isomorphic simple M(p)-modules and each fk is surjective, F is surjective as well.

To show that F is also injective and thus an isomorphism, it is enough to show that
FM(p)(Lr,s) and

⊕r
k=1M2k−r,s are isomorphic as Vir-modules, since this will show they

are isomorphic as graded vector spaces with finite-dimensional homogeneous subspaces. In
fact, (2.9) and the Virasoro fusion rules in [MY, Theorem 4.3] show that as L(p)-modules,

FM(p)(Lr,s) ∼=
∞⊕
n=0

L2n+1,1 � Lr,s ∼=
∞⊕
n=0

r+2n⊕
k=|2n+1−r|+1
k≡r mod 2

Lk,s.

We need to determine the multiplicity of Lr+2m,s in this sum for m ≥ − r−1
2 : Lr+2m,s

appears once for each n ≥ 0 such that

|2n+ 1− r|+ 1 ≤ r + 2m ≤ r + 2n.

Rearranging these inequalities, we see that Lr+2m,s occurs once for each n ≥ 0 such that

|m| ≤ n ≤ m+ r − 1.

From this, we can see that as L(p)-modules,

FM(p)(Lr,s) ∼=
⊕

− r−1
2
≤m<0

(r − 2|m|) · Lr+2m,s ⊕
∞⊕
m=0

r · Lr+2m,s

∼=

{ ⊕ r−2
2

k=0 2 ·
⊕∞

m=0 Lr−2k+2m,s if r ≡ 0 mod 2⊕∞
m=0 L2m+1,s ⊕

⊕ r−3
2

k=0 2 ·
⊕∞

m=0 Lr−2k+2m,s if r ≡ 1 mod 2

∼=
r⊕

k=1

M2k−r,s,

where the last isomorphism follows from (2.12). This proves the proposition. �

We will also need a criterion for determining when generalizedM(p)-modules are objects
of C0M(p). Note that [CKM1, Proposition 2.65] shows that an object M of Rep0M(p) is

an object of C0M(p) if and only if the monodromy, or double braiding, of W(p) with M is

trivial. By (2.14), this is equivalent to

R2
M2n+1,1,M := RM,M2n+1,1 ◦ RM2n+1,1,M = IdM2n+1,1�M
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for all n ∈ Z. But since M3,1 generates the group of simple currents {M2n+1,1}n∈Z by
[CMY2, Lemma 3.2.1], it is actually necessary and sufficient that

R2
M3,1,M = IdM3,1,M

(see [CKL, Theorem 2.11(2)]).

Lemma 2.10. Suppose we have a short exact sequence

0 −→ A −→M −→ B −→ 0

of generalized M(p)-modules such that A and B are objects of C0M(p) having no composition

factors in common. Then M is also an object of C0M(p).

Proof. Since A and B are (finite-length) objects of C0M(p), M is a finite-lengthM(p)-module

in CM(p). Thus M is also an object of Rep0M(p) by [CMY2, Proposition 3.1.3]. By the

discussion preceding the proposition, it is now enough to show that R2
M3,1,M

= IdM3,1,M .

We will show that if R2
M3,1,M

6= IdM3,1,M , then A and B must share a common compo-

sition factor. Since A and B are objects of C0M(p), since the tensoring functor M3,1 � • is

exact, and since the monodromy isomorphisms are natural, we have a commuting diagram

0 //M3,1 �A //

IdM3,1�A

��

M3,1 �M //

R2
M3,1,M

��

M3,1 �B

IdM3,1�B

��

// 0

0 //M3,1 �A //M3,1 �M //M3,1 �B // 0

with exact rows. Thus M3,1 �A is a submodule of M3,1 �M . Moreover,N := R2
M3,1,M

−
IdM3,1�M is an M(p)-module endomorphism of M3,1 �M such that

ImN ⊆M3,1 �A ⊆ KerN .
Thus if N 6= 0, there is a non-zero homomorphism

M3,1 �B
∼=−→ (M3,1 �M)/(M3,1 �A)

� (M3,1 �M)/KerN
∼=−→ ImN

↪→M3,1 �A.

Since this composition is non-zero, any irreducible submodule of its image (in M3,1 � A)
occurs as a subquotient ofM3,1�B, showing thatM3,1�A andM3,1�B share a common
composition factor.

Now becauseM3,1 is a simple currentM(p)-module with inverseM0,1, the composition
factors of A, respectively B, are obtained by tensoring the composition factors ofM3,1�A,
respectively M3,1 � B, with M0,1 (see for example [CKLR, Proposition 2.5(5)]). Thus A
and B also share a common composition factor. �

3. Tensor categories of M(p)-modules

In this section we prove that the category OM(p) of C1-cofinite grading-restricted gener-
alizedM(p)-modules has the vertex algebraic braided tensor category structure of [HLZ1]-
[HLZ8]. By [CMR, Theorem 13], all irreducible M(p)-modules are C1-cofinite, so [CY,
Theorem 3.3.4] implies that OM(p) is a braided tensor category if it is equal to the cate-
gory of finite-length generalizedM(p)-modules. For this, [CY, Theorem 3.3.5] implies that
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it is enough to show that the generalized Verma M(p)-module induced from any finite-
dimensional irreducible A(M(p))-module has finite length. We prove this next.

3.1. Generalized Verma M(p)-modules. We first show that the generalized Verma
M(p)-module Gλ induced from the simple A(M(p))-module T (Fλ), λ ∈ C \ L◦, is sim-
ple; the argument is based on the proof of [AM1, Theorem 4.4]. Note that T (Fλ) = Cvλ,
where vλ is a generating vector in Fλ of minimal conformal weight hλ.

Theorem 3.1. For λ ∈ C \ L◦, the generalized Verma M(p)-module Gλ is isomorphic to
the typical irreducible Fock module Fλ.

Proof. First observe that as a Vir-module, Fλ is isomorphic to the irreducible Verma module
Vhλ : Since Fλ contains a Virasoro singular vector of conformal weight hλ, there is a non-zero
Vir-module homomorphism Vhλ → Fλ. This map is injective because Vhλ is irreducible for
hλ 6= hr,s, and then it is also surjective because Vhλ and Fλ have the same graded dimension.

Now by the universal property of generalized VermaM(p)-modules, there is a surjection
Gλ → Fλ and thus a short exact sequence

0 −→ K −→ Gλ −→ Fλ −→ 0

of M(p)-modules, with K denoting the kernel. Because Gλ contains a Virasoro singular
vector of conformal weight hλ and Fλ ∼= Vhλ as Vir-modules, this exact sequence splits
when considered as a sequence of Vir-module homomorphisms. That is, Fλ occurs as a
Vir-submodule of Gλ and thus also as a Vir-module direct summand. So there is a Vir-
module projection π : Gλ → K.

Recall that the Virasoro singular vector H ∈ M(p) generates the Vir-submodule L3,1 ⊆
M(p). Thus we may consider the L(p)-module intertwining operator

Y = π ◦ YGλ |L3,1⊗Fλ
of type

(
K

L3,1 Fλ

)
. If the Vir-submodule ImY ⊆ K is non-zero, its minimal conformal weight

is one of

hλ, hλ + p±
√

4phλ + (p− 1)2

by Corollary 2.5(2). Since the surjection Gλ → Fλ is an isomorphism on top levels, the
conformal weights of ImY ⊆ K are contained in hλ+Z+, so that hλ cannot be the minimal
conformal weight of ImY. The remaining two options are also impossible because

p±
√

4phλ + (p− 1)2 ∈ Z←→ hλ =
n2 − (p− 1)2

4p

for some n ∈ Z, that is, hλ = hr,s for some r ∈ Z, 1 ≤ s ≤ p. We conclude that ImY has
no minimal conformal weight, that is, ImY = 0.

We have now shown that YGλ(H,x) preserves the Vir-submodule Fλ ⊆ Gλ. Since ω and
H generate M(p), this shows that Fλ is actually the M(p)-submodule of Gλ generated by
vλ. Since vλ generates Gλ as an M(p)-module, it follows that Gλ = Fλ. �

Now for r ∈ Z and 1 ≤ s ≤ p, we use Gr,s to denote the generalized VermaM(p)-module
induced from T (Mr,s). To determine Gr,s, we first identify candidates obtained as quotients

of the projective covers Pr,s in C0M(p): we define G̃r,s to be the maximal quotient of Pr,s
having a one-dimensional top level isomorphic to T (Mr,s). More specifically:

• If s = p, then G̃r,p =Mr,p (= Fαr,p = Pr,p).
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• If 1 ≤ s ≤ p − 1, then we deduce from (2.15) and the lowest conformal weights of
irreducible M(p)-modules that there is a non-split short exact sequence

0 −→ Soc(G̃r,s) −→ G̃r,s −→Mr,s −→ 0 (3.1)

with

Soc(G̃r,s) ∼=

 Mr+1,p−s if r > 1
M0,s ⊕M2,s if r = 1
Mr−1,p−s if r < 1

. (3.2)

Note that G̃r,s ∼= Fαr−1,p−s if r < 1 and 1 ≤ s ≤ p− 1.

For any r and s, the universal property of generalized Verma M(p)-modules yields a sur-

jection πr,s : Gr,s → G̃r,s. Our goal is to show that πr,s is actually an isomorphism.
To handle the cases r ≥ 1 and r ≤ 1 simultaneously, we fix r ≥ 1 and use r′ to denote

either r or 2 − r. Recall that Mr,s and M2−r,s are isomorphic as Vir-modules and in
particular have the same lowest conformal weight hr,s.

Lemma 3.2. Let ṽr,s be a generating vector for G̃r′,s of conformal weight hr,s. Then the

Vir-submodule of G̃r′,s generated by ṽr,s is isomorphic to Vr,s/Vr+2,s.

Proof. Since ṽr,s is a Virasoro singular vector of conformal weight hr,s, the Vir-submodule it

generates is a quotient of Vr,s. When s = p, the Vir-module structure (2.12) of G̃r′,p =Mr′,p

shows that ṽr,p generates a Vir-module isomorphic to Lr,p. Then by Proposition 2.2(2),
Lr,p ∼= Vr,p/Vr+2,p as required.

When 1 ≤ s ≤ p − 1, the embedding diagram (2.5) shows that the first two non-trivial
singular vectors in Vr,s have the form

vr+1,p−s = σr+1,p−s · vr,s and vr+2,s = σr+2,s · vr+1,p−s

for suitable σr+1,p−s, σr+2,s ∈ U(Vir−), where the three singular vectors vr,s, vr+1,p−s, and
vr+2,s have conformal weights hr,s, hr+1,p−s, and hr+2,s, respectively. Thus to prove the
lemma when 1 ≤ s ≤ p− 1, we need to show

σr+1,p−s · ṽr,s 6= 0 (3.3)

while

σr+2,sσr+1,p−s · ṽr,s = 0. (3.4)

To prove (3.3), suppose to the contrary that σr+1,p−s · ṽr,s = 0; this would imply that ṽr,s
generates a Vir-submodule of G̃r′,s isomorphic to Lr,s. Then Frobenius reciprocity applied

to the inclusion Lr,s ↪→ G̃r′,s yields a non-zero M(p)-module homomorphism

FM(p)(Lr,s)→ G̃r′,s.

Since FM(p)(Lr,s) ∼=
⊕r

k=1M2k−r,s by Proposition 2.9, we get an M(p)-module injection

M2k−r,s ↪→ G̃r′,s for at least one k ∈ {1, 2, . . . , r}. But since the M(p)-module exact

sequence (3.1) does not split, no M2k−r,s occurs as a submodule of G̃r′,s. Thus Lr,s cannot

occur as a Vir-submodule of G̃r′,s, proving (3.3).

To prove (3.4), note from (2.12) that the Vir-submodule of G̃r′,s/Soc(G̃r′,s) ∼= Mr′,s

generated by ṽr,s + Soc(G̃r′,s) is isomorphic to Lr,s. Thus

σr+1,p−s · ṽr,s ∈ Soc(G̃r′,s),
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and this is a Virasoro singular vector of conformal weight hr+1,p−s. Since (3.2) and (2.12)

show that Soc(G̃r′,s) is semisimple as a Vir-module, σr+1,p−s ·ṽr,s generates a Vir-submodule
isomorphic to Lr+1,p−s which in particular does not contain any singular vector of conformal
weight hr+2,s. Thus (3.4) holds, completing the proof of the lemma. �

Now we begin to study Gr′,s. We use vr,s to denote a non-zero vector in the top level
T (Gr′,s). It is a Virasoro singular vector of conformal weight hr,s and thus generates a

Vir-submodule Ṽr,s which is a quotient of the Verma module Vr,s. From the embedding
diagrams (2.5) and (2.6), Vr,s contains a singular vector of conformal weight hr+2,s, and we

use vr+2,s to denote its image in Ṽr,s. Note that vr+2,s could possibly be 0 (and in fact, we

will show that it is 0). Let K denote the kernel of πr′,s : Gr′,s → G̃r′,s, so that we have a
short exact sequence

0 −→ K −→ Gr′,s −→ G̃r′,s −→ 0 (3.5)

of M(p)-modules.

Lemma 3.3. The Vir-submodule Ṽr,s ∩K in Gr′,s is generated by vr+2,s.

Proof. The commutative diagram of Vir-module surjections

Vr,s

((��

Ṽr,s
πr′,s|Ṽr,s

// U(Vir) · ṽr,s

combined with Lemma 3.2 shows that Ṽr,s∩K is the image in Ṽr,s of the Verma submodule
Vr+2,s ⊆ Vr,s. Since this Verma submodule is generated by a preimage of vr+2,s, it follows

that vr+2,s generates Ṽr,s ∩K as a Vir-module. �

The crucial next lemma considerably strengthens the preceding lemma:

Lemma 3.4. The kernel K is generated by vr+2,s as an M(p)-module.

Proof. The preceding lemma shows that vr+2,s ∈ K, so the M(p)-submodule 〈vr+2,s〉 gen-
erated by vr+2,s is contained in K. Then to prove the reverse inclusion, it is enough to show

that the M(p)-module surjection Gr′,s/〈vr+2,s〉� G̃r′,s induced by πr′,s is an isomorphism.
We first claim that Gr′,s/〈vr+2,s〉, as an L(p)-module, is an object of the direct limit

completion Ind(Op), that is, Gr′,s/〈vr+2,s〉 is the sum of C1-cofinite L(p)-submodules. To
prove this, note that the preceding lemma implies

Ṽr,s ∩ 〈vr+2,s〉 = Ṽr,s ∩K,

so that as Vir-modules,

(Ṽr,s + 〈vr+2,s〉)/〈vr+2,s〉 ∼= Ṽr,s/(Ṽr,s ∩ 〈vr+2,s〉)

= Ṽr,s/(Ṽr,s ∩K) ∼= Vr,s/Vr+2,s,
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using Lemma 3.2 for the last isomorphism. This shows Vr,s/Vr+2,s is a (C1-cofinite) L(p)-
submodule of Gr′,s/〈vr+2,s〉, and it generates Gr′,s/〈vr+2,s〉 as anM(p)-module since it con-
tains vr,s + 〈vr+2,s〉. Thus since M(p) ∼=

⊕∞
n=0 L2n+1,1 as an L(p)-module, we have

Gr′.s/〈vr+2,s〉 = ImYGr′,s/〈vr+2,s〉|M(p)⊗(Vr,s/Vr+2,s)

=
∞∑
n=0

ImYGr′,s/〈vr+2,s〉|L2n+1,1⊗(Vr,s/Vr+2,s).

Each ImYGr′,s/〈vr+2,s〉|L2n+1,1⊗(Vr,s/Vr+2,s) is a C1-cofinite L(p)-module by [Miy, Key Theo-

rem], so Gr′,s/〈vr+2,s〉, as an L(p)-module, is the sum of Op-submodules.

We now know that Gr′,s/〈vr+2,s〉 is an object in the braided tensor category Rep0M(p)
of generalized M(p)-modules that, as L(p)-modules, are objects of Ind(Op). Thus the
L(p)-module inclusion Vr,s/Vr+2,s ↪→ Gr′,s/〈vr+2,s〉 induces, by Frobenius reciprocity, an
M(p)-module homomorphism

FM(p)(Vr,s/Vr+2,s) −→ Gr′,s/〈vr+2,s〉;
this map is surjective because its image contains the generating vector vr,s + 〈vr+2,s〉. Thus
because the M(p)-module category C0M(p) is closed under quotients, Gr′,s/〈vr+2,s〉 will be

an object of C0M(p) if the same holds for FM(p)(Vr,s/Vr+2,s).

For s = p, FM(p)(Vr,p/Vr+2,p) ∼= FM(p)(Lr,p) is an object of C0M(p) by Proposition 2.9.

For 1 ≤ s ≤ p− 1, the Vir-module exact sequence

0 −→ Lr+1,p−s −→ Vr,s/Vr+2,s −→ Lr,s −→ 0

induces to an M(p)-module exact sequence

0 −→
r+1⊕
k=1

M2k−r−1,p−s −→ FM(p)(Vr,s/Vr+2,s) −→
r⊕

k=1

M2k−r,s −→ 0

by Proposition 2.9 and exactness of induction. Since {M2k−r−1,p−s}r+1
k=1 and {M2k−r,s}rk=1

are disjoint sets of irreducibleM(p)-modules which are objects of C0M(p), Lemma 2.10 shows

that FM(p)(Vr,s/Vr+2,s) is an object of C0M(p), and thus so is Gr′,s/〈vr+2,s〉.
Now since both Gr′,s/〈vr+2,s〉 and Pr′,s surject onto G̃r′,s, since Gr′,s/〈vr+2,s〉 is an object

of C0M(p), and since Pr′,s is projective in C0M(p), we get a commuting diagram

Pr′,s

ww ��

Gr′,s/〈vr+2,s〉 // G̃r′,s

ofM(p)-module homomorphisms, with the horizontal and vertical arrows surjective. In ad-
dition, the horizontal arrow restricts to an isomorphism of conformal-weight-hr,s spaces, so
the generator vr,s+〈vr+2,s〉 of Gr′,s/〈vr+2,s〉 is in the image of the map Pr′,s → Gr′,s/〈vr+2,s〉.
Thus Gr′,s/〈vr+2,s〉 is a quotient of Pr′,s with a one-dimensional top level isomorphic to

T (Mr′,s). Since we defined G̃r′,s to be a maximal such quotient, the horizontal arrow in the
above diagram must be an isomorphism, completing the proof of the lemma. �

Now that we know K is generated by vr+2,s as anM(p)-module, the next lemma further
elucidates the structure of K:
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Lemma 3.5. The generator vr+2,s of K is contained in the top level T (K) and generates
an A(M(p))-module isomorphic to a quotient of T (Mr+2,s ⊕M−r,s).

Proof. To show vr+2,s ∈ T (K), we need to show vnvr+2,s = 0 for any homogeneous v ∈M(p)
and n ∈ Z such that wt v − n− 1 < 0. For v = ω, this is clear because vr+2,s is the image
in Gr′,s of a Virasoro singular vector in Vr,s.

For v = H, recall that H generates a Vir-submodule of M(p) isomorphic to L3,1, so
consider the L(p)-module intertwining operator

Y = YGr′,s |L3,1⊗(Ṽr,s∩K)
.

By Lemma 3.3, Ṽr,s∩K is a quotient of Vr+2,s, so Corollary 2.5(2) implies that the minimal
conformal weight of the Vir-submodule ImY ⊆ Gr′,s is one of

hr+2,s, hr+2,s + p±
√

4phr+2,s + (p− 1)2.

These conformal weights turn out to be hr,s, hr+2,s, hr+4,s. Consider the quotient of ImY
by the Vir-submodule generated by (ImY)[hr,s] (note this submodule might be 0). Since Y
induces a surjective intertwining operator of type

(ImY/〈(ImY)[hr,s]〉
L3,1 Ṽr,s∩K

)
, Corollary 2.5(2) again

implies that if ImY/〈(ImY)[hr,s]〉 6= 0, then its minimal conformal weight is one of hr+2,s,
hr+4,s. Since wtH(n)vr+2,s = hr+2,s − n, this means that

H(n)vr+2,s ∈ 〈(ImY)[hr,s]〉 ⊆ Ṽr,s

for all n > 0. We also have H(n)vr+2,s ∈ K because vr+2,s ∈ K and K is an M(p)-
submodule of Gr′,s. Then by Lemma 3.3,

H(n)vr+2,s ∈ Ṽr,s ∩K = U(Vir−) · vr+2,s,

so that H(n)vr+2,s = 0 for n > 0.
Now for general homogeneous v ∈ M(p), it will follow that vnvr+2,s = 0 for n ∈ Z such

that wt v − n− 1 < 0 if we can show that each mode of the vertex operator YGr′,s(v, x) can

be expressed as an (infinite) linear combination of monomials of the form

v(1)n1
v(2)n2
· · · v(k)nk

,

where v(i) ∈ {ω,H} for each i = 1, 2, . . . , k and all modes that weakly raise conformal
weight appear to the left of all modes that strictly lower conformal weight. We can prove
this by induction on wt v, with the base case v = 1 obvious.

Now consider wt v > 0 and suppose the inductive hypothesis has been proved for all
weights less than wt v. By [Ad1, Theorem 4.2(i)], it is enough to consider the two cases
v = L(−m)ṽ for some m ≥ 2, ṽ ∈ M(p)(wt v−m) and v = H−nṽ for some n ≥ 1, ṽ ∈
M(p)(wt v−2p−n+2). For the case v = H−nṽ, the Jacobi identity iterate (2.3) and commutator
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(2.2) formulas yield

YGr′,s(H−nṽ, x) =
∑
i≥0

(−1)i
(
−n
i

)(
H−n−ix

iYGr′,s(ṽ, x)− (−1)nx−n−iYGr′,s(ṽ, x)Hi

)
=
∑
i≥0

(−1)i
(
−n
i

)
H−n−ix

iYGr′,s(ṽ, x)−
∑

i≥2p−1
(−1)n+i

(
−n
i

)
x−n−iYGr′,s(ṽ, x)Hi

−
2p−2∑
i=0

(−1)n+i
(
−n
i

)
x−n−i

(
HiYGr′,s(ṽ, x)−

∑
j≥0

(
i

j

)
xi−jYGr′,s(Hj ṽ, x)

)
.

Since the weights of ṽ and Hj ṽ for j ≥ 0 are strictly less than wt v, it follows by induction
that the modes of YGr′,s(H−nṽ, x) can be expressed in the required manner. The case

v = L(−m)ṽ is similar, so this completes the proof that vr+2,s ∈ T (K).
Finally, we need to determine the A(M(p))-submodule of T (K) generated by vr+2,s. By

[Ad1, Theorem 6.1], there is an isomorphism

A(M(p))→ C[x, y]/(P (x, y))

[ω] 7→ x+ (P (x, y))

[H] 7→ y + (P (x, y))

where

P (x, y) = y2 − Cp(x− h1,p)
p−1∏
s=1

(x− h1,s)2 for Cp =
(4p)2p−1

((2p− 1)!)2
.

Thus

H(0)2 = Cp(L(0)− h1,p)
p−1∏
s=1

(L(0)− h1,s)2 (3.6)

on T (K). Since vr+2,s is an L(0)-eigenvector, this means A(M(p)) · vr+2,s is spanned by
vr+2,s and H(0)vr+2,s; moreover, A(M(p)) · vr+2,s is a quotient of the two-dimensional
A(M(p))-module Tr+2,s on which [ω] and [H] act by the matrices

[ω] =

[
hr+2,s 0

0 hr+2,s

]
, [H] =

[
0 Cp(hr+2,s − h1,p)

∏p−1
s=1(hr+2,s − h1,s)2

1 0

]
.

The [H]-eigenvalue(s) on Tr+2,s are the square root(s) of

Cp(hr+2,s − h1,p)
p−1∏
s=1

(hr+2,s − h1,s)2.

Because T (Mr+2,s) and T (M−r,s) are two distinct one-dimensional A(M(p))-modules on
which [H] acts by such square root(s) (while [ω] acts on both by hr+2,s), the [H]-eigenvalues
on Tr+2,s must be distinct and we conclude

Tr+2,s
∼= T (Mr+2,s)⊕ T (M−r,s).

Thus A(M(p)) · vr+2,s is a quotient of T (Mr+2,s ⊕M−r,s). �

Finally, we are ready to prove:

Theorem 3.6. For r ∈ Z and 1 ≤ s ≤ p, the generalized Verma M(p)-module Gr,s is

isomorphic to G̃r,s. In particular, Gr,s is a finite-length M(p)-module in C0M(p).
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Proof. To handle the cases r ≥ 1 and r ≤ 1 simultaneously, we continue to fix r ≥ 1
and take r′ to be either r or 2 − r. We need to show that the kernel K of the surjection

πr′,s : Gr′,s → G̃r′,s is 0. From Lemmas 3.4 and 3.5, together with the universal property of
generalized Verma M(p)-modules, we know that K is some quotient of Gr+2,s ⊕ G−r,s.

Assume towards a contradiction that K 6= 0, in which case K has a maximal proper
submodule J such that K/J ∼= Mr′′,s for either r′′ = r + 2 or r′′ = −r. Then we get an
exact sequence

0 −→Mr′′,s −→ Gr′,s/J −→ G̃r′,s −→ 0

of M(p)-modules. Note that Mr′′,s and G̃r′,s are both objects of C0M(p), and that Mr′′,s is

not a composition factor of G̃r′,s by (3.1) and (3.2). Thus Gr′,s/J is an object of C0M(p) by

Lemma 2.10. Then because Pr′,s is projective in C0M(p), and because both Gr′,s/J and Pr′,s
surject onto G̃r′,s, there is a commuting diagram

Pr′,s

yy ��

Gr′,s/J // G̃r′,s

of M(p)-module homomorphisms, with the horizontal and vertical arrows both surjective.
As in the proof of Lemma 3.4, the generator vr,s + J is in the image of the map Pr′,s →
Gr′,s/J , so Gr′,s/J is a quotient of Pr′,s. But this is impossible because Mr′′,s is not a
composition factor of Pr′,s, so in fact K must be 0. �

3.2. Existence of tensor category structure. Let OM(p) denote the category of C1-
cofinite grading-restricted generalizedM(p)-modules. In light of Theorems 3.1 and 3.6, we
can now use [CY, Theorems 3.3.4 and 3.3.5] to immediately conclude:

Theorem 3.7. The category OM(p) equals the category of finite-length grading-restricted
generalized M(p)-modules and admits the vertex algebraic braided tensor category structure
of [HLZ1]-[HLZ8].

Remark 3.8. Since the irreducibleM(p)-modulesMr,s are C1-cofinite, the braided tensor
categories CM(p) and C0M(p) are subcategories of OM(p). By [CMY2, Proposition 3.1.1],

they are also tensor subcategories; in particular, the tensor product formulas of [CMY2,
Theorem 5.2.1] hold in OM(p).

Our next goal is to find a tensor subcategory of OM(p) that contains C0M(p) and in which

the typical Fock modules Fλ will be projective. Recall that C0M(p) is defined as the subcate-

gory of Rep0M(p) whose objects induce to (untwisted) W(p)-modules. We also recall that
W(p) has automorphism group PSL(2,C) [ALM1] and thatM(p) ⊆ W(p) is the fixed-point
subalgebra for the one-dimensional torus T∨ ⊆ PSL(2,C). We can identify T∨ = C/L◦
acting on W(p) ∼=

⊕
n∈ZM2n+1,1 by

(β + L◦)|M2n+1,1 = e2πiα2n+1,1βIdM2n+1,1

for β ∈ C (recall that L = {α2n+1,1 |n ∈ Z}). Then we could consider the T∨-graded
subcategory of OM(p) whose objects M are homogeneous of degree t∨ ∈ T∨ if FW(p)(M) is

a t∨-twisted W(p)-module, so that C0M(p) would be the subcategory of degree 0.
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However, we will actually need to grade our subcategory of OM(p) more finely by the
double cover T = C/2L◦ of T∨, which we can view as the one-dimensional torus of
SL(2,C). This is the automorphism group of the doublet abelian intertwining algebra
A(p) ∼=

⊕
r∈ZMr,1, which is a simple current extension of W(p) [AM3, ACGY]. Simi-

lar to before, M(p) is the T -fixed-point subalgebra of A(p), so for t ∈ T , it would make
sense to consider the subcategory of OM(p) whose objects induce to t-twisted A(p)-modules.
However, since the theory of twisted modules for abelian intertwining algebras is not well
developed, it is more straightforward to define this subcategory in terms of monodromies
with the generator M2,1 of the group of simple current M(p)-modules {Mr,1 | r ∈ Z}.
Note that the monodromy condition of the following definition is a straightforward twisted
module generalization of the monodromy condition in [CKM1, Proposition 2.65]:

Definition 3.9. For t = β+ 2L◦ ∈ T , we define OtM(p) to be the full subcategory of OM(p)

consisting of M(p)-modules M such that

R2
M2,1,M = e−2πiα2,1βIdM2,1�M (= eπiα+βIdM2,1�M = eπiβ

√
2pIdM2,1�M ). (3.7)

Remark 3.10. The negative sign in the first exponential of (3.7) is included to ensure
consistency with the usual definition of twisted module for a vertex operator algebra: If
V is a vertex operator algebra with automorphism g, then one usually defines the vertex
operator YW of a g-twisted V -module W to satisfy

YW (g · v, e2πix) = YW (v, x)

for v ∈ V , or equivalently
YW (v, e2πix) = YW (g−1 · v, x).

That is, the monodromy of YW is given by the action of g−1 on V , not g. Thus (3.7)
corresponds to the action of t = β + 2L◦ on A(p) given by

(β + 2L◦)|Mr,1 = e2πiαr,1βIdMr,1

for r ∈ Z.

Proposition 3.11. For t = β + 2L◦ ∈ T , the category OtM(p) is closed under submodules

and quotients. In particular, OtM(p) is an abelian category.

Proof. Suppose M is a module in OtM(p) and N ⊆ M is any M(p)-submodule; N is an

object of OM(p) since OM(p) is closed under submodules. Then because the monodromy
isomorphisms in OM(p) are natural and because the tensoring functorM2,1�• is exact, we
have a commuting diagram

0 //M2,1 �N //

R2
M2,1,N

��

M2,1 �M //

eπiβ
√
2pIdM2,1�M

��

M2,1 � (M/N) //

R2
M2,1,M/N

��

0

0 //M2,1 �N //M2,1 �M //M2,1 � (M/N) // 0

with exact rows. It follows that

R2
M2,1,N = eπiβ

√
2pIdM2,1�N , R2

M2,1,M/N = eπiβ
√
2pIdM2,1�M/N ,

so both N and M/N are objects of OtM(p).

Closure under submodules and quotients guarantees that every morphism in OtM(p) has

a kernel and cokernel. The other properties of an abelian category are also easy; OtM(p)
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is closed under finite direct sums, for example, because � is an additive functor and mon-
odromy is natural. �

Now we can define a T -graded subcategory of OM(p):

Definition 3.12. We define OTM(p) to be the direct sum subcategory
⊕

t∈T OtM(p) of OM(p):

Objects of OTM(p) areM(p)-modules
⊕

t∈T Mt such that each Mt is an object of OtM(p) and

Mt = 0 for all but finitely many t ∈ T . For objects
⊕

t∈T Mt and
⊕

t∈T Nt in OTM(p), we

define

HomOTM(p)

(⊕
t∈T

Mt,
⊕
t∈T

Nt

)
=
⊕
t∈T

HomM(p)(Mt, Nt).

It is not immediate from the definition that OTM(p) is a full subcategory of OM(p), but

we will now prove this along with some other basic properties:

Theorem 3.13. With OTM(p) defined as above,

(1) Let M1 be an object of Ot1M(p) and M2 an object Ot2M(p) for t1, t2 ∈ T . If t1 6= t2,

then HomM(p)(M1,M2) = 0. In particular, OTM(p) is a full subcategory of OM(p).

(2) The category OTM(p) is closed under submodules and quotients. In particular, OTM(p)

is an abelian category.
(3) If M1 is an object of Ot1M(p) and M2 is an object Ot2M(p) for t1, t2 ∈ T , then M1�M2

is an object of Ot1+t2M(p). In particular, OTM(p) is a tensor subcategory of OM(p).

Proof. To prove (1) and (2), we will need the open Hopf link map hM ∈ EndM(p)(M)
associated to M2,1, for any object M in OM(p). Since M2,1 is a rigid simple current
M(p)-module with tensor inverse M0,1, any evaluation homomorphism

e :M0,1 �M2,1 −→M1,1

is an isomorphism. Then for an object M in OM(p), we define hM to be the composition

M
l−1
M−−→M1,1 �M

e−1�IdM−−−−−−→ (M0,1 �M2,1) �M
A−1
M0,1,M2,1,M−−−−−−−−−→M0,1 � (M2,1 �M)

IdM0,1
�R2
M2,1,M−−−−−−−−−−−→M0,1 � (M2,1 �M)

AM0,1,M2,1,M−−−−−−−−−→ (M0,1 �M2,1) �M

e�IdM−−−−→M1,1 �M
lM−−→M.

Since the unit, associativity, and braiding isomorphisms in OM(p) are natural, the M(p)-
module isomorphisms hM define a natural automorphism of the identity functor on OM(p).

Moreover, if M is an object of OtM(p) for t = β + 2L◦ ∈ T , then hM = eπiβ
√
2pIdM .

Now to prove (1), let M1 be an object of Ot1M(p) and M2 an object Ot2M(p) for t1 = β1+2L◦

and t2 = β2 + 2L◦. If f ∈ HomM(p)(M1,M2), then naturality of the open Hopf link
automorphisms implies

f = f ◦ hM1 ◦ h−1M1
= hM2 ◦ f ◦ h−1M1

= eπi(β2−β1)
√
2pf.

Thus f = 0 unless perhaps β1 − β2 ∈
√

2/pZ = 2L◦, that is, t1 = t2.

To prove (2), let M =
⊕

t∈T Mt be an object of OTM(p). The non-zero Mt are the distinct

eigenspaces of hM , so hM is diagonalizable with finitely many eigenvalues. Now if N ⊆ M
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is an M(p)-submodule, then N is an object of OM(p), so naturality of the open Hopf link
automorphisms implies that hN = hM |N . In particular, hM preserves the submodule N ,
hN is also diagonalizable with finitely many eigenvalues, and the eigenspaces of hN are
subspaces of the corresponding eigenspaces of hM . Since the hM -eigenspaces are the non-
zero Mt, this shows that N =

⊕
t∈T Nt where Nt ⊆ Mt and Nt 6= 0 for only finitely many

t ∈ T . Each Nt is an M(p)-submodule of Mt because it is an eigenspace of the M(p)-
module endomorphism hN . Proposition 3.11 now shows that Nt is an object of OtM(p), so

N is an object of OTM(p). This proves OTM(p) is closed under M(p)-submodules.

To show that OTM(p) is also closed under quotients, we have just shown that any quotient

M/N , with M an object of OTM(p) and N an M(p)-submodule, has the form
⊕

t∈T Mt/Nt

where Mt/Nt = 0 for all but finitely many t ∈ T and both Mt and Nt are objects of OtM(p)

for t = β + 2L◦ ∈ T . Then Proposition 3.11 shows that Mt/Nt is an object of OtM(p), so

M/N is an object of OTM(p).

To prove (3), suppose M1 is an object of Ot1M(p) and M2 is an object of Ot2M(p) for

t1 = β1 + 2L◦ and t2 = β2 + 2L◦. Then by the hexagon axiom,

R2
M2,1,M1�M2

= A−1M2,1,M1,M2
◦ (RM1,M2,1 � IdM2) ◦ AM1,M2,1,M2 ◦ (IdM1 �R2

M2,1,M2
)◦

◦ A−1M1,M2,1,M2
◦ (RM2,1,M1 � IdM2) ◦ AM2,1,M1,M2

= eπiβ2
√
2p
[
A−1M2,1,M1,M2

◦ (R2
M2,1,M1

� IdM2) ◦ AM2,1,M1,M2

]
= eπi(β1+β2)

√
2pIdM2,1�(M1�M2),

which means that M1 �M2 is an object of Ot1+t2M(p). �

Remark 3.14. The open Hopf link map hM associated toM2,1 used in the preceding proof
is somewhat different from the usual open Hopf link map defined in references such as [CG,
Section 3.1.3], since we have defined hM using the map e−1 :M1,1 →M0,1 �M2,1, rather
than using the composition

ĩ :M1,1

iM2,1−−−→M2,1 �M0,1

θM2,1
�IdM0,1−−−−−−−−−→M2,1 �M0,1

RM2,1,M0,1−−−−−−−−→M0,1 �M2,1

(where iM2,1 is the coevaluation and θ = e2πiL(0) is the ribbon twist). Since e ◦ ĩ is by
definition the categorical dimension dimM(p)M2,1, hM is related to the usual open Hopf
link map (denoted ΦM2,1,M in [CG]) by ΦM2,1,M = (dimM(p)M2,1)hM .

Our next goal is to show that OTM(p) contains all simple M(p)-modules in OM(p). First

we need a lemma:

Lemma 3.15. For r ∈ Z and Fλ a typical irreducible M(p)-module,

Mr,1 � Fλ ∼= Fλ+αr,1
(

= Fλ−(r−1)α+
2

= F
λ−(r−1)

√
p
2

)
(3.8)

in OM(p).

Proof. There is a non-zero H-module intertwining operator Y of type
(Fλ+αr,1
Fαr,1 Fλ

)
. Thus if f

denotes the inclusion Mr,1 ↪→ Fαr,1 , then Y ◦ (f ⊗ IdFλ) is an M(p)-module intertwining

operator of type
(Fλ+αr,1
Mr,1 Fλ

)
. As Fαr,1 and Fλ are irreducible H-modules, [DL, Proposition
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11.9] says Y(w1, x)w2 6= 0 for any non-zero w1 ∈ Fαr,1 , w2 ∈ Fλ, and this means Y ◦ (f ⊗
IdFλ) 6= 0. Then the universal property of tensor products in OM(p) induces a non-zero
M(p)-module homomorphism F :Mr,1 � Fλ → Fλ+αr,1 .

Since Mr,1 is a simple current M(p)-module, the domain of F is irreducible. The
codomain is also irreducible because λ + αr,1 6= αr′,s′ for r′ ∈ Z, 1 ≤ s′ ≤ p − 1 when
λ ∈ (C \ L◦) ∪ {αr,p | r ∈ Z}. Thus F is an isomorphism by Schur’s Lemma. �

Now we can prove:

Proposition 3.16. For λ ∈ (C \ L◦) ∪ {αr,p | r ∈ Z}, the typical irreducible M(p)-module

Fλ is an object of Oλ+2L◦

M(p) . Moreover, for r ∈ Z and 1 ≤ s ≤ p, the irreducibleM(p)-module

Mr,s is an object of Oαr,s+2L◦

M(p)

Proof. For λ ∈ (C \ L◦) ∪ {αr,p | r ∈ Z}, we use the balancing equation for monodromy, the
tensor product formula (3.8), and the conformal weight (2.7) to calculate

R2
M2,1,Fλ = θM2,1�Fλ ◦ (θ−1M2,1

� θ−1Fλ)

= e
2πi
(
hλ+α2,1−hα2,1−hλ

)
IdM2,1�Fλ

= eπi[(λ+α2,1)(α0−λ−α2,1)−α2,1(α0−α2,1)−λ(α0−λ)]IdM2,1�Fλ

= e−2πiα2,1λIdM2,1�Fλ .

Thus Fλ is an object of Oλ+2L◦

M(p) by (3.7). For r ∈ Z and 1 ≤ s ≤ p, the same calculation

using the formula M2,1 �Mr,s
∼=Mr+1,s from [CMY2, Theorem 3.2.8(1)] shows

R2
M2,1,Mr,s

= e2πi(hr+1,s−h2,1−hr,s)IdM2,1�Mr,s = eπi[(r−1)p−(s−1)]IdM2,1�Mr,s .

(Note that although the lowest conformal weight of Mr,s equals hr,s only for r ≥ 1, it is
always congruent to hr,s modulo Z.) Since

eπi[(r−1)p−(s−1)] = eπi[(1−r)p−(1−s)] = e
2πi( 1−r

2
p− 1−s

2 )
√

2
p

√
p
2 = eπiαr,s

√
2p,

it follows from (3.7) that Mr,s is an object of Oαr,s+2L◦

M(p) . �

Next we determine the relation between C0M(p) and OTM(p):

Proposition 3.17. The category C0M(p) of [CMY2, Section 3.1] equals O0+2L◦

M(p) ⊕O
α−/2+2L◦

M(p) .

Proof. Recalling that α−
2 spans L◦, we denote O0+2L◦

M(p) ⊕O
α−/2+2L◦

M(p) by OL◦M(p). Since α−
2 +

α−
2 ∈ 2L◦, Theorem 3.13 and its proof show thatOL◦M(p) is a full tensor subcategory ofOM(p);

in particular, OL◦M(p) is closed under tensor products, finite direct sums, and subquotients.

Any object in OL◦M(p) has finite length, and its composition factors are objects of OL◦M(p)

since OL◦M(p) is closed under subquotients. Proposition 3.16 shows that an irreducibleM(p)-

module is an object of OL◦M(p) if and only if it is one of the Mr,s for r ∈ Z, 1 ≤ s ≤ p, so

OL◦M(p) is a full tensor subcategory of CM(p) defined in [CMY2, Section 3.1].

On the other hand, C0M(p) is also a full tensor subcategory of CM(p) that contains every

irreducibleMr,s for r ∈ Z, 1 ≤ s ≤ p (see Proposition 3.2.5 and Theorem 3.3.1 of [CMY2]).
Moreover, [CMY2, Section 5] shows that C0M(p) has enough projectives and that every
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indecomposable projective object occurs as a direct summand of a tensor product of two
simple objects. This means that C0M(p) is the smallest full tensor subcategory of CM(p) that

contains all the Mr,s, so C0M(p) is a subcategory of OL◦M(p).

Conversely, to show that OL◦M(p) is a subcategory of C0M(p), note that OL◦M(p) is the sub-

category of modules in CM(p) whose indecomposable summands M satisfy R2
M2,1,M

=

±IdM2,1,M , while from the discussion preceding Lemma 2.10, C0M(p) is the subcategory

of modules M such that R2
M3,1,M

= IdM3,1�M . Now let M be an indecomposable object of

OL◦M(p). To show that M is also an object of C0M(p), we fix an isomorphism f :M2,1�M2,1 →
M3,1 (guaranteed by [CMY2, Theorem 3.2.8(1)]) and calculate

R2
M3,1,M = (f � IdM ) ◦ R2

M2,1�M2,1,M ◦ (f−1 � IdM )

= (f � IdM ) ◦ AM2,1,M2,1,M ◦ (IdM2,1 �RM,M2,1) ◦ A−1M2,1,M,M2,1
◦

◦ (R2
M2,1,M � IdM2,1) ◦ AM2,1,M,M2,1 ◦ (IdM2,1 �RM2,1,M )◦

◦ A−1M2,1,M2,1,M
◦ (f−1 � IdM )

= ±(f � IdM ) ◦ AM2,1,M2,1,M ◦ (IdM2,1 �R2
M2,1,M ) ◦ A−1M2,1,M2,1,M

◦ (f−1 � IdM )

= IdM3,1�M

as required. �

3.3. Projective M(p)-modules. In this subsection, we classify projective objects in the
tensor category OTM(p) defined in the previous subsection. In particular, we will show that

OTM(p) has enough projectives, that is, every irreducible M(p)-module has a projective

cover in OTM(p). For the atypical modules, this is an easy consequence of Proposition 3.17

combined with the results of [CMY2]:

Proposition 3.18. For r ∈ Z and 1 ≤ s ≤ p, the indecomposable M(p)-module Pr,s is a
projective cover of Mr,s in OTM(p).

Proof. It is shown in [CMY2] that Pr,s is a projective object of C0M(p), so by Proposition

3.17, Pr,s is an object of OTM(p) which is projective in the subcategory OL◦M(p) = O0+2L◦

M(p) ⊕

Oα−/2+2L◦

M(p) . To show that Pr,s is still projective in OTM(p), consider a surjection p : M → N

and a morphism q : Pr,s → N , where M =
⊕

t∈T Mt and N =
⊕

t∈T Nt are objects of

OTM(p). We need to show that there exists f : Pr,s →M such that p ◦ f = q.

Assuming as we may that q 6= 0, Theorem 3.13(1) implies NL◦ = N0+2L◦ ⊕Nα−/2+2L◦ is
non-zero. Then because p is surjective, ML◦ = M0+2L◦ ⊕Mα−/2+2L◦ is also non-zero and

Im p|ML◦ = NL◦ .

Thus because Pr,s is projective in OL◦M(p), there is a morphism f : Pr,s → ML◦ ↪→ M such

that p ◦ f = q, showing Pr,s is also projective in OTM(p). Moreover, the same argument as

concludes the proof of [CMY2, Proposition 3.3.5] now shows that Pr,s is a projective cover
of Mr,s in OTM(p). �

The typical irreducible M(p)-modules are their own projective covers in OTM(p):
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Theorem 3.19. For λ ∈ (C \ L◦) ∪ {αr,p | r ∈ Z}, the irreducible M(p)-module Fλ is
projective in OTM(p). In particular, Fλ is its own projective cover in OTM(p).

Proof. The case λ = αr,p is covered by Proposition 3.18, so we assume λ ∈ C \ L◦. Since
Fλ is simple and every module in OTM(p) has finite length, a straightforward induction on

length implies that it is enough to show that any short exact sequence

0 −→M −→ N −→ Fλ −→ 0 (3.9)

splits when M is simple and N is an object of OTM(p).

Let h be the minimal conformal weight of M , so that (3.9) can fail to split only when
h−hλ ∈ Z. If h−hλ ∈ Z+, then the top level T (N) contains T (Fλ), so the universal property
of generalized VermaM(p)-modules implies that N contains a non-zero homomorphic image
of Gλ ∼= Fλ (using Theorem 3.1). That is, N contains Fλ as a submodule and (3.9) splits.

If hλ − h ∈ Z+, then we can dualize (3.9) to get an exact sequence

0 −→ Fα0−λ −→ N ′ −→M ′ −→ 0.

In this case N ′ contains a non-zero quotient of G(T (M ′)); this quotient is isomorphic to
either M ′ or N ′ since N ′ has length 2. But since M ′ � Fα0−λ, Theorems 3.1 and 3.6
show that Fα0−λ is not a composition factor of G(T (M ′)). Thus N ′ contains a submodule
isomorphic to M ′, and then N ′ ∼= Fα0−λ ⊕M ′. Dualizing again shows that (3.9) splits.

It remains to consider h = hλ; in this case (2.7) implies that M is isomorphic to either
Fλ or its contragredient Fα0−λ. If M ∼= Fα0−λ, note that Fα0−λ � Fλ as M(p)-modules
(since λ 6= α1,p) while L(0) acts identically on T (Fα0−λ) and T (Fλ). Thus H(0) must act
by different eigenvalues on T (Fα0−λ) and T (Fλ). If we denote these H(0)-eigenvalues by
Hα0−λ and Hλ, respectively, then the top level T (M) has a basis with respect to which
H(0) and L(0) act by the matrices

H(0) =

[
Hα0−λ 0

0 Hλ

]
, L(0) =

[
hλ a
0 hλ

]
for some a ∈ C. Since H(0) commutes with L(0) and Hα0−λ 6= Hλ, we get a = 0, so
T (M) ∼= T (Fα0−λ) ⊕ T (Fλ). Thus M is a length-2 homomorphic image of the generalized
Verma M(p)-module Gα0−λ ⊕ Gλ ∼= Fα0−λ ⊕Fλ, and again we see that (3.9) splits.

Finally, we need to consider the possibility M ∼= Fλ. In this case, Fλ does have a non-

split self-extension in OM(p), namely, the H-module F (2)
λ with two-dimensional top level on

which h(0) acts by the matrix [
λ 1
0 λ

]
.

Thus it is enough to show that any non-split self-extension of Fλ in OM(p) is isomorphic to

F (2)
λ , and that F (2)

λ is not an object of OTM(p).

First consider any non-split exact sequence

0 −→ Fλ −→M −→ Fλ −→ 0

in OM(p). Then the top level T (M) has a basis with respect to which L(0) and H(0) act
by the matrices

L(0) =

[
hλ a
0 hλ

]
, H(0) =

[
Hλ b
0 Hλ

]
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for certain a, b ∈ C. Since H(0)2 is a polynomial in L(0) by (3.6), and since Hλ 6= 0 (because
(3.6) shows that Hλ = 0 only for λ = α1,s, 1 ≤ s ≤ p), it follows that b is completely
determined by a. In particular, a = 0 would imply both L(0) and H(0) are diagonalizable
on T (M), which would then imply T (M) = T (Fλ) ⊕ T (Fλ). By the universal property of
generalized Verma M(p)-modules, this would imply M = Fλ ⊕ Fλ. Consequently, a 6= 0
since M is indecomposable, and by adjusting the basis of T (M) if necessary, we may assume
a = 1. Thus up to isomorphism, there is only one possible A(M(p))-module structure on

T (M). In fact, T (M) ∼= T (F (2)
λ ) since F (2)

λ is one possible non-split self-extension of Fλ.
Since M has length 2 and both its composition factors intersect T (M), we see that M is

generated by T (M). Then the universal property of generalized Verma M(p)-modules

applied to the isomorphism T (M) ∼= T (F (2)
λ ) shows that M is a length-2 quotient of

G(T (F (2)
λ )). Thus if we can show that G(T (F (2)

λ )) ∼= F (2)
λ , then it will follow that M ∼= F (2)

λ

as required. In fact, since T (F (2)
λ ) contains T (Fλ) as an A(M(p))-submodule, G(T (F (2)

λ ))

has a submodule isomorphic to Gλ ∼= Fλ. Then since G(T (F (2)
λ )) is generated by its top

level, so is G(T (F (2)
λ ))/Fλ. But since

T
(
G(T (F (2)

λ ))/Fλ
)
∼= T (Fλ),

this means that G(T (F (2)
λ ))/Fλ is also a homomorphic image of Gλ ∼= Fλ. This shows that

G(T (F (2)
λ )) is a length-2 self-extension of Fλ. Since by definition G(T (F (2)

λ )) surjects onto

the length-2 self-extension F (2)
λ , we must have G(T (F (2)

λ )) ∼= F (2)
λ , as required.

We have now shown that up to isomorphism, F (2)
λ is the only non-split length-2 extension

of Fλ in OM(p). So to complete the proof of the theorem, we just need to show that F (2)
λ

is not an object of OTM(p). If F (2)
λ were an object of OTM(p), then it would be an object of

Oλ+2L◦

M(p) because it is indecomposable and its composition factors are objects of Oλ+2L◦

M(p) by

Proposition 3.16. Then Theorem 3.13(3) would imply that Fα1,p−λ � F
(2)
λ is an object of

Oα1,p+2L◦

M(p) . Now, there is a surjective H-module intertwining operator

Y : Fα1,p−λ ⊗F
(2)
λ −→ F (2)

α1,p
[log x]{x}.

As Y is also anM(p)-module intertwining operator, it induces anM(p)-module surjection

Fα1,p−λ � F
(2)
λ −→ F (2)

α1,p
.

Thus because OTM(p) is closed under quotients by Theorem 3.13(2), F (2)
λ an object of OTM(p)

would imply the same for F (2)
α1,p . But F (2)

α1,p is not an object of OTM(p) because Fα1,p is

projective in OTM(p) by Proposition 3.18. So F (2)
λ is not an object of OTM(p) either. �

We conclude this subsection with a useful observation about the subcategories Oλ+2L◦

M(p) for

λ ∈ C \ L◦. By Propositions 3.11 and 3.16, any composition factor of an object in Oλ+2L◦

M(p)

is isomorphic to some Fµ such that λ − µ ∈ 2L◦. Thus an easy induction on length using
Theorem 3.19 yields:

Corollary 3.20. For λ ∈ C \L◦, any object of Oλ+2L◦

M(p) is isomorphic to a finite direct sum

of Fock modules Fµ such that λ− µ ∈ 2L◦.
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4. Fusion rules

In this section, we compute tensor products in OM(p) involving typical irreducible mod-
ules; see [CMY2, Theorem 5.2.1] for all tensor products involving only atypical irreducible
modules and their projective covers.

4.1. Atypical-typical fusion. We first determine howM1,2 tensors with typical modules:

Lemma 4.1. For any λ ∈ C \ L◦,
M1,2 � Fλ ∼= Fλ+α1,2 ⊕Fλ−α1,2 .

Proof. By Theorem 3.13(3), Proposition 3.16, and Corollary 3.20, M1,2 � Fλ is a finite
direct sum of Fock modules Fµ such that λ+ α1,2 − µ ∈ 2L◦. Since M1,2 contains L1,2 as
a Vir-submodule by (2.12), we have for any such µ a linear map

IM(p)

(
Fµ

M1,2Fλ

)
→ IL(p)

(
Fµ
L1,2Fλ

)
Y 7→ Y|L1,2⊗Fλ

SinceM1,2 is an irreducibleM(p)-module, [DL, Proposition 11.9] says that this map is in-
jective. Thus because Fλ and Fµ are irreducible Vir-modules (since λ, µ /∈ L◦), Proposition
2.6 and Remark 2.7 imply that the multiplicity of Fµ inM1,2 �Fλ cannot be greater than
1. Moreover, by Corollary 2.5, the multiplicity of Fµ can be non-zero only if

hµ = hλ +
p−1

4
± p−1

2

√
4phλ + (p− 1)2

=
1

2
λ(λ− α0) +

1

2
α2
1,2 ±

α1,2√
2p

(√
2pλ− p+ 1

)
= hλ±α1,2

(for this calculation, note that α1,2 = −1
2α− = 1√

2p
). Thus if Fµ has non-zero multiplicity

(equal to 1) inM1,2 �Fλ, then µ is one of λ±α1,2 or α0− (λ±α1,2). We can rule out the
latter two possibilities because

λ+ α1,2 − (α0 − λ∓ α1,2) ∈ 2λ+ 2L◦,

and 2λ+ 2L◦ is disjoint from 2L◦ since by assumption λ /∈ L◦.
We have now shown that M1,2 � Fλ is a submodule of Fλ+α1,2 ⊕ Fλ−α1,2 . To show

that this direct sum is indeed the tensor product module, we need to demonstrate non-zero
M(p)-module homomorphismsM1,2 �Fλ → Fλ±α1,2 for both sign choices. First, as in the
proof of Lemma 3.15, there is a non-zero mapM1,2 �Fλ → Fλ+α1,2 induced by a non-zero

H-module intertwining operator of type
( Fλ+α1,2
Fα1,2 Fλ

)
, for any λ ∈ C \ L◦. To get the second

non-zero map, the first case implies that Fλ is a direct summand of M1,2 � Fλ−α1,2 . So
because M1,2 is a rigid M(p)-module (see [CMY2, Section 4.2]),

dim HomM(p)(M1,2 � Fλ,Fλ−α1,2) = dim HomM(p)(Fλ,M1,2 � Fλ−α1,2) = 1.

More concretely, using q to denote an injection Fλ ↪→M1,2 � Fλ−α1,2 , the composition

M1,2 � Fλ
IdM1,2

�q
−−−−−−→M1,2 � (M1,2 � Fλ−α1,2)

AM1,2,M1,2,Fλ−α1,2−−−−−−−−−−−−−→ (M1,2 �M1,2) � Fλ−α1,2

eM1,2
�IdFλ−α1,2−−−−−−−−−−−→M1,1 � Fλ−α1,2

lFλ−α1,2−−−−−→ Fλ−α1,2

is non-zero; here eM1,2 is the evaluation homomorphism. �
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We now use Lemmas 3.15 and 4.1 to compute how each Mr,s tensors with the typical
Fock modules:

Theorem 4.2. For r ∈ Z, 1 ≤ s ≤ p, and λ ∈ C \ L◦,

Mr,s � Fλ ∼=
s−1⊕
`=0

Fλ+αr,s+`α− . (4.1)

Proof. We prove the r = 1 case first by induction on s. The base case s = 1 is obvious
because M1,1 is the unit object of OM(p) and α1,1 = 0, and the s = 2 case is Lemma 4.1.
Now suppose we have proved (4.1) up to some s ∈ {2, 3, . . . p−1} and consider s+1. As in the
proof of Lemma 4.1,M1,s+1�Fλ is a direct sum of Fµ such that λ+α1,s+1−µ ∈ 2L◦, so we
just need to determine which Fµ appear in the tensor product, and with what multiplicity.

On the one hand, associativity, the fusion rules of [CMY2, Theorem 3.2.8(2)], and the
inductive hypothesis show that M1,s+1 � Fλ is a summand of:

M1,2 � (M1,s � Fλ) ∼= (M1,2 �M1,s) � Fλ
∼= (M1,s+1 � Fλ)⊕ (M1,s−1 � Fλ)

∼= (M1,s+1 � Fλ)⊕
s−2⊕
`=0

Fλ+α1,s−1+`α− .

On the other hand, the inductive hypothesis, Lemma 4.1, and the observation α1,s±α1,2 =
α1,s±1 yield

M1,2 � (M1,s � Fλ) ∼=
s−1⊕
`=0

M1,2 � Fλ+α1,s+`α−

∼=
s−1⊕
`=0

(
Fλ+α1,s+α1,2+`α− ⊕Fλ+α1,s−α1,2+`α−

)
∼=

s−1⊕
`=0

Fλ+α1,s+1+`α− ⊕
(
Fλ+α1,s−1+(s−1)α− ⊕

s−2⊕
`=0

Fλ+α1,s−1+`α−

)
.

Comparing these two computations, we see that

M1,s+1 � Fλ ∼= Fλ+α1,s−1+(s−1)α− ⊕
s−1⊕
`=0

Fλ+α1,s+1+`α−
∼=

s⊕
`=0

Fλ+α1,s+1+`α−

since α1,s−1 − α− = α1,s+1. This completes the proof of the r = 1 case of (4.1).
For general r, we need the identity Mr,1 �M1,s

∼= Mr,s proved in [CMY2], the r = 1
case of (4.1), and Lemma 3.15:

Mr,s � Fλ ∼= (Mr,1 �M1,s) � Fλ ∼=Mr,1 � (M1,s � Fλ)

∼=
s−1⊕
`=0

Mr,1 � Fλ+α1,s+`α−
∼=

s−1⊕
`=0

Fλ+αr,1+α1,s+`α− .

Since αr,1 + α1,s = αr,s, this yields (4.1). �
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We next compute how the projective covers Pr,s tensor with typical Fock modules, using
the preceding theorem and the fusion rules

M1,2 � Pr,s =

 Pr,s−1 ⊕ Pr,s+1 if 2 ≤ s ≤ p− 2
Pr,p−2 ⊕ 2 · Pr,p if s = p− 1
Pr,p−1 if s = p

(4.2)

from [CMY2, Theorems 3.2.8(2) and 5.1.4(2)]. Note that the first case in the above fusion
rules is vacuous when p = 2, 3, and the second case is valid for p ≥ 3.

Theorem 4.3. For r ∈ Z, 1 ≤ s ≤ p− 1, and λ ∈ C \ L◦,
Pr,s � Fλ ∼= (Mr+1,p−s � Fλ)⊕ 2 · (Mr,s � Fλ)⊕ (Mr−1,p−s � Fλ)

∼=
p−1⊕
`=0

(Fλ+αr,s+`α− ⊕Fλ+αr−1,p−s+`α−). (4.3)

Proof. We first note that the two formulas given for Pr,s�Fλ are equivalent because by the
fusion rule (4.1) and the identity αr+1,p−s = αr,s + sα−,

(Mr,s � Fλ)⊕ (Mr+1,p−s � Fλ)

∼=
s−1⊕
`=0

Fλ+αr,s+`α− ⊕
p−s−1⊕
`=0

Fλ+αr+1,p−s+`α−
∼=

p−1⊕
`=0

Fλ+αr,s+`α−

for r ∈ Z, 1 ≤ s ≤ p− 1, and λ ∈ C \ L◦.
We now prove the theorem by downward induction on s beginning with s = p − 1. For

this case, we use the third case in (4.2), associativity, the fusion rule (4.1), and Lemma 4.1
to compute

Pr,p−1 � Fλ ∼= (M1,2 �Mr,p) � Fλ ∼=M1,2 � (Mr,p � Fλ)

∼=M1,2 �
p−1⊕
`=0

Fλ+αr,p+`α− ∼=
p−1⊕
`=0

(Fλ+αr,p−α1,2+`α− ⊕Fλ+αr,p+α1,2+`α−).

Since
αr,p − α1,2 = αr,p−1, αr,p + α1,2 = αr−1,1,

this proves (4.3) for s = p− 1. This also proves the theorem in the case p = 2.
For p ≥ 3, we now prove the s = p − 2 case of (4.3). On the one hand, the middle case

of the fusion rule (4.2) together with (4.1) yield

(M1,2 � Pr,p−1) � Fλ ∼= (Pr,p−2 � Fλ)⊕ 2 · (Mr,p � Fλ). (4.4)

On the other hand, the s = p − 1 case of (4.3) together with the fusion rules of [CMY2,
Theorem 3.2.8(2)] yield

M1,2 � (Pr,p−1 � Fλ) ∼=M1,2 � ((Mr+1,1 � Fλ)⊕ 2 · (Mr,p−1 � Fλ)⊕ (Mr−1,1 � Fλ))

∼= (Mr+1,2 � Fλ)⊕ 2 · (Mr,p−2 � Fλ)

⊕ 2 · (Mr,p � Fλ)⊕ (Mr−1,2 � Fλ). (4.5)

After comparing the right sides of (4.4) and (4.5), the Krull-Schmidt Theorem shows that
Pr,p−2 � Fλ has the same indecomposable summands as

(Mr+1,2 � Fλ)⊕ 2 · (Mr,p−2 � Fλ)⊕ (Mr−1,2 � Fλ),

proving (4.3) in the case s = p− 2.
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Now in general for p ≥ 4, suppose we have proven the s and s+ 1 cases of (4.3) for some
s ∈ {2, . . . , p− 2}; we will prove (4.3) for s− 1 using the first case in the fusion rule (4.2).
On the one hand,

(M1,2 � Pr,s) � Fλ ∼= (Pr,s−1 � Fλ)⊕ (Pr,s+1 � Fλ)

∼= (Pr,s−1 � Fλ)⊕ (Mr+1,p−s−1 � Fλ)⊕ 2 · (Mr,s+1 � Fλ)⊕ (Mr−1,p−s−1 � Fλ).

On the other hand,

M1,2 � (Pr,s � Fλ) ∼=M1,2 � ((Mr+1,p−s � Fλ)⊕ 2 · (Mr,s � Fλ)⊕ (Mr−1,p−s � Fλ))

∼= (Mr+1,p−s−1 � Fλ)⊕ (Mr+1,p−s+1 � Fλ)⊕ 2 · (Mr,s−1 � Fλ)

⊕ 2 · (Mr,s+1 � Fλ)⊕ (Mr−1,p−s−1 � Fλ)⊕ (Mr−1,p−s+1 � Fλ).

Comparing indecomposable summands as before then shows that (4.3) indeed holds for
s− 1. This proves the theorem. �

4.2. Typical-typical fusion. We now compute Fλ � Fµ for λ, µ ∈ C \ L◦ and either
λ+ µ ∈ L◦ or λ+ µ /∈ L◦. The first possibility is covered by the following theorem:

Theorem 4.4. For λ, µ ∈ C\L◦ such that λ+µ = α0 +αr,s for some r ∈ Z and 1 ≤ s ≤ p,

Fλ � Fµ ∼=
p⊕

s′=s
s′≡s (mod 2)

Pr,s′ ⊕
p⊕

s′=p+2−s
s′≡p−s (mod 2)

Pr−1,s′ .

Proof. We first determine the simple quotients of Fλ � Fµ, which by Theorem 3.13(3) and
Proposition 3.16 have the form Mr′,s′ for αr′,s′ ∈ α0 + αr,s + 2L◦. By symmetries of
intertwining operators and the fusion rule (4.1),

HomM(p)(Fλ � Fµ,Mr′,s′) ∼= IM(p)

(
Mr′,s′

Fλ Fα0−λ+αr,s

)
∼= IM(p)

(
Fλ−αr,s
M2−r′,s′ Fλ

)
∼= HomM(p)(M2−r′,s′ � Fλ,Fλ−αr,s) ∼=

s′−1⊕
`=0

HomM(p)(Fλ+α2−r′,s′+`α− ,Fλ−αr,s). (4.6)

Thus HomM(p)(Fλ � Fµ,Mr′,s′) is non-zero (and one-dimensional) if and only

α2−r′,s′ + `α− = −αr,s (4.7)

for some ` ∈ {0, . . . , s′ − 1}. Let Sr,s denote the set of labels (r′, s′) such that (4.7) holds.
From the definitions, (4.7) holds if and only if

(r − r′)p = s′ + s− 2(`+ 1).

Since 0 ≤ ` ≤ s′ − 1 < p, we have

−p+ 1 ≤ s′ + s− 2(`+ 1) ≤ 2p− 2,

which means that r and r − 1 are the only possibilities for r′. If r′ = r, then we get
` + 1 = s′+s

2 , which must be an integer no larger than s′. That is, (r, s′) ∈ Sr,s if and

only if s ≤ s′ ≤ p and s′ ≡ s (mod 2). If r′ = r − 1, then we get ` + 1 = s′+s−p
2 , which

must be a positive integer. That is, (r − 1, s′) ∈ Sr,s if and only if p + 2 − s ≤ s′ ≤ p and
s′ ≡ p− s (mod 2).

Thus the theorem amounts to the claim Fλ �Fµ ∼=
⊕

(r′,s′)∈Sr,s Pr′,s′ . If (r′, p) ∈ Sr,s for

r′ = r or r′ = r−1, then the non-zero homomorphism Fλ�Fµ →Mr′,p = Pr′,p is surjective.
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Thus because Pr′,p is projective in OTM(p), it occurs as a direct summand of Fλ � Fµ. For

(r′, s′) ∈ Sr,s with 1 ≤ s ≤ p−1, we can repeat the calculation (4.6) withMr′,s′ replaced by
Pr′,s′ and then apply the fusion rule (4.3). It follows that there are two linearly independent
M(p)-module homomorphisms Fλ � Fµ → Pr′,s′ . At most one of these homomorphisms
has image contained in Soc(Pr′,s′) ∼= Mr′,s′ since dim HomM(p)(Fλ � Fµ,Mr′,s′) = 1 for
such (r′, s′). Thus from the Loewy diagram (2.15) of Pr′,s′ , the second linearly independent
homomorphism Fλ � Fµ → Pr′,s′ is either surjective or has image containing at least one
of Mr′±1,p−s′ as simple quotient. But the latter option is impossible: it would imply
HomM(p)(Fλ � Fµ,Mr′±1,p−s′) 6= 0, whereas it is easy to see that if (r′, s′) ∈ Sr,s, then
(r′ ± 1, p − s′) /∈ Sr,s. Consequently, there is a surjective map Fλ � Fµ → Pr′,s′ for all
(r′, s′) ∈ Sr,s, and then Pr′,s′ occurs as a summand of Fλ � Fµ by projectivity.

Since Fλ�Fµ is a finite-lengthM(p)-module and Pr′,s′ is an indecomposable direct sum-
mand for any (r′, s′) ∈ Sr,s, there exists for each such (r′, s′) a decomposition of Fλ�Fµ into
a direct sum of indecomposable submodules that includes Pr′,s′ . Then because the indecom-
posable submodules appearing in such a decomposition are unique up to isomorphism by
the Krull-Schmidt Theorem, and because the Pr′,s′ for different (r′, s′) are non-isomorphic,
Fλ � Fµ ∼= X ⊕

⊕
(r′,s′)∈Sr,s Pr′,s′ for some X. Thus for any r′′ ∈ Z and 1 ≤ s′′ ≤ p,

HomM(p)(Fλ � Fµ,Mr′′,s′′) ∼= HomM(p)(X,Mr′′,s′′)⊕
⊕

(r′,s′)∈Sr,s

HomM(p)(Pr′,s′ ,Mr′′,s′′).

But since

dim HomM(p)(Fλ � Fµ,Mr′′,s′′) =

{
1 if (r′′, s′′) ∈ Sr,s
0 if (r′′, s′′) /∈ Sr,s

and since
dim HomM(p)(Pr′,s′ ,Mr′′,s′′) = δ(r′,s′),(r′′,s′′),

this means HomM(p)(X,Mr′′,s′′) = 0 for all r′′ ∈ Z and 1 ≤ s′′ ≤ p. Since X is a (finite-

length) module in Oα0+αr,s+2L◦

M(p) , it follows that X = 0. This proves the theorem. �

It is worth recording the r = s = 1 case of the preceding theorem as a corollary:

Corollary 4.5. For λ ∈ C \ L◦, Fλ � Fα0−λ
∼=
⊕

s odd P1,s.

Using this corollary and the fusion rule (4.3), we also prove the following lemma that we
will need for the next theorem:

Lemma 4.6. For λ, µ ∈ C \ L◦,

(Fλ � Fµ) � Fα0−µ
∼=

p−1⊕
`,`′=0

Fλ+α0+(`+`′)α− .

Proof. We calculate

(Fλ � Fµ) � Fα0−µ
∼= Fλ � (Fµ � Fα0−µ)

∼=
⊕
s odd

(P1,s � Fλ) ∼=
⊕
s odd

p−1⊕
`=0

(Fλ+α1,s+`α− [⊕Fλ+α0,p−s+`α− ]),

where the summand in brackets does not occur for s = p (in case p is odd). Since

α1,s = α0 +

(
p− s+ 1

2

)
α−, α0,p−s = α0 +

s− 1

2
α−,
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we have ⊕
s odd

(Fλ+α1,s+`α− [⊕Fλ+α0,p−s+`α− ]) =

p−1⊕
`′=0

Fλ+α0+(`+`′)α−

for all `, proving the lemma. �

It remains to compute Fλ � Fµ when λ+ µ /∈ L◦:

Theorem 4.7. For λ, µ ∈ C \ L◦ such that λ+ µ ∈ C \ L◦,

Fλ � Fµ ∼=
p−1⊕
`=0

Fλ+µ+`α− .

Proof. First we claim that

Fλ � Fµ ∼=
2(p−1)⊕
`=0

a`(λ, µ)Fλ+µ+`α− (4.8)

for certain multiplicities a`(λ, µ). The theorem will then reduce to showing that a`(λ, µ) = 1
for ` ∈ {0, . . . , p−1} and vanishes otherwise. To prove the claim, note that Heisenberg fusion
rules and projectivity of Fλ inOTM(p) imply that Fλ is a direct summand of Fλ+µ−α0�Fα0−µ:

Fλ+µ−α0 � Fα0−µ
∼= Fλ ⊕X

for some X. Then using Lemma 4.6,

(Fλ � Fµ)⊕ (X � Fµ) ∼= (Fλ+µ−α0 � Fα0−µ) � Fµ ∼=
p−1⊕
`,`′=0

Fλ+µ+(`+`′)α− ,

proving (4.8). It remains to determine the coefficients a`(λ, µ).
Each a`(λ, µ) ≤ 1 since Fλ, Fµ, and Fλ+µ+`α− are simple Virasoro Verma modules, and

thus dim IL(p)
(Fλ+µ+`α−
Fλ Fµ

)
= 1 (recall Remark 2.7). Now by Lemma 4.6 again,

p−1⊕
`,`′=0

Fλ+α0+(`+`′)α−
∼= (Fλ � Fµ) � Fα0−µ

∼=
2(p−1)⊕
`=0

a`(λ, µ)(Fλ+µ+`α− � Fα0−µ)

∼=
2(p−1)⊕
`,`′=0

a`(λ, µ)a`′(λ+ µ+ `α−, α0 − µ)Fλ+α0+(`+`′)α− . (4.9)

In particular, for 0 ≤ n ≤ p− 1, we get the identity∑
`+`′=n

a`(λ, µ)a`′(λ+ µ+ `α−, α0 − µ) = n+ 1. (4.10)

We prove that a`(λ, µ) = 1 for ` ∈ {0, . . . , p− 1} by induction on `. The case ` = 0 follows
from the n = 0 case of (4.10) (that is, from a0(λ, µ)a0(λ + µ, α0 − µ) = 1), or from the

fact that there is a Heisenberg intertwining operator of type
( Fλ+µ
Fλ Fµ

)
. Now assume that
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a`(λ, µ) = 1 for ` ∈ {0, . . . , n− 1} and n ≤ p− 1. Then (4.10) together with the induction
hypothesis and a0(λ+ µ+ nα−, α0 − µ) = 1 yields

an(λ, µ) +

n−1∑
`′=0

a`′(λ+ µ+ (n− `′)α−, α0 − µ) = n+ 1.

Since all coefficients are 0 or 1, the only possibility is an(λ, µ) = 1 = a`′(λ+µ+`α−, α0−µ).
Thus a`(λ, µ) = 1 for ` ∈ {0, . . . , p−1} and any λ, µ such that λ, µ, λ+µ /∈ L◦. In particular,
a`′(λ+µ+`α−, α0−µ) = 1 for `, `′ ∈ {0, . . . , p−1}. Thus (4.9) can only hold if a`(λ, µ) = 0
for ` > p− 1. �

5. Rigidity

In this section, we show that the tensor categories OM(p) and OTM(p) are rigid. Thanks to

[CMY2, Theorem 4.4.1], it is enough to show that all simple M(p)-modules are rigid. We
already showed in [CMY2] that the atypical irreducible modules Mr,s for r ∈ Z, 1 ≤ s ≤ p
are rigid, so it remains to consider the typical Fock modules Fλ for λ ∈ C \L◦. The idea is
to choose evaluations eλ : Fα0−λ � Fλ →M1,1 and coevaluations iλ :M1,1 → Fλ � Fα0−λ
in such a way that (at least one matrix coefficient of) the rigidity composition

Fλ
l−1
Fλ−−→M1,1 � Fλ

iλ�IdFλ−−−−−→(Fλ � Fα0−λ) � Fλ
A−1
Fλ,Fα0−λ,Fλ−−−−−−−−−→Fλ � (Fα0−λ � Fλ)

IdFλ�eλ−−−−−→ Fλ �M1,1

rFλ−−→ Fλ
depends analytically on λ. Since this composition is non-zero for λ = αr,p, r ∈ Z, it does
not vanish identically and thus will be non-zero on a dense open set of λ. We will then
use the fusion rules of the previous section to prove rigidity for all λ. We begin with the
construction of suitable evaluation and coevaluation candidates.

5.1. Evaluation and coevaluation for typical Fock modules. For all λ ∈ C, we fix a
non-zero lowest conformal weight vector vλ ∈ Fλ of conformal weight hλ = 1

2λ(λ−α0), and
we identify Fα0−λ as the contragredient of Fλ via the unique non-degenerate H-invariant
bilinear form

〈·, ·〉 : Fα0−λ ×Fλ → C
such that 〈vα0−λ, vλ〉 = 1. We will prove that Fλ is a rigid M(p)-module with dual Fα0−λ.

We first need an evaluation eλ : Fα0−λ � Fλ →M1,1. By intertwining operator symme-
tries from [HLZ2, Equations 3.77 and 3.87], we get an intertwining operator A0(Ω0(YFα0−λ))

of type
( M′1,1
Fα0−λ Fλ

)
. Identifying M′1,1 ∼= M1,1 via the non-degenerate invariant bilinear

form (·, ·) such that (1,1) = 1, A0(Ω0(YFα0−λ)) becomes the intertwining operator of type( M1,1

Fα0−λ Fλ

)
such that(

v,A0(Ω0(YFα0−λ))(w′, x)w
)

=
〈
YFα0−λ(v,−x−1)exL(1)x−2L(0)eπiL(0)w′, exL(1)w

〉
(5.1)

for v ∈ M1,1, w ∈ Fλ, and w′ ∈ Fα0−λ. To simplify the dependence on λ, we rescale by

setting Eλ = e−πihλA0(Ω0(YFα0−λ)). Then from (5.1) and the scaling (1,1) = 1,

Eλ(vα0−λ, x)vλ ∈ x−2hλ
(
1 + xM1,1[[x]]

)
. (5.2)

Now the universal property of vertex algebraic tensor products yields a unique evaluation
eλ : Fα0−λ � Fλ → M1,1 such that eλ ◦ Yα0−λ = Eλ, where Yα0−λ denotes the tensor
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product intertwining operator of type
(Fα0−λ�Fλ
Fλ Fα0−λ

)
. Likewise, Yλ denotes the tensor product

intertwining operator of type
(Fλ�Fα0−λ
Fλ Fα0−λ

)
.

Next we construct a coevaluation iλ :M1,1 → Fλ � Fα0−λ in the case that Fλ is simple
as an M(p)-module, that is, λ ∈ (C \ L◦) ∪ {αr,p | r ∈ Z}. Certainly a unique (up to scale)
non-zero such map exists because the fusion rule

Fλ � Fα0−λ
∼=
⊕
s odd

P1,s

of Corollary 4.5 and the structure of P1,1 as anM(p)-module shows that Fλ�Fα0−λ contains
a unique submodule isomorphic to M1,1. (Corollary 4.5 also holds for λ = αr,p, r ∈ Z, by
the r′ = 2− r, s = s′ = p case of the fusion rules in [CMY2, Theorem 5.2.1(1)].) However,
we would like to choose iλ in such a way that its dependence on λ is not too arbitrary. To
choose a suitable iλ, note first that

L(0)(P1,1)[0] ⊆ Soc(P1,1)[0] ∼= (M1,1)[0] = C1,

so we might at first attempt to define iλ such that iλ(1) is the coefficient of x−2hλ in
L(0)Yλ(vλ, x)vα0−λ (since this coefficient is a vector in (Fλ � Fα0−λ)[0]). But this will not

work because (P1,s)[0] might be non-zero for some s 6= 1, so that the coefficient of x−2hλ in
Yλ(vλ, x)vα0−λ might involve a contribution from such P1,s. The next lemma, whose proof
uses the higher-level Zhu algebras AN (M(p)) of [DLM], provides a way to filter out such
unwanted contributions; recall that for v ∈M(p), o(v) is the component of anM(p)-module
vertex operator that preserves conformal weights:

Lemma 5.1. There exists v ∈ M(p), independent of λ, such that for all λ ∈ (C \ L◦) ∪
{αr,p | r ∈ Z},

o(v) · Resx x
2hλ−1Yλ(vλ, x)vα0−λ ∈ (Fλ � Fα0−λ)[0]

generates the unique submodule of Fλ � Fα0−λ isomorphic to M1,1.

Proof. First, (Fλ�Fα0−λ)[0] is an AN (M(p))-module for N =
⌊
(p−1)2

4p

⌋
since h1,p = − (p−1)2

4p

is the minimum of all conformal weights h1,s. By Corollary 4.5, there is an AN (M(p))-
module isomorphism

fλ : (Fλ � Fα0−λ)[0] −→
⊕
s odd

(P1,s)[0].

Then since

L(0)(P1,s)[0] ⊆ Soc(P1,s)[0] ∼= (M1,s)[0],

for each s, we have

L(0) · Resx x
2hλ−1Yλ(vλ, x)vα0−λ ∈ S

where S is an AN (M(p))-submodule of (Fλ � Fα0−λ)[0] isomorphic to
⊕

s odd(M1,s)[0].
As each M1,s is a simple M(p)-module, S is a semisimple AN (M(p))-module. More-

over, the distinct non-zero (M1,s)[0] are non-isomorphic AN (M(p))-modules: If (M1,s)[0] ∼=
(M1,s′)[0], then M1,s and M1,s′ are both simple quotients of the generalized Verma M(p)-
module GN ((M1,s)[0]). So recalling from Subsection 2.1 that GN ((M1,s)[0]) has a unique
simple quotient, M1,s

∼= M1,s′ as desired. Now by the Jacobson Density Theorem, there
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exists [u] ∈ AN (M(p)) (independent of λ) such that o(u) acts on
⊕

s odd(M1,s)[0] by⊕
s odd δs,1Id(M1,s)[0] . So taking v ∈M(p) such that [v] = [u][ω] in AN (M(p)),

o(v) · Resx x
2hλ−1Yλ(vλ, x)vα0−λ = o(u)L(0) · Resx x

2hλ−1Yλ(vλ, x)vα0−λ

= (f−1λ ◦ o(u) ◦ fλ)
(
L(0) · Resx x

2hλ−1Yλ(vλ, x)vα0−λ

)
= (f−1λ ◦ p1 ◦ fλ)

(
L(0) · Resx x

2hλ−1Yλ(vλ, x)vα0−λ

)
where p1 :

⊕
s odd P1,s → P1,1 is the M(p)-module projection. Consequently,

o(v) · Resx x
2hλ−1Yλ(vλ, x)vα0−λ

is a vector of conformal weight 0 in theM(p)-submodule of Fλ�Fα0−λ isomorphic toM1,1.

We still need to show that o(v) · Resx x
2hλ−1Yλ(vλ, x)vα0−λ 6= 0. To do so, observe that

eα0−λ

(
Resx x

2hλ−1Yλ(vλ, x)vα0−λ

)
= 1 6= 0

by (5.2). Thus because f−1λ ((P1,s)[0]) ⊆ Ker eα0−λ for s > 1, we must have

fλ

(
Resx x

2hλ−1Yλ(vλ, x)vα0−λ

)
/∈ Ker p1.

Moreover, (p1 ◦ fλ)
(
Resx x

2hλ−1Yλ(vλ, x)vα0−λ
)

is not in the maximal proper submodule
of P1,1 because this submodule is contained in the kernel of any homomorphism to P1,1 →
M1,1. Thus by the structure of P1,1,

L(0)(p1 ◦ fλ)
(

Resx x
2hλ−1Yλ(vλ, x)vα0−λ

)
6= 0,

and then

o(v) · Resx x
2hλ−1Yλ(vλ, x)vα0−λ = (f−1λ ◦ p1 ◦ fλ)

(
L(0) · Resx x

2hλ−1Yλ(vλ, x)vα0−λ

)
= f−1λ

(
L(0)(p1 ◦ fλ)(Resx x

2hλ−1Yλ(vλ, x)vα0−λ)
)
6= 0

as well. �

For λ ∈ (C \ L◦) ∪ {αr,p | r ∈ Z}, we now have a non-zero coevaluation candidate

iλ :M1,1 → Fλ � Fα0−λ

1 7→ o(v) · Resx x
2hλ−1Yλ(vλ, x)vα0−λ,

with v ∈ M(p) as in the preceding lemma. We can rewrite the formula for iλ using the
commutator formula (2.2); for j ∈ N, we use πj to denote the projection from M(p) to the
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conformal weight space M(p)(j):

iλ(1) = o(v) · Resx x
2hλ−1Yλ(vλ, x)vα0−λ

= Resx x
2hλ−1

(
Yλ(vλ, x)o(v)vα0−λ +

∑
j≥0

∑
n≥0

(
j − 1

n

)
xj−n−1Yλ(πj(v)nvλ, x)vα0−λ

)

= Resx x
−1
(
Yλ(xL(0)vλ, x)xL(0)o(v)vα0−λ

+
∑
j≥0

∑
n≥0

(
j − 1

n

)
Yλ(xL(0)πj(v)nvλ, x)xL(0)vα0−λ

)

=
J∑
j=1

Resx x
L(0)−1Yλ(u(j)nj vλ, 1)o(v(j))vα0−λ (5.3)

for suitable homogeneous u(j), v(j) ∈ M(p) and nj ∈ Z (with u(j), v(j) = 1 as appropriate),
and the substitution x 7→ 1 in Yλ is accomplished using the branch of logarithm log 1 = 0.
Since the u(j), v(j), and nj are independent of λ, the right side of (5.3) is defined for all
λ ∈ C, though it might vanish if Fλ is not simple.

5.2. The rigidity argument. In this subsection, we give the proof that all typical Fock
modules, and indeed the entire categoriesOM(p) andOTM(p), are rigid, modulo some complex

analytic results that we will prove in the next subsections.
To show that Fλ is rigid for λ ∈ C \L◦, [CMY3, Corollary 4.2.2] shows that it is enough

to prove that the rigidity composition Rλ given by

Fλ
l−1
Fλ−−→M1,1 � Fλ

iλ�IdFλ−−−−−→(Fλ � Fα0−λ) � Fλ
A−1
Fλ,Fα0−λ,Fλ−−−−−−−−−→Fλ � (Fα0−λ � Fλ)

IdFλ�eλ−−−−−→ Fλ �M1,1

rFλ−−→ Fλ
is non-zero. In particular, it is sufficient to show that

〈vα0−λ,Rλ(vλ)〉 = 〈vα0−λ,Y(iλ(1), 1)vλ〉 6= 0, (5.4)

where
Y = rFλ ◦ (IdFλ � eλ) ◦ A−1Fλ,Fα0−λ,Fλ ◦ Y�;

here Y� is the tensor product intertwining operator of type
((Fλ�Fα0−λ)�Fλ
Fλ�Fα0−λ Fλ

)
. By (5.3),

〈vα0−λ,Rλ(vλ)〉 is the constant term in the formal series

ϕ(λ, x) =
J∑
j=1

〈vα0−λ,Y(xL(0)Yλ(u(j)nj vλ, 1)o(v(j))vα0−λ, 1)vλ〉. (5.5)

By convergence of iterates of intertwining operators among C1-cofinite M(p)-modules (see
[Hu1] or [HLZ7, Section 11.2]), we can substitute x 7→ 1−z

z in this formal series (using any
choice of branch of logarithm) and get an absolutely convergent series for |z| > |1− z| > 0.

We always use log to denote the principal branch of logarithm on C \ (−∞, 0]:

log ζ = ln |ζ|+ i arg ζ

where −π < arg ζ ≤ π. For ζ = 1−z
z , note that log(1−zz ) defines a single-valued analytic

function on C\ ((−∞, 0]∪ [1,∞)), and that this function agrees with log(1−z)− log z since
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both functions obviously agree on the real interval (0, 1). Thus substituting x 7→ elog(
1−z
z

)

in (5.5) and using the definitions of Y and of the unit and associativity isomorphisms in
OM(p) (see [HLZ8] or the exposition in [CKM1, Section 3.3]), we get

J∑
j=1

〈
vα0−λ,Y(elog(

1−z
z

)L(0)Yλ(u(j)nj vλ, 1)o(v(j))vα0−λ, 1)vλ

〉

=
J∑
j=1

(1− z)2hλ+wtu(j)−nj−1
〈
vα0−λ,Y(e−(log z)L(0)Yλ(u(j)nj vλ, e

log(1−z))o(v(j))vα0−λ, 1)vλ

〉

=

J∑
j=1

(1− z)2hλ+wtu(j)−nj−1·

·
〈
e−(log z)L(0)vα0−λ,Y(Yλ(u(j)nj vλ, e

log(1−z))o(v(j))vα0−λ, e
log z)e(log z)L(0)vλ

〉
=

J∑
j=1

(1− z)2hλ+wtu(j)−nj−1
〈
vα0−λ,Ω0(YFλ)(u(j)nj vλ, 1)Eλ(o(v(j))vα0−λ, e

log z)vλ

〉
(5.6)

for z such that both sides converge, that is, 1 > |z| > |1 − z| > | > 0. For such z,

the factors (1 − z)2hλ+wtu(j)−nj−1 agree with their binomial expansions as power series in
z. Thus the right side of (5.6) is a series in powers of z which converges absolutely to a
multivalued analytic function on the punctured disk B1(0) \ {0} of radius 1 centered at 0,
or to a single-valued analytic function on the simply-connected open set B1(0) \ (−1, 0].

To prove (5.4) and thus show Fλ is rigid, we will show that 〈vα0−λ,Rλ(vλ)〉 is an analytic
function of λ which does not vanish identically, and thus is generically non-zero. For this,
we need to enhance the analyticity in z of the right side of (5.6) to analyticity in both λ and
z; this is the content of the following theorem, which we will prove in the next subsection:

Theorem 5.2. For any homogeneous u, v ∈ M(p), n ∈ Z, and analytic function r(λ) on
C, there is a finite set S ⊆ C such that the series

(1− z)r(λ)
〈
vα0−λ,Ω0(YFλ)(unvλ, 1)Eλ(o(v)vα0−λ, e

log z)vλ
〉

(5.7)

converges absolutely to a function analytic in both λ and z on (C \ S) × (B1(0) \ (−1, 0]).
Moreover, this analytic function is the solution of a differential equation of the form

dNϕ

dzN
=

N−1∑
n=0

an(λ, z)
dnϕ

dzn
(5.8)

whose coefficient functions an(λ, z) are analytic in λ and z on (C \ S)× (C \ {0, 1}).

Recall that 〈vα0−λ,Rλ(vλ)〉 is the constant term in the formal series ϕ(λ, x) of (5.5).
Substituting x 7→ ζ using the principal branch of logarithm log ζ yields a function ϕ(λ, ζ)
which is analytic in ζ for ζ ∈ B1(0) \ (−1, 0]. Moreover, the calculation (5.6) shows that

ϕ

(
λ,

1− z
z

)
=

J∑
j=1

(1− z)2hλ+wtu(j)−nj−1·

·
〈
vα0−λ,Ω0(YFλ)(u(j)nj vλ, 1)Eλ(o(v(j))vα0−λ, e

log z)vλ
〉
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for 1 > |z| > |1 − z| > 0. For 1 ≤ j ≤ J , let Sj ⊆ C be the finite set of Theorem 5.2

corresponding to u(j), v(j) ∈M(p), nj ∈ Z, and the analytic function 2hλ + wtu(j)−nj − 1.

Now applying Theorem 5.2 and the variable change z = (1 + ζ)−1, d
dz = −(1 + ζ)2 d

dζ , we

see that ϕ(λ, ζ) is analytic in both λ and ζ for λ ∈ C \S, where S = ∪Jj=1Sj , and for ζ such

that |1 + ζ| > 1 > |ζ| > 0 (a non-empty simply-connected open subset of B1(0) \ (−1, 0]
that we will call V0). Moreover, the analytic function ϕ(λ, ζ) on (C \S)×V0 is a finite sum
of solutions to differential equations of the form

dNϕ

dζN
=

N−1∑
n=0

bn(λ, ζ)
dnϕ

dζn
(5.9)

whose coefficient functions bn(λ, ζ) are analytic for λ ∈ C \ S and ζ ∈ C \ {−1, 0} (when
changing variables from z to ζ in the differential equation (5.8), the singularities at z =
0, 1,∞ become singularities at ζ =∞, 0,−1, respectively).

Since each summand of ϕ(λ, ζ) is analytic in ζ for all ζ ∈ B1(0) \ (−1, 0] and also
solves a differential equation with analytic coefficients for ζ in the non-empty open subset
V0 ⊆ B1(0) \ (−1, 0], each summand of ϕ(λ, ζ) is actually a solution to the differential
equation on the entire connected set B1(0) \ (−1, 0], for all λ ∈ C \S. It is not immediately
evident that ϕ(λ, ζ) is also analytic in λ at any ζ ∈ B1(0) \ (−1, 0] (outside of V0), but this
is proved as part of the proof of the following theorem:

Theorem 5.3. Suppose ϕ(λ, ζ) =
∑M

m=1

∑K
k=0 fm,k(λ, ζ)ehm log ζ(log ζ)k is a series solution

to a differential equation of the form (5.9) such that:

• The hm ∈ C for 1 ≤ m ≤M are pairwise non-congruent mod Z.
• For each m and k, fm,k(λ, ζ) =

∑
n∈Z fm,k,n(λ) ζn is a Laurent series in ζ whose

coefficients are functions of λ defined on a non-empty open subset U ⊆ C.
• The coefficient functions bn(λ, ζ) in (5.9) are analytic in both λ and ζ on the open

set U × (B1(0) \ {0}).
• The series ϕ(λ, ζ) converges absolutely on U × (B1(0) \ (−1, 0]), and thus for any
λ ∈ U , ϕ(λ, ζ) is analytic in ζ on B1(0) \ (−1, 0].
• For some non-empty open subset V0 ⊆ B1(0) \ (−1, 0], ϕ(λ, ζ) is analytic in both λ

and ζ on U × V0.

Then for 1 ≤ m ≤M , 0 ≤ k ≤ K, and all n ∈ Z, the function fm,k,n(λ) is analytic on U .

We defer the proof of this theorem to Subsection 5.4. We take ϕ(λ, ζ) in the theorem to
be the individual summands of (5.5) (with x 7→ elog ζ). Then the hm ∈ C for 1 ≤ m ≤M are
a maximal set of h1,s, s odd, that are pairwise non-congruent mod Z (since Fλ � Fα0−λ

∼=⊕
s odd P1,s) and K = 1 (since the nilpotent part of L(0) squares to 0 on any P1,s). The

differential equation of the theorem is that of Theorem 5.2 (with a change of variables from
z to ζ = 1−z

z ), the open set U is C \ S, and V0 = {ζ ∈ C | |1 + ζ| > 1 > |ζ| > 0}. Thus
taking h1 = h1,1 = 0, Theorem 5.3 implies that

f1,0,0(λ) = 〈vα0−λ,Rλ(vλ)〉

is analytic on U = C \ S. (Although we explicitly defined Rλ only for λ such that Fλ is
simple, the function ϕ(λ, ζ), and thus also the coefficient function f1,0,0(λ) is defined for all
λ ∈ C, as noted at the end of Subsection 5.1.) We can now prove:

Theorem 5.4. For all λ ∈ C, the M(p)-module Fλ is rigid.
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Proof. Since 〈vα0−λ,Rλ(vλ)〉 is analytic on the connected open set C \ S, it is either iden-
tically 0 or its zeros form a discrete subset of C \ S. We claim that 〈vα0−λ,Rλ(vλ)〉 is not
identically 0: Indeed, it was shown in [CMY2] that Fαr,p for r ∈ Z is rigid and therefore

HomM(p)(Fα2−r,p � Fαr,p ,M1,1) ∼= EndM(p)(Fαr,p) ∼= C,
HomM(p)(M1,1,Fαr,p � Fα2−r,p)

∼= EndM(p)(Fαr,p) ∼= C.
Thus because eαr,p and iαr,p are non-zero, the actual evaluation and coevaluation for Fαr,p
have to be non-zero multiples of eαr,p and iαr,p , respectively. Consequently, IdFαr,p is a

non-zero multiple of Rαr,p , so that Rαr,p 6= 0 for r ∈ Z. Since S is a finite set, αr,p /∈ S for
infinitely many r ∈ Z, and therefore 〈vα0−λ,Rλ(vλ)〉 6= 0 for infinitely many λ ∈ C \ S.

The above argument combined with the analyticity of 〈vα0−λ,Rλ(vλ)〉 shows that there
exists r ∈ Z and ε > 0 such that for all λ in the open ball Bε(αr,p) of radius ε around αr,p, Fλ
is rigid as anM(p)-module (and we may assume ε is small enough so that Fλ is simple for
all λ ∈ Bε(αr,p)). Then for any λ such that 0 < |λ| < ε, the tensor product Fλ+αr,p�Fα2−r,p

is also rigid and contains Fλ+αr,p+α2−r,p+(p−1)α− = Fλ as a direct summand by Theorem

4.2. Thus Fλ is rigid for all λ ∈ Bε(0).
Now consider any λ ∈ C \L◦ and any 0 < δ < ε. Since the zeros of 〈vα0−λ,Rλ(vλ)〉 form

a discrete set of C\S, the circle {λ+µ ∈ C | |µ| = δ} can contain infinitely many such zeros
only if it contains one of the (finitely many) elements of S. Thus there is some δ < ε and
some µ with |µ| = δ such that λ+µ ∈ C \L◦ and Rλ+µ 6= 0. Thus Fλ+µ�F−µ is rigid and
contains Fλ as a direct summand, proving that Fλ is rigid for any λ ∈ C \ L◦ (and rigidity
of Fλ for λ ∈ L◦ was proved in [CMY2]). �

Combined with the rigidity results of [CMY2], the preceding theorem shows that all
simple objects of the tensor categories OM(p) and OTM(p) are rigid. As every object of

OM(p) has finite length, [CMY2, Theorem 4.4.1] shows that all objects of OM(p) are rigid:

Theorem 5.5. The tensor category OM(p) is rigid and ribbon, with duals given by contra-

gredient modules and ribbon twist θ = e2πiL(0).

Theorem 5.6. The tensor category OTM(p) is rigid and ribbon.

Proof. We just need to check that OTM(p) is closed under contragredients. For the sub-

category C0M(p) = O0+2L◦

M(p) ⊕ O
α−/2+2L◦

M(p) , this was done in [CMY2, Corollary 4.4.3]. For

λ ∈ C\L◦, all objects of Oλ+2L◦

M(p) are direct sums of Fock modules Fµ such that λ−µ ∈ 2L◦

by Corollary 3.20, and the contragredient of such a direct sum is an object of Oα0−λ+2L◦

M(p)

by Proposition 3.16. �

5.3. Generic Fock modules and differential equations. In this subsection, we prove
Theorem 5.2. The idea is repeat Huang’s derivation in [Hu1] of regular-singular-point
differential equations satisfied by products of intertwining operators such as (5.7), but in
such a way as to guarantee that the coefficient functions of the differential equation are
analytic in the Heisenberg weight λ. To do so, we replace the Fock modules Fλ and Fα0−λ
in the derivation of the differential equations with a generic Fock module Fx on which the
Heisenberg zero-mode h(0) acts by the monomial x. We define the generic Fock module
more precisely as follows.

Recall that the Zhu algebra A(H) of the Heisenberg vertex operator algebra H is isomor-
phic to C[x]. Thus C[x] is the top level of the generic Fock H-module Fx := G(C[x]); we
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identify 1 ∈ C[x] with a generating highest-weight vector vx ∈ Fx such that

h(n)vx = δn,0x · vx

for n ∈ N. The operator h(0) gives Fx the structure of a C[x]-module, and each homogeneous
space Fx(n), n ∈ N, in the natural N-grading of Fx is a finitely-generated C[x]-module
(generated by vectors of the form

h(−n1) · · ·h(−nk)vx

such that each ni ∈ Z+ and n1 + · · ·+ nk = n).
For each λ ∈ C, there is an A(H)-module homomorphism C[x] → Cvλ ⊆ Fλ sending

p(x) ∈ C[x] to p(λ)vλ. The universal property of generalized VermaH-modules then induces
a unique (and surjective) H-module homomorphism pλ : Fx → Fλ such that pλ(vx) = vλ.

Lemma 5.7. For each λ ∈ C, Ker pλ = (x− λ) · Fx.

Proof. From the definition of pλ, (x− λ) · Fx ⊆ Ker pλ, so pλ induces a surjective map

pλ : Fx/(x− λ) · Fx −→ Fλ

such that pλ(vx + (x − λ) · Fx) = vλ and Ker pλ = Ker pλ/(x − λ) · Fx. Setting vx =
vx + (x−λ) · Fx, note that vx is in the top level T (Fx/(x−λ) · Fx), and that h(0)vx = λvx.
Thus by the universal property of generalized Verma H-modules, there is an H-module
homomorphism

qλ : Fλ −→ Fx/(x− λ) · Fx

such that qλ(vλ) = vx. Then qλ ◦ pλ = IdFx/(x−λ)·Fx since vx generates Fx/(x− λ) · Fx. In
particular, pλ is injective, which implies Ker pλ = (x− λ) · Fx. �

Using Fx and the homomorphisms pλ, we now prove that the coefficients of series similar
to (5.7) depend polynomially on λ:

Proposition 5.8. Fix homogeneous u, v ∈M(p) and n ∈ Z. Then for all λ ∈ C,

〈vα0−λ,Ω0(YFλ)(unvλ, 1)Eλ(o(v)vα0−λ, z)vλ〉 =
∑
m≥0

qm(λ) z−2hλ+m (5.10)

as formal series in powers of z, where qm(λ) ∈ C[λ] are polynomials depending only on u,
v, and n.

Proof. Let {vi}i∈I be a basis of M(p) consisting of homogeneous vectors, and let {v′i}i∈I
be the dual basis with respect to the nondegenerate invariant bilinear form (·, ·) such that
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(1,1) = 1. The definitions of Ω0(YFλ) and Eλ (recall in particular (5.1)) yield

〈vα0−λ,Ω0(YFλ)(unvλ, 1)Eλ(o(v)vα0−λ, z)vλ〉

=
∑
i∈I
〈vα0−λ,Ω0(YFλ)(unvλ, 1)vi〉

(
v′i, Eλ(o(v)vα0−λ, z)vλ

)
=
∑
i∈I

〈
eL(1)vα0−λ, YFλ(vi,−1)unvλ

〉
e−πihλ ·

·
〈
YFα0−λ(v′i,−z−1)ezL(1)z−2L(0)eπiL(0)o(v)vα0−λ, e

zL(1)vλ

〉
=
∑
i∈I

z−2hλ 〈vα0−λ, YFλ(vi,−1)unpλ(vx)〉
〈
YFα0−λ(v′i,−z−1)o(v)pα0−λ(vx), vλ

〉
=
∑
i∈I

z−2hλ 〈vα0−λ, pλ (YFx(vi,−1)unvx)〉
〈
pα0−λ(YFx(v′i,−z−1)o(v)vx), vλ

〉
.

Now for each i ∈ I, the projection of YFx(vi,−1)unvx to the degree-0 space Fx(0) has the

form q
(1)
i (x)vx for some q

(1)
i (x) ∈ C[x] depending on vi, u, and n, so

〈vα0−λ, pλ (YFx(vi,−1)unvx)〉 = q
(1)
i (λ).

Similarly,〈
pα0−λ(YFx(v′i,−z−1)o(v)vx), vλ

〉
=
∑
k∈Z

(−1)k+1
〈
pα0−λ((v′i)ko(v)vx), vλ

〉
zk+1

= (−1)wt v′i
〈
pα0−λ(o(v′i)o(v)vx), vλ

〉
zwt v′i

= q
(2)
i (α0 − λ) zwt v′i

where (−1)wt v′io(v′i)o(v)vx = q
(2)
i (x)vx. Thus (5.10) holds with

qm(λ) =
∑

wt vi=m

q
(1)
i (λ)q

(2)
i (α0 − λ)

for m ∈ N (since wt vi = wt v′i for all i ∈ I). �

We now consider the generic Fock module Fx as an M(p)-module by restriction; recall
the C1-quotient Fx/C1(Fx) where

C1(Fx) = span {v−1w | w ∈ Fx, v ∈M(p),wt v ≥ 1} .

The natural N-grading on Fx restricts to a grading on C1(Fx), so each homogeneous space
[Fx/C1(Fx)](n) = Fx(n)/[C1(Fx)](n), n ∈ N, is a finitely-generated C[x]-module. Although
Fx is certainly not a C1-cofinite N-gradable weak M(p)-module, we do have:

Lemma 5.9. For any sufficiently large n ∈ N, there is a non-zero polynomial dn(x) ∈ C[x]
such that dn(x) · Fx(n) ⊆ [C1(Fx)](n). That is, [Fx/C1(Fx)](n) is a torsion C[x]-module.

Proof. Fix any λ ∈ C. Since Fλ is a C1-cofinite M(p)-module by [CMR, Theorem 13],
Fλ(n) = [C1(Fλ)](n) for n ∈ N sufficiently large. For such n and for any w ∈ Fx(n),

pλ(w) =
∑

v
(i)
−1w

(i) =
∑

v
(i)
−1pλ(w̃(i)) =

∑
pλ(v

(i)
−1w̃

(i))
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for suitable v(i) ∈ M(p), w(i) ∈ Fλ, and w̃(i) ∈ Fx such that pλ(w̃(i)) = w(i) (recall that pλ
is surjective). Since pλ preserves the N-gradings of Fx and Fλ, we may assume that each

v
(i)
−1w̃

(i) has degree n, and thus

Fx(n) = [C1(Fx)](n) + (Ker pλ)(n) = [C1(Fx)](n) + (x− λ) · Fx(n) (5.11)

for n sufficiently large, using Lemma 5.7.
Now as a finitely-generated C[x]-module, Fx(n) =

∑I
i=1C[x] ·wi for certain wi ∈ Fx(n).

By (5.11), each generator wi satisfies

wi = ci + (x− λ)
I∑
j=1

pij(x) · wj

for suitable ci ∈ [C1(Fx)](n) and pij(x) ∈ C[x]. Equivalently,
1− (x− λ)p11(x) −(x− λ)p12(x) · · · −(x− λ)p1I(x)
−(x− λ)p21(x) 1− (x− λ)p22(x) · · · −(x− λ)p2I(x)

...
...

. . .
...

−(x− λ)pI1(x) −(x− λ)pI2(x) · · · 1− (x− λ)pII(x)



w1

w2
...
wI

 =


c1
c2
...
cI

 .
Multiplying both sides by the adjugate of the matrix on the left and noting that [C1(Fx)](n)
is a C[x]-submodule of Fx(n) since x commutes with v−1 for any v ∈M(p), we get

dn(x) · wi ∈ [C1(Fx)](n)

for each i, where dn(x) is the determinant of the matrix. This determinant is not identically
0 because dn(λ) = 1. Since dn(x) · Fx(n) ⊆ [C1(Fx)](n), this proves the lemma. �

We now fix non-zero polynomials dn(x) for all n ∈ N: for small n we choose dn(x) = 1,
and for all n sufficiently large we choose dn(x) such that dn(x) · Fx(n) ⊆ [C1(Fx)](n). Then

for all N ∈ N, set pN (x) =
∏N
n=0 dn(x); by construction, these polynomials satisfy

pN (x) · Fx(n) ⊆ pn(x) · Fx(n)

whenever n ≤ N . Finally, for N ∈ N, set PN (x) =
∏N
n=0 pn(x); by construction, these

polynomials have the property

PN (x) · Fx(n) ⊆ PN−1(x) · [C1(Fx)](n) (5.12)

whenever n ≤ N is sufficiently large.
We can now begin proving that series such as (5.7) satisfy suitable differential equations.

Since Fλ and Fα0−λ are C1-cofinite M(p)-modules, [Hu1, Theorems 1.4 and 2.3] already
show that such series are solutions to differential equations with a regular singular point
at z = 0 and thus converge absolutely to multivalued analytic functions in z. However, we
need these multivalued functions to be also analytic in λ, so here we adapt the methods of
[Hu1] using generic Fock modules to show that the coefficients of the differential equations
may be taken to be analytic in λ. To shorten the discussion, we will follow a somewhat
different exposition than [Hu1] and derive the existence of the differential equations and the
regularity of the singular point z = 0 simultaneously.

Similar to [Hu1], let R = C[z, (1 − z)−1] be the (Noetherian) ring of suitable rational
functions in z. Then take three generic Fock modules Fx1 , Fx2 , Fx3 and consider

T = R⊗Fx1 ⊗Fx2 ⊗Fx3 ,
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which is an R[x1, x2, x3]-module in the obvious way. The N-gradings of the generic Fock
modules induce an N-grading of T :

T (n) =
⊕

n1+n2+n3=n

R⊗Fx1(n1)⊗Fx2(n2)⊗Fx3(n3). (5.13)

As in [Hu1], we take the quotient of T by certain intertwining-operator-inspired relations.
Our relations are simpler than in [Hu1] because in series such as (5.7), the leftmost insertion
is always the lowest-conformal-weight vector vα0−λ. So for v ∈ M(p) with wt v > 0 and
homogeneous w1 ∈ Fx1 , w2 ∈ Fx2 , and w3 ∈ Fx3 , we define

A(v, w1, w2, w3) = 1⊗ v−1w1 ⊗ w2 ⊗ w3

−
∑
k≥0

(
(1− z)−k−1 ⊗ w1 ⊗ vkw2 ⊗ w3 + 1⊗ w1 ⊗ w2 ⊗ vkw3

)
,

B(v, w1, w2, w3) = zwt v+degw3 ⊗ w1 ⊗ v−1w2 ⊗ w3

+
∑
k≥0

zwt v+degw3

(
(−1)k(1− z)−k−1 ⊗ vkw1 ⊗ w2 ⊗ w3 − z−k−1 ⊗ w1 ⊗ w2 ⊗ vkw3

)
,

C(v, w1, w2, w3) = zwt v+degw2 ⊗ w1 ⊗ w2 ⊗ v−1w3

+
∑
k≥0

(−1)kzwt v+degw2

(
1⊗ vkw1 ⊗ w2 ⊗ w3 + z−k−1 ⊗ w1 ⊗ vkw2 ⊗ w3

)
.

Since
deg vkw = wt v + degw − k − 1

for homogeneous v ∈ M(p) and w ∈ Fx, the relations B(v, w1, w2, w3) and C(v, w1, w2, w3)
are indeed elements of T .

Let J be the R[x1, x2, x3]-submodule of T generated by A(v, w1, w2, w3), B(v, w1, w2, w3),
and C(v, w1, w2, w3) for all homogeneous w1 ∈ Fx1 , w2 ∈ Fx2 , w3 ∈ Fx3 , and v ∈M(p) such
that wt v > 0. Somewhat differently from [Hu1], T/J is not a finitely-generatedR[x1, x2, x3]-
module; we need to take a submodule instead. Recall the polynomials PN (x) ∈ C[x] chosen
above; we define S to be the R[x1, x2, x3]-submodule of T/J generated by all

PN (x1)PN (x2)PN (x3)z
N · w + J

for N ∈ N and w ∈ T (N). Similar to [Hu1, Corollary 1.2], we have:

Proposition 5.10. The R[x1, x2, x3]-module S is finitely generated.

Proof. Since the homogeneous spaces of each generic Fock module are finitely-generated
C[x]-modules, each homogeneous space T (N) is a finitely-generated R[x1, x2, x3]-module.
Thus to prove the proposition, it is enough to show that when N is sufficiently large, any
generator PN (x1)PN (x2)PN (x3)z

N · w + J of S, where w ∈ T (N), can be written as an
R[x1, x2, x3]-linear combination of generators Pn(x1)Pn(x2)Pn(x3)z

n · w̃ + J where n < N
and w̃ ∈ T (n). Indeed, (5.12) and (5.13) show that when N is large enough and w ∈ T (N),

PN (x1)PN (x2)PN (x3)z
N · w ∈ PN−1(x1)PN−1(x2)PN−1(x3)zNR⊗ ·

· (C1(Fx1)⊗Fx2 ⊗Fx3 + Fx1 ⊗ C1(Fx2)⊗Fx3 + Fx1 ⊗Fx2 ⊗ C1(Fx3)) .

Then because for any homogeneous v ∈M(p), vertex operator degrees satisfy

deg v−1 = wt v > wt v − k − 1 = deg vk
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for k ≥ 0, the form of the generators A(v, w1, w2, w3), B(v, w1, w2, w3), C(v, w1, w2, w3) of J
imply PN (x1)PN (x2)PN (x3)z

N · w + J is in the R[x1, x2, x3]-submodule of T/J generated
by elements Pn(x1)Pn(x2)Pn(x3)z

n · w̃ + J for n < N and w̃ ∈ T (n), as desired. �

Now similar to [Hu1, Corollary 1.3], we get:

Corollary 5.11. For any homogeneous w1 ∈ Fx1, w2 ∈ Fx2, and w3 ∈ Fx3, there exist
N ∈ Z+ and elements an(z;x1, x2, x3) ∈ R[x1, x2, x3] for 0 ≤ n ≤ N − 1 such that

PN+σ(x1)PN+σ(x2)PN+σ(x3) · (zN+σ ⊗ w1 ⊗ L(−1)Nw2 ⊗ w3) + J

=

N−1∑
n=0

an(z;x1, x2, x3) · (zn+σ ⊗ w1 ⊗ L(−1)nw2 ⊗ w3) + J, (5.14)

where σ = degw1 + degw2 + degw3.

Proof. Since R[x1, x2, x3] is a Noetherian ring by the Hilbert Basis Theorem, any submodule
of the finitely-generated R[x1, x2, x3]-module S is finitely generated. In particular, the
submodule generated by

{Pn+σ(x1)Pn+σ(x2)Pn+σ(x3) · (zn+σ ⊗ w1 ⊗ L(−1)nw2 ⊗ w3) + J}n∈N (5.15)

has a finite generating set. As each of these finitely many generators is a finite R[x1, x2, x3]-
linear combination of elements from the generating set (5.15), we may take the generating
set to be finitely many of the elements in (5.15). Consequently, (5.14) holds for N sufficiently
large (where we have absorbed the factors Pn+σ(x1)Pn+σ(x2)Pn+σ(x3) for n < N into the
elements an(z;x1, x2, x3)). �

We can use the preceding corollary to obtain differential equations for products of inter-
twining operators. Thus suppose we have families of intertwining operators Yλ1 and Yλ2 for

λ ∈ C of types
( Fλ
FλW

)
and

(
W

Fα0−λ Fλ

)
, respectively. Similar to the proof of [Hu1, Theorem

1.4], there is for each λ ∈ C a linear map

φYλ1 ,Yλ2
: T → C[log z]{z}

f(z)

(1− z)m
⊗ w1 ⊗ w2 ⊗ w3 7→

∑
k≥0

(−1)k
(
−m
k

)
zkf(z)·

· 〈vα0−λ,Yλ1 (pλ(w1), 1)Yλ2 (pα0−λ(w2), z)pλ(w3)〉,
where f(z) ∈ C[z] and m ∈ N. As in [Hu1], the R[x1, x2, x3]-submodule J is contained in the
kernel of φYλ1 ,Yλ2

. This follows from the fact that vα0−λ is a lowest-conformal-weight vector

of Fα0−λ together with the Jacobi identity commutator formula (2.2) and the n = −1
case of the iterate formula (2.3). Thus φYλ1 ,Yλ2

descends to a well-defined linear map on

T/J , which then restricts to a map S → C[log z]{z}. If we apply this map to the relation

(5.14), multiply by (1− z)r(λ) for some function r(λ), use the L(−1)-derivative property for
intertwining operators and the product rule, and then divide by zσ, we get:

Theorem 5.12. For any w1 ∈ Fx1, w2 ∈ Fx2, and w3 ∈ Fx3, there exist N ∈ Z+ and ele-
ments an(z;x1, x2, x3) ∈ R[x1, x2, x3] for 0 ≤ n ≤ N −1 such that for any families {Yλ1 }λ∈C
and {Yλ2 }λ∈C of M(p)-module intertwining operators of types

( Fλ
FλW

)
and

(
W

Fα0−λ Fλ

)
, re-

spectively, and for any analytic function r(λ), the series

(1− z)r(λ)〈vα0−λ,Yλ1 (pλ(w1), 1)Yλ2 (pα0−λ(w2), z)pλ(w3)〉 ∈ C[log z]{z}
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is a formal solution to the differential equation

PN (λ)PN (α0 − λ)PN (λ)zN
(
d

dz
+

r(λ)

1− z

)N
ϕ(λ, z)

=

N−1∑
n=0

an(z;λ, α0 − λ, λ)zn
(
d

dz
+

r(λ)

1− z

)n
ϕ(λ, z).

Since all the coefficient rational functions an(z;λ, α0 − λ, λ) in this theorem are analytic
at z = 0, the differential equation has a regular singular point at z = 0. We will apply the
theorem to Yλ1 = Ω0(YFλ) and Yλ2 = Eλ to prove Theorem 5.2; we will also use the following
result from the theory of ordinary differential equations (see for example [McR2, Appendix
A] for a proof):

Theorem 5.13. Consider a regular-singular-point differential equation with parameter λ,

zN
dNϕ

dzN
=

N−1∑
n=0

an(λ, z)zn
dnϕ

dzn
,

where the coefficient functions an(λ, z) are analytic on U ×B1(0) for U a non-empty open
set of λ ∈ C and B1(0) the open ball of radius 1 centered at z = 0. Suppose moreover that{

ϕ(λ, z) =
∑
m≥0

qm(λ) zh(λ)+m
}
λ∈U

is a family of formal series which solve the differential equation for each λ ∈ U , where h(λ)
and qm(λ) are analytic on U . Then for each λ ∈ U , the series ϕ(λ, z) converges absolutely
for each z ∈ B1(0) \ {0}, and

ϕ(λ, elog z) = e(log z)h(λ)
∑
m≥0

qm(λ) zm

defines a (single-valued) function which is analytic in both λ and z on U × (B1(0)\ (−1, 0]).

We can now complete the proof of Theorem 5.2:

Proof. For any homogeneous u, v ∈M(p), n ∈ Z, and analytic function r(λ) on C, we take
w1 = unvx, w2 = o(v)vx, and w3 = vx in Theorem 5.12 to conclude that

(1− z)r(λ)
〈
vα0−λ,Ω0(YFλ)(unvλ, 1)Eλ(o(v)vα0−λ, e

log z)vλ
〉

(5.16)

is a formal solution to a differential equation of the form (5.8) whose coefficient functions are
analytic for z ∈ C\{0, 1} and λ ∈ C\S where S is the finite set of roots of PN (λ)PN (α0−λ).
Moreover, this differential equation has a regular singular point at z = 0, and Proposition
5.8 shows that (5.16) satisfies the conditions of Theorem 5.13 with h(λ) = −2hλ and
U = C \ S. Thus (5.16) converges absolutely to an analytic function in both λ and z on
(C \ S)× (B1(0) \ (−1, 0]). �

5.4. Proof of Theorem 5.3. Throughout this subsection, we use the notation Br(z0) for
the open ball of radius r centered at z0 ∈ C. Recall the setting of Theorem 5.3: we have a
series solution ϕ(λ, ζ) =

∑M
m=1

∑K
k=0 fm,k(λ, ζ)ehm log ζ(log ζ)k to a differential equation

dNϕ

dζN
=

N−1∑
n=0

bn(λ, ζ)
dnϕ

dζn
(5.17)
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whose coefficient functions bn(λ, ζ) are analytic in λ and ζ on U × (B1(0) \ {0}), where U
is a non-empty open subset of C. Moreover:

• The hm ∈ C for 1 ≤ m ≤M are pairwise non-congruent mod Z.
• For each m and k, fm,k(λ, ζ) =

∑
n∈Z fm,k,n(λ) ζn is a Laurent series in ζ whose

coefficients are functions of λ defined on U .
• The series ϕ(λ, ζ) converges absolutely on U × (B1(0) \ (−1, 0]), and thus for any
λ ∈ U , ϕ(λ, ζ) is analytic in ζ on B1(0) \ (−1, 0].
• For some non-empty open subset V0 ⊆ B1(0) \ (−1, 0], ϕ(λ, ζ) is analytic in both λ

and ζ on U × V0.
Our goal is to show that for 1 ≤ m ≤ M , 0 ≤ k ≤ K, and n ∈ Z, the coefficient functions
fm,k,n(λ) are analytic in λ on U .

First, since the series ϕ(λ, ζ) is absolutely convergent for λ ∈ U and ζ ∈ B1(0) \ {0},
so are the Laurent series fm,k(λ, ζ) =

∑
n∈Z fm,k,n(λ) ζn. This means that for any simply-

connected open subset V ⊆ B1(0) \ {0} and any single-valued branch of logarithm `(ζ)
defined on V , the series

M∑
m=1

K∑
k=0

fm,k(λ, ζ) ehm`(ζ)`(ζ)k

also converges absolutely for all λ ∈ U to a function that is analytic in ζ on V . We now
show that this new series is also analytic in λ:

Lemma 5.14. For any simply-connected open subset V ⊆ B1(0)\{0} and any single-valued

branch of logarithm `(ζ) defined on V , the function
∑M

m=1

∑K
k=0 fm,k(λ, ζ) ehm`(ζ)`(ζ)k is

analytic in both λ and ζ on U × V .

Proof. Fix any ζ1 ∈ V ; we need to show that ϕV (λ, ζ) =
∑M

m=1

∑K
k=0 fm,k(λ, ζ) ehm`(ζ)`(ζ)k

is analytic in both λ and ζ for λ ∈ U and ζ contained in an open neighborhood of ζ1. Recall
we are assuming that ϕ(λ, ζ) =

∑M
m=1

∑K
k=0 fm,k(λ, ζ) ehm log ζ(log ζ)k is analytic in both λ

and ζ on U × V0 for some non-empty open set V0 ⊆ B1(0) \ (−1, 0]. Then if we fix ζ0 ∈ V0,
we can obtain ϕV (λ, ζ) on V (for any λ ∈ U) by analytic continuation of ϕ(λ, ζ) along some
continuous path γ : [0, 1]→ B1(0) \ {0} such that γ(0) = ζ0 and γ(1) = ζ1.

We can cover the image of the path γ with finitely many overlapping open disks Br(γ(ti)),
0 ≤ i ≤ I, as follows: First take r > 0 to be no larger than the minimum distance from
the image of γ to the compact set (B1(0) \ B1(0)) ∪ {0}, so that Br(γ(t)) ⊆ B1(0) \ {0}
for all t ∈ [0, 1]. We then take t0 = 0 so that our first disk is Br(ζ0); for convenience,
we may assume r is small enough so that Br(ζ0) ⊆ V0. Now assuming we have chosen
ti for some i ≥ 0, we choose ti+1 (if it exists) to be the minimum element of [ti, 1] such
that |γ(ti+1) − γ(ti)| ≥ r

2 . This process terminates after finitely many steps: Since γ is

(uniformly) continuous on the compact set [0, 1], there is a δ > 0 such that |γ(t)−γ(t̃)| < r
2

if |t − t̃| < δ; consequently, ti+1 − ti > δ for all i such that ti+1 exists. At the end of the
process, we have ζ1 = γ(1) ∈ Br/2(γ(tI)) by construction.

We now prove by induction on i that the analytic continuation of ϕ(λ, ζ) along the path
γ is analytic in both λ and ζ on U × Br(γ(ti)). Since ζ1 ∈ Br(γ(tI)), this will prove
the lemma. For i = 0, the analyticity claim holds by assumption since we are assuming
Br(γ(t0)) = Br(ζ0) ⊆ V0. If we now assume the claim holds for some i ≥ 0, then the analytic
continuation to Br(γ(ti+1)), which we denote as ϕi+1(λ, ζ), is analytic in both λ and ζ on
U × (Br(γ(ti)) ∩ Br(γ(ti+1))). Since γ(ti+1) ∈ Br(γ(ti)) ∩ Br(γ(ti+1)) by construction, we
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can thus expand

ϕi+1(λ, ζ) =
∑
n≥0

ϕi+1,n(λ)(ζ − γ(ti+1))
n (5.18)

for all λ ∈ U and ζ ∈ Bε(γ(ti+1)) for ε > 0 sufficiently small, where the functions ϕi+1,n(λ)
can be expanded as a power series about any λ ∈ U and thus are analytic functions on U .

We also know by induction that ϕi+1(λ, ζ) is a solution to the differential equation (5.17)
on U × Br(γ(ti+1)). Since γ(ti+1) is a regular point of the differential equation, since the
coefficient functions bn(λ, ζ) in (5.17) are analytic in both λ and ζ on U ×Br(γ(ti+1)), and
since the coefficient functions ϕi+1,n(λ) are analytic on U , it follows that the power series
(5.18) converges absolutely to a solution of (5.8) on the entire domain U ×Br(γ(ti+1)), and
that moreover this solution is analytic in both λ and ζ on U×Br(γ(ti+1)) (recall the regular
singular point generalization of this result in Theorem 5.13). Thus ϕi+1(λ, ζ) is analytic in
both λ and ζ, proving the inductive hypothesis and thus also the lemma. �

We will use the preceding lemma to show that the functions fm,k(λ, ζ) are analytic in
both λ and ζ. To do so, we fix for any simply-connected open subset of V ⊆ B1(0) \ {0} an
analytic single-valued branch of logarithm `(ζ) defined on V . Let S(U, V ) denote the set of
all functions ψ(λ, ζ) such that:

• ψ(λ, ζ) is analytic in both λ and ζ on U × V .
• ψ(λ, ζ) has the form

ψ(λ, ζ) =

M∑
m=1

K∑
k=0

gm,k(λ, ζ)ehm`(ζ)`(ζ)k

for some M ∈ Z+ and k ∈ N, where the hm ∈ C are non-congruent mod Z and each
fm,k(λ, ζ) =

∑
n∈Z fm,k,n(λ)ζn is an absolutely-convergent Laurent series for each

λ ∈ U .
• Every single-valued branch

ψ(n)(λ, ζ) =

M∑
m=1

K∑
k=0

e2πinhmgm,k(λ, ζ)ehm`(ζ)(`(ζ) + 2πin)k

for n ∈ Z is also analytic in both λ and ζ on U × V .

It is clear that every eh`(ζ)C[`(ζ)]-linear combination of functions in S(U, V ) is an element of

S(U, V ), for any h ∈ C, and that if ψ ∈ S(U, V ), then ψ(n) ∈ S(U, V ) as well for any n ∈ Z.
By Lemma 5.14, our original series ϕ(λ, ζ) is a function in S(U, V ) for any simply-connected
open set V ⊆ B1(0) \ {0}.

Lemma 5.15. For any function ψ(λ, ζ) =
∑M

m=1

∑K
k=0 gm,k(λ, ζ)ehm`(ζ)`(ζ)k ∈ S(U, V ),

the Laurent series gm,k(λ, ζ) are analytic in both λ and ζ on U ×V , for all 1 ≤ m ≤M and
0 ≤ k ≤ K.

Proof. We prove the lemma by induction on K. When K = 0, and setting gm = gm,0 for
1 ≤ m ≤M , we have

1 1 · · · 1
e2πih1 e2πih2 · · · e2πihM

...
...

. . .
...

e2πi(M−1)h1 e2πi(M−1)h2 · · · e2πi(M−1)hM




g1(λ, ζ)eh1`(ζ)

g2(λ, ζ)eh2`(ζ)

...

gM (λ, ζ)ehM `(ζ)

 =


ψ(λ, ζ)

ψ(1)(λ, ζ)
...

ψ(M−1)(λ, ζ)
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Because the hm are non-congruent mod Z, the Vandermonde matrix is invertible and hence
each gm(λ, ζ)ehm`(ζ) is a C-linear combination of functions which are analytic in both λ and
ζ on U × V . Thus each gm(λ, ζ) is also analytic on U × V .

Now we prove the case K ≥ 1 by induction on the maximum m̃ ≤ M such that
gm̃,K(λ, ζ) 6= 0. We have

ψ(1)(λ, ζ)− e2πihm̃ψ(λ, ζ) =
∑
m6=m̃

K∑
k=0

gm,k(λ, ζ)ehm`(ζ)
(
e2πihm(`(ζ) + 2πi)k − e2πihm̃`(ζ)k

)

+ e2πihm̃
K∑
k=0

gm̃,k(λ, ζ)ehm̃`(ζ)
(

(`(ζ) + 2πi)k − `(ζ)k
)

=
M∑
m=1

K∑
k=0

g′m,k(λ, ζ)ehm`(ζ)`(ζ)k,

where g′m,K(λ, ζ) = 0 for m ≥ m̃ and

g′m̃,K−1 = 2πiKe2πihm̃gm̃,K(λ, ζ).

Since ψ(1)(λ, ζ)−e2πihm̃ψ(λ, ζ) ∈ S(U, V ), induction on m̃ implies that gm̃,K(λ, ζ) is analytic

in both λ and ζ on U × V . Then also gm̃,K(λ, ζ)ehm̃`(ζ)`(ζ)K ∈ S(U, V ), so that

ψ(λ, ζ)− gm̃,K(λ, ζ)ehm̃`(ζ)`(ζ)K ∈ S(U, V )

as well. Then by induction on m̃ again, this implies that gm,k(λ, ζ) is analytic in both λ
and ζ on U × V for all m and K, completing the induction.

Note that this argument also works for the base case m̃ = 1 of the induction on m̃, since
in this case K − 1 is the maximum power of `(ζ) in ψ(1)(λ, ζ)− e2πih1ψ(λ, ζ), and then the
inductive hypothesis for the induction on K yields the desired analyticity of g1,K(λ, ζ). �

The preceding lemma implies that the coefficient functions fm,k(λ, ζ) of our original series
ϕ(λ, ζ) are analytic in both λ and ζ on U × (B1(0) \ {0}). Thus each fm,k has a Laurent
series expansion

fm,k(λ, ζ) =
∑
n,n′∈Z

cm,k,n,n′ (λ− λ0)n
′
ζn

about (λ0, 0) for any λ0 ∈ U , where

cm,k,n,n′ =
1

(2πi)2

∮
|ζ|=r

∮
|λ−λ0|=r′

ζ−n−1(λ− λ0)−n
′−1fm,k(λ, ζ) dλ dζ

for suitable r, r′ > 0. Since fm,k(λ, ζ) is analytic in λ at λ0 for any ζ such that |ζ| = r,
we get cm,k,n,n′ = 0 for n′ < 0. Thus by the uniqueness of Laurent series expansions, all
coefficient functions fm,k,n(λ) for n ∈ Z have power series expansions about any λ0 ∈ U
and thus are analytic on U . This completes the proof of Theorem 5.3.

6. Application to cyclic orbifolds of the triplet algebras

The full automorphism group of the triplet vertex operator algebra W(p), p > 1, is
PSL(2,C) [ALM1], and thus the (conjugacy classes of) finite automorphism groups of
W(p) follow an ADE classification. For m ∈ Z+, the finite subgroup of PSL(2,C) of type
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Am is Z/mZ, and the vertex operator algebra W(p)Am is the corresponding cyclic orbifold
subalgebra of W(p). It is a simple current extension of M(p):

W(p)Am =
⊕
n∈Z
M2mn+1,1. (6.1)

In [ALM1], Adamović, Lin, and Milas proved that W(p)Am is C2-cofinite and they con-
structed 2pm2 distinct irreducible W(p)Am-modules, which they conjectured to be the full
list of irreducible W(p)Am-modules [ALM1, Conjecture 4.10]. They verified this conjecture
for small values of m and p in [ALM2], and then in [AM4], Adamović and Milas reduced
the conjecture to [AM4, Conjecture 2.3], which amounts to the simple current property
of the M(p)-modules Mr,1, r ∈ Z. Thus the fusion rules in Lemma 3.15 and [CMY2,
Theorem 5.2.1(1)] combined with [AM4, Theorem 2.5] already complete the classification
of irreducible W(p)Am-modules. In this section, we will use the tensor category structure
on OTM(p) and the vertex operator algebra extension theory of [CKM1, CMY1] to quickly

rederive this classification of irreducibleW(p)Am-modules. We will also describe the projec-
tive covers of all irreducibleW(p)Am-modules, compute all fusion rules involving irreducible
W(p)Am-modules, and establish rigidity and non-degeneracy of the braided tensor category
of W(p)Am-modules.

Before studying the representation theory of W(p)Am in more detail, we recall the direct
limit completions of vertex tensor categories studied in [CMY1]. For any vertex operator
algebra V and category C of grading-restricted generalized V -modules, the direct limit
completion, or Ind-category, of C is defined to be the category Ind(C) of generalized V -
modules (typically with infinite-dimensional conformal weight spaces) whose objects are
the unions of their C-submodules. Equivalently, a generalized V -module X is an object of
Ind(C) if and only if every vector b ∈ X generates a V -submodule which is an object of C.
The main Theorem 1.1 of [CMY1] states that Ind(C) is a vertex algebraic braided tensor
category (with structure as given in [HLZ1]-[HLZ8]) under the following conditions:

• The category C is closed under submodules, quotients, and finite direct sums, and
every module in C is finitely generated.
• The vertex operator algebra V is an object of C, and C admits the vertex algebraic

braided tensor category structure of [HLZ1]-[HLZ8].

• For any intertwining operator Y of type
(

X
W1W2

)
where W1, W2 are objects of C and

X is an object of Ind(C), the image ImY ⊆ X is an object of C.
For the third condition above, recall that the image of an intertwining operator Y of type(

X
W1W2

)
is the submodule of X spanned by coefficients of powers of x and log x in Y(w1, x)w2

for w1 ∈W1, w2 ∈W2. In the case V =M(p), we have:

Proposition 6.1. The direct limit completions Ind(OM(p)) and Ind(OTM(p)) both admit the

vertex algebraic braided tensor category structure of [HLZ8].

Proof. For Ind(OM(p)), the result follows from [CMY1, Theorem 7.1], which states that for
any vertex operator algebra V , the category of C1-cofinite grading-restricted generalized V -
modules satisfies the conditions of [CMY1, Theorem 1.1] if it is closed under contragredient
modules. For Ind(OTM(p)), the intertwining operator condition is the only one left to check.

If Y is an intertwining operator of type
(

X
W1W2

)
where W1, W2 are objects of OTM(p) and X

is an object of Ind(OTM(p)), then ImY is an object of OM(p) since the category of C1-cofinite
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M(p)-modules and its direct limit completion satisfy the conditions of [CMY1, Theorem
1.1]. Thus by the universal property of tensor products in OM(p), ImY is a quotient of

W1 �W2. But since W1 �W2 is also the tensor product of W1 and W2 in OTM(p), and since

OTM(p) is closed under quotients, ImY is also an object of OTM(p). �

We also have:

Proposition 6.2. Any grading-restricted generalizedM(p)-module is an object of the direct
limit completion Ind(OM(p)).

Proof. Let M be a grading-restricted generalized M(p)-module. The grading-restriction
conditions imply that

M =
⊕
µ∈C/Z

⊕
n∈N

M[hµ+n],

where for any coset µ ∈ C/Z, hµ ∈ µ is chosen so that M[hµ−n] = 0 for n ∈ Z+. Moreover,
each M[hµ+n] is finite dimensional. To show that M is an object of Ind(OM(p)), it is
enough to show that each (grading-restricted) submodule Mµ =

⊕
n∈NMhµ+n is an object

of Ind(OM(p)) (since Ind(OM(p)) is closed under arbitrary direct sums).
Pick an irreducible A(M(p))-submodule of the (finite-dimensional) lowest conformal

weight space of Mµ; it generates an M(p)-submodule M1 ⊆ Mµ. Then pick an irreducible
A(M(p))-submodule of the lowest conformal weight space of M/M1; it generates anM(p)-
submodule M2/M1 ⊆Mµ/M1. Continuing in this manner, we obtain a filtration

0 ⊆M1 ⊆M2 ⊆ · · · ⊆Mµ,

where each Mi/Mi−1 is a homomorphic image of a generalized Verma M(p)-module.
Since Theorems 3.1 and 3.6 show that all generalized Verma M(p)-modules have fi-

nite length, each Mi has finite length and thus is an object of OM(p). Further, finite-
dimensionality of the weight spaces of Mµ imply that Mµ = ∪∞i=1Mi, so each Mµ, and
thus also M =

⊕
µ∈C/ZMµ, is the union of its OM(p)-submodules. Thus M is an object of

Ind(OM(p)). �

Now by (6.1), the vertex operator algebra W(p)Am restricts to an M(p)-module in
Ind(OM(p)) (and also in Ind(OTM(p))). Thus by [HKL, Theorem 3.2] (or more precisely

[CMY1, Theorem 7.5]), W(p)Am is a commutative algebra in the braided tensor category
Ind(OM(p)) (or Ind(OTM(p))). We use RepW(p)Am to denote the tensor category of (possibly

non-local)W(p)Am-modules (as in [KO, HKL, CKM1, CMY1]) which restrict to generalized
M(p)-modules in Ind(OM(p)). Then Rep0W(p)Am is the braided tensor category of (local)

generalized W(p)Am-modules in Ind(OM(p)). Let CW(p)Am be the category of all grading-

restricted generalized W(p)Am-modules; it is a braided tensor category by [Hu3]. Since
all objects of CW(p)Am are also grading-restricted generalized M(p)-modules, Proposition

6.2 shows that CW(p)Am is a subcategory of Rep0W(p)Am ; indeed it is a braided tensor

subcategory by [CKM1, Theorem 3.65] (or [CMY1, Theorem 7.7]).
Let FW(p)Am : OM(p) → RepW(p)Am be the tensor functor of induction, defined on ob-

jects by FW(p)Am (M) =W(p)Am�M (where � denotes the tensor product on Ind(OM(p)))

and on morphisms by FW(p)Am (f) = IdW(p)Am � f . Induction is exact since OM(p) is

rigid (see for example the proof of [CMY2, Theorem 3.2.4]). Moreover, FW(p)Am maps

simple objects in OM(p) to simple objects in RepW(p)Am by [CKM1, Proposition 4.4]
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(which applies because tensoring with M2mn+1,1, n 6= 0, does not fix any simple object
in OM(p)). Moreover, the argument of [CMY3, Proposition 5.0.4] shows that every simple

object of RepW(p)Am is isomorphic to the induction of a simple M(p)-module in OM(p),
and that FW(p)Am (M1) ∼= FW(p)Am (M2) for simple modules M1 and M2 if and only if
M2
∼=M2mn+1,1 �M1 for some n ∈ Z. This discussion shows that we can use induction to

classify all irreducible W(p)Am-modules (see also [AM4, Theorem 2.5]):

Theorem 6.3. The category CW(p)Am of grading-restricted generalized W(p)Am-modules

has precisely 2pm2 distinct simple objects, given by

Wr,s := FW(p)Am (Mr,s), r = r + 2mZ ∈ Z/2mZ, 1 ≤ s ≤ p
and

Vλ+mL := FW(p)Am (Fλ), λ+mL ∈
(

1

m
L◦ \ L◦

)/
mL.

Proof. Any simple generalized W(p)Am-module in Rep0W(p)Am is necessarily grading-
restricted since W(p)Am is C2-cofinite (see [ABD, Corollary 5.7]). Thus it is enough to
determine all simple objects of Rep0W(p)Am , and for this it is enough to determine which
irreducibleM(p)-modules induce to local W(p)Am-modules. As in the discussion preceding
Lemma 2.10, FW(p)Am (M) is local if and only if R2

M2m+1,1,M
= IdM2m+1,1�M . For simplicity

of notation, we use Mλ for any λ ∈ C to denote the irreducible M(p)-socle of Fλ. Then
similar calculations as in the proof of Proposition 3.16 show that

R2
M2m+1,1,Mλ

= θM2m+1,1�Mλ
◦ (θ−1M2m+1,1

� θ−1Mλ
)

= e−2πiα2m+1,1λIdM2m+1,1�Mλ
= e2πimα+λIdMα2m+1,1�Mλ

,

so FW(p)Am (Mλ) is local if and only if λ ∈ 1
mL
◦.

For λ1, λ2 ∈ 1
mL
◦, we also have FW(p)Am (Mλ1) ∼= FW(p)Am (Mλ2) if and only if

Mλ2
∼=M2mn+1,1 �Mλ1

∼=Mλ1+α2mn+1,1

for some n ∈ Z. Since
{α2mn+1,1 |n ∈ Z} = −mα+Z = mL,

we see that W(p)Am has precisely 2pm2 distinct irreducible modules parametrized by
1
mL
◦/mL ∼= 1

mZ/2pmZ. Moreover, the modules in the statement of the proposition give a
complete list of isomorphism class representatives. �

By [Hu3], every simple module in CW(p)Am has a projective cover. To determine these

projective modules, we treat W(p)Am as a commutative algebra in Ind(OTM(p)). First:

Proposition 6.4. Every generalizedW(p)Am-module in Rep0W(p)Am restricts to anM(p)-
module in Ind(OTM(p)).

Proof. Let X be a generalized W(p)Am-module in Rep0W(p)Am . By definition, X is the
union of its OM(p)-submodules, so we just need to show that any finite-length M(p)-

submodule M ⊆ X is an object of OTM(p). We may assume that M is indecomposable,

in which case we need to show that R2
M2,1,M

is a scalar multiple of the identity.

We first claim that R2
M2m+1,1,M

= IdM2m+1,1�M . To prove this, let i : M ↪→ X and

j :M2m+1,1 ↪→W(p)Am denote the inclusions, and let µX :W(p)Am �X → X denote the
morphism induced by the vertex operator YX : A⊗X → X((x)) and the universal property
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of the tensor product in Ind(OM(p)). By naturality of the monodromy isomorphisms in
Ind(OM(p)), the diagram

M2m+1,1 �M

R2
M2m+1,1,M

��

IdM2m+1,1
�i
//M2m+1,1 �X

R2
M2m+1,1,X

��

j�IdX // W(p)Am �X

R2
W(p)Am,X

��
M2m+1,1 �M

IdM2m+1,1
�i
//

))

M2m+1,1 �X

µX |M2m+1,1�X

��

j�IdX // W(p)Am �X

µX

uu
X

commutes, with IdM2m+1,1�i injective by the exactness ofM2m+1,1�• and j�IdX injective

because M2m+1,1 is a direct summand of W(p)Am . Now, µX ◦ R2
W(p)Am ,X

= µX by the

definition of Rep0W(p)Am (as given in [KO, CKM1], for example), so

µX |M2m+1,1�X ◦(IdM2m+1,1�i)◦R2
M2m+1,1,M = µX ◦(j�i) = µX |M2m+1,1�X ◦(IdM2m+1,1�i).

Because IdM2m+1,1 � i is injective, it is enough to show µX |M2m+1,1�X is injective as well.
In fact µX |M2m+1,1�X is an isomorphism with inverse

X
l−1
X−−→M1,1 �X

(µX |M2m+1,1�M−2m+1,1
)−1�IdX

−−−−−−−−−−−−−−−−−−−−−−→ (M2m+1,1 �M−2m+1,1) �X

A−1
M2m+1,1,M−2m+1,1,X−−−−−−−−−−−−−−−→M2m+1,1 � (M−2m+1,1 �X)

IdM2m+1,1
�µX |M−2m+1,1�X−−−−−−−−−−−−−−−−−−−→M2m+1,1 �X,

sinceM2m+1,1 is a simple current and the multiplication µX is associative. This proves the
claim.

Now we consider R2
M2,1,M

. Recall the open Hopf link map hM defined in the proof of

Theorem 3.13, as well as the standard open Hopf link Φ•,M discussed in Remark 3.14. Since
Φ•,M defines a ring homomorphism from the Grothendieck ring of OM(p) to EndM(p)M
(see for example the graphical proof in [CG, Section 3.1.3]), the relation between hM and
ΦM2,1,M from Remark 3.14 combined with R2

M2m+1,1,M
= IdM2m+1,1�M implies

h2mM =
Φ2m
M2,1,M

(dimM(p)M2,1)2m
=

ΦM2m+1,1,M

dimM(p)M2m+1,1
= IdM .

Thus hM has finite order on all finite-dimensional conformal weight spaces of M , which
means that hM is diagonalizable on M with 2mth roots of unity as eigenvalues. Assuming
as we may that M is indecomposable, hM = eπin/mIdM for some n ∈ {0, 1, . . . , 2m− 1}. It
is now immediate from the definition of hM that

IdM0,1 �R2
M2,1,M = eπin/mIdM0,1�(M2,1�M).

Then by naturality of the unit and associativity isomorphisms,

R2
M2,1,M = F ◦ (IdM2,1 � (IdM0,1 �R2

M2,1,M )) ◦ F−1 = eπin/mIdM2,1�M
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where F is the composition

M2,1 � (M0,1 � (M2,1 �M))
AM2,1,M0,1,M2,1�M−−−−−−−−−−−−−→ (M2,1 �M0,1) � (M2,1,�M)

ẽ�IdM2,1�M−−−−−−−−→M1,1 � (M2,1 �M)
lM2,1�M−−−−−→M2,1 �M

and ẽ :M2,1 �M0,1 →M1,1 is any isomorphism. This proves the proposition. �

By the preceding proposition, Rep0W(p)Am is precisely the braided tensor category of
generalized W(p)Am-modules which restrict to M(p)-modules in OTM(p). Since CW(p)Am is

a braided tensor subcategory, we can now identify the projective objects in CW(p)Am as the

inductions of projective objects in OTM(p):

Theorem 6.5. For λ + mL ∈
(
1
mL
◦ \ L◦

) /
mL and r ∈ Z/2mZ, the irreducible W(p)Am-

modules Vλ+mL and Wr,p are projective in CW(p)Am . For r = r + 2mZ ∈ Z/2mZ and 1 ≤
s ≤ p−1, the irreducible W(p)Am-module Wr,s has a projective cover Rr,s := FW(p)Am (Pr,s)
with Loewy diagram

Wr,s

Rr,s: Wr−1,p−s Wr+1,p−s

Wr,s

.

Proof. For notational simplicity, let Pλ for λ ∈ C denote the projective cover in OTM(p) of

the irreducible M(p)-module Mλ ⊆ Fλ. Since OTM(p) is generated as a tensor category by

its simple objects, [CKL, Theorem 1.4(1)] implies that the induced module FW(p)Am (Pλ) is

local if and only if FW(p)Am (Mλ) is local. That is, FW(p)Am (Pλ) is an object of Rep0W(p)Am

for λ ∈ 1
mL
◦, and then because Pλ is projective in OTM(p), the same argument as in [CMY3,

Lemma 5.0.6] and [ACKR, Lemma 17] shows that FW(p)Am (Pλ) is projective in Ind(OTM(p))

and then also in Rep0W(p)Am .
The proof that FW(p)Am (Pλ) for λ ∈ 1

mL
◦ is a projective cover of FW(p)Am (Mλ) in

Rep0W(p)Am is the same as the proof of [CMY3, Proposition 5.0.7], so we omit it here. For
λ ∈ 1

mL
◦ \L◦ or λ = αr,p, r ∈ Z, we have FW(p)Am (Pλ) = FW(p)Am (Mλ), so FW(p)Am (Mλ)

is a simple projective object in the subcategory CW(p)Am . For λ = αr,s with r ∈ Z, 1 ≤ s ≤
p− 1, the Loewy diagram of Rr,s = FW(p)Am (Pr,s) can be derived using a similar argument

as that in [MY, Theorem 7.9], using the Loewy diagram of Pr,s from (2.15), exactness of
FW(p)Am , and Frobenius reciprocity. In particular, Rr,s has finite length and thus is a
projective object in CW(p)Am as well as a projective cover of Wr,s. �

Since the induction functor FW(p)Am is monoidal, all tensor products of simple objects

in CW(p)Am follow immediately from the M(p)-module fusion rules in [CMY2, Theorem

5.2.1(1)], Theorem 4.2, Theorem 4.4, and Theorem 4.7:

Theorem 6.6. Tensor products of simple modules in CW(p)Am are as follows:
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(1) For r, r′ ∈ Z/2mZ and 1 ≤ s, s′ ≤ p,

Wr,s �Wr′,s′
∼=

min(s+s′−1,2p−1−s−s′)⊕
`=|s−s′|+1

`+s+s′≡1 (mod 2)

Wr+r′−1,` ⊕
p⊕

`=2p+1−s−s′
`+s+s′≡1 (mod 2)

Rr+r′−1,`,

where sums are taken to be empty if the lower bound exceeds the upper bound, and
we use the notation Rr,p :=Wr,p for r ∈ Z/2mZ.

(2) For r ∈ Z/2mZ, 1 ≤ s ≤ p, and λ+mL ∈
(
1
mL
◦ \ L◦

) /
mL,

Wr,s � Vλ+mL ∼=
s−1⊕
`=0

Vλ+αr,s+`α−+mL.

(3) For λ+mL,µ+mL ∈
(
1
mL
◦ \ L◦

) /
mL such that λ+ µ ∈ α0 +αr,s +mL for some

r ∈ Z and 1 ≤ s ≤ p,

Vλ+mL � Vµ+mL ∼=
p⊕
`=s

`≡s (mod 2)

Rr,` ⊕
p⊕

`=p+2−s
`≡p−s (mod 2)

Rr−1,`.

(4) For λ+mL,µ+mL ∈
(
1
mL
◦ \ L◦

) /
mL such that λ+ µ /∈ L◦,

Vλ+mL � Vµ+mL ∼=
p−1⊕
`=0

Vλ+µ+`α−+mL.

Finally, we establish the non-semisimple modularity of CW(p)Am :

Theorem 6.7. The tensor category CW(p)Am of grading-restricted generalized W(p)Am-
modules is rigid and thus also ribbon, and its braiding is non-degenerate. That is, CW(p)Am

is a non-semisimple modular tensor category.

Proof. By Theorem 6.3 and because induction maps rigid objects to rigid objects, all simple
W(p)Am-modules are rigid. Rigidity of CW(p)Am then follows from [CMY2, Theorem 4.4.1]
since every object in CW(p)Am has finite length. Non-degeneracy of the braiding follows from

[McR2, Main Theorem 1] (alternatively, we could prove this through direct calculation of
monodromies using the classification of simpleW(p)Am-modules and the balancing equation,
as in the proof of the m = 1 case in [GN, Theorem 4.7]). �
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