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The Onsager’s reciprocal relation plays a fundamental role in the nonequilibrium thermodynamics. However,
unfortunately, its classical version is valid only within a narrow region near equilibrium due to the linear regression
hypothesis, which largely restricts its usage. In this paper, based on the conservation-dissipation formalism, a
generalized version of Onsager’s relations for the master equations and Fokker-Planck equations was derived.
Nonlinear constitutive relations with nonsymmetric and positively stable operators, which become symmetric
under the detailed balance condition, constitute key features of this new generalization. Similar conclusions
also hold for many other classical models in physics and chemistry, which in turn make the current study as a
benchmark for the application of generalized Onsager’s relations in nonequilibrium thermodynamics.
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I. INTRODUCTION

In 1931, L. Onsager published two consecutive papers,
“Reciprocal relations in irreversible processes, I and II,” in
Physical Review [1,2]. In these works, based on the time
reversibility of microscopic dynamics and the linear regression
hypothesis, Onsager established the later well-known “cele-
brated reciprocal relations,” which have been commonly re-
garded as the beginning of modern nonequilibrium thermody-
namics [3]. Onsager’s relation pointed out the intrinsic duality
of coefficients between nonequilibrium fluxes and forces for
different irreversible processes, and thus played a fundamental
role in various mechanical, chemical, thermal, and eletrical
coupling systems [4]. For his distinguished contributions to
nonequilibrium thermodynamics, Onsager was awarded in
Chemistry in 1968.

Mathematically, Onsager argued that the local entropy
production rate o, which is semipositive according to the
second law of thermodynamics, can be written into a bilinear
form involving two column vectors, J = (J;) and X = (X}),

o=J-X=) IiXi >0, (1)
k

where Ji(x,t) and Xy (x,¢) denote the thermodynamic flux and
force, which depend on the space and time coordinates (x,?)
(x € R",t > 0), for the k’th irreversible process, respectively.
Especially, in the region near equilibrium, the thermodynamic
fluxes and forces adopt a simple linear constitutive relation:

J(X)=M X, 2

where M is a constant matrix. To make sure o > 0, the matrix
M must be positive semidefinite. Furthermore, according
to Onsager’s argument, M is symmetric, too (M = M7").
Equation (2) with the symmetry requirement is known as
the Onsager’s reciprocal relation in literature [3,5]. Later,
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the Onsager’s original derivation was extended to systems
including odd variables by Casimir [6].

It is well known that the Onsager’s relation is based on
the time-reversal invariance of microscopic dynamics and the
linear regression hypothesis. For example, the existence of
a constant symmetric matrix M linking the thermodynamic
forces and fluxes is closely related to the linear regression
hypothesis [1,2], which, to a great pity, is valid only in a narrow
region near equilibrium. In order to go far from the equilibrium,
nonlinear Onsager’s relations have been studied in systems
with small fluctuations by Stratonovich [7], in discrete systems
by Hurley and Garrod [8], in terms of the master equation and
Fokker-Planck equation under a generalized detailed balance
symmetry by Hanggi [9], and in quantum systems by Beretta
[10]. Hazoglou et al. [11] introduced higher-order generaliza-
tions of Onsager’s relations based on the principle of maximum
caliber. See Refs. [12—14] for more details of symmetries
among the higher-order transport coefficients. Bertini et al.
formulated a macroscopic fluctuation theory to calculate the
large deviation functional in nonequilibrium steady states,
which is regarded as the modern framework of Onsager’s
regression hypothesis [15,16]. On the other hand, Gabrielli,
Jona-Lasinio, and Landim demonstrated that for an interacting
particle system the Onsager’s relation can be recovered by
the large deviation theory without microscopic reversibility
[17,18].

More recently, we proposed a novel conservation-
dissipation formalism (CDF) for modeling various irreversible
processes [19]. In CDF, a key step is the adoption of a
nonlinear constitutive relation between thermodynamic forces
and fluxes:

J =MX, 3)

where X € x, x is a properly defined function space, M :
X — x denotes an operator acting on function X, such as
matrix multiplication for master equations and integral trans-
form for Fokker-Planck equations to be specified later. Notice
M = My is no longer a constant matrix and could depend on
thermodynamic forces X, too. Again, the operator M should
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be positive semidefinite (or positively stable to be strict) in
order to fulfill the second law of thermodynamics. However, the
symmetry requirement has to be abandoned since the classical
Onsager’s relation does not hold in general. In this way, Eq. (3)
could be considered as a direct generalization of Onsager’s
relation in the nonlinear form.

Furthermore, in CDF, we assumed that thermodynamic
forces come from entropic contributions in consistent with
Onsager:

SF
Xk =——, “)
505](
where oy (x,1) denotes either conserved or dissipative variables
in an enlarged state variable space in accordance with the
spirit of extended irreversible thermodynamics proposed by
Muller and Ruggeri [20] and Jou, Lebon, and Casas-Vazquez
[5], etc., F = F({oy}) is the relative entropy (or free energy).
Meanwhile, thermodynamic fluxes are directly related to the
changes of their corresponding state variables in time:

aO(k
Je= = (&)
In this way, models for various irreversible processes con-
structed by CDF could be cast into an elegant unified form—the
generalized Onsager’s relation.

The generalized Onsager’s relation adopted in CDF has
been explored and applied in several distinguished areas,
including several classical partial differential equations in
mathematical physics [21], chemical reactions under detailed
balance condition [22], Levermore’s hierarchies for the Boltz-
mann equation [23], etc. In the current paper, we are going to
explore two more important examples—the master equation
and the Fokker-Planck equation. These two equations have
been widely used for modeling various irreversible processes,
e.g.,in vivo transcription and translation of genes with multiple
phenotypic states [24], particles diffusion, permeation and
sedimentation in solutions [25], and so on.

By defining thermodynamic forces as the functional deriva-
tives of relative entropy with respect to the probability (or
probability density in the continuous case) and thermodynamic
fluxes as the probability flow, we proved that these two quanti-
ties in the master equation and in the Fokker-Planck equation
are closely related to each other through the generalized
Onsager’s relations in Eq. (3). Especially, when the reference
state in the relative entropy is changed from the nonequilibrium
steady state (NESS) to the equilibrium state under detailed
balance condition, the operator M becomes symmetric again
(though still not necessarily be constant). Our results showed
that both the master equation and the Fokker-Planck equation
possess an elegant mathematical structure in consistent with
the CDF and may serve as a benchmark for the application of
generalized Onsager’s relation in nonequilibrium thermody-
namics in the future.

The generalizations of Onsager’s relations are well known
in the field of stochastic thermodynamics, where the model
equations are the Langevin equation (equivalently, on the
deterministic equation side, the Fokker-Planck equation) and
master equation, etc. In recent years, there have been extensive
notable works concerning the thermodynamics of irreversible
stochastic processes [26-38], which can be regarded as the

continuation of Onsager’s original work. Gallavotti showed
that the fluctuation theorem reduces to the Onsager’s relations
with zero power input (i.e., near equilibrium) [39]. Afterwards,
this type of fluctuation theorem was derived for systems under-
going Kramers-Langevin dynamics by Kurchan [40]. Jarzyn-
ski obtained a transient relation for the free energy difference
between two states of a system driven by conservative forces
[29], which is now widely known as the Jarzynski equality.
Later, Jarzynski equality was established for time-dependent
Markov processes within the master equation formalism [30].
Seifert showed that the stochastic nonequilibrium dynamics
given by Langevin equations and master equations obeyed
a fluctuation theorem [33]. Furthermore, it was proved that
an integral fluctuation theorem for the housekeeping heat was
valid for transitions between steady states [41]. All these works
could be interpreted as extensions of the Onsager’s relation in
the modern theory according to Gallavotti’s work.

II. GENERALIZED ONSAGER’S RELATION
FOR THE MASTER EQUATION

In the first case, let us consider a finite-state Markov process
described by a general type of master equations in the form of

d .
Epi(t) = Z(Clijpj —qjipi), i=1...,N, (6)
i

where p; > 0 is the probability for finding the system in state
iandg;; > 0(i # j)denotes the transition rate from state j to
state i, ¢;; = — Z#i qji. Without loss of generality, the tran-
sition rate matrix (g;;) is required to satisfy the irreducibility
condition, which claims that, for any states iy # i}, there is a
sequence of indices ji, j2, . . ., ji, such that iy = j;,i; = j; and
Gjnirjm > 0for 1 <m < I — 1. In other words, between each
pair of states iy and i, there exists a pathway with all positive
transition rates.

If the transition rate matrix satisfies the irreducibility con-
dition, as well as the initial condition satisfies p;(0) = p? with
0< p)<land}; p? =1 for all states i, Schnakenberg has
proven that there exists a “unique” NESS with a stationary
probability distribution {0 < p] < 1} as the long-time solution
of the master equation [42], thatis, Y ; g;jp5 = >_; q;i p; . One
class of master equations is of particular importance, that is,
its stationary probability distribution {p{} further satisfies the
condition of detailed balance, g;; p$ = q;i p; .

Withrespect to the NESS, we can introduce the total internal
energy U = —kgT ), p; In pi,entropy S = —kg >, p;In p;,
and relative entropy F = kgT Y, p; In(p;/p}). Throughout
the present work, kp is the Boltzmann constant and the
temperature 7 is assumed to be constant. According to the
Kullback-Leibler divergence [43,44], F > 0 and d F/dt < 0.
Now the master equation in Eq. (6) can be rewritten into a more
compact structure, as stated in the following theorem. .,

Pi

Theorem I1.1: Given thermodynamic fluxes J; = <* and

thermodynamic forces X; = —g—;, the master equation in (6)
obeys the generalized Onsager’s relation:

oF
Ji==Y Mj—, 7
O o
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with
gij explo(pi,pj)] . .
— T Ty l 7’5 J»
o kg Tp;
Ml] - {Z qij explo(pi, p))] P= i ®)
J# T keTpl =J

Proof. To see this, we start with

Ji =" (@ijp; —4ip) =) _qi;(p;p} — pip})/ P}

J#i J#i

=Y ai{exp[In(p;p})] —exp[In (pip})]}/ P
J#I

= Z qij explo(pi,p)I[In (p;p;) —In (PzP;)]/p,T
A

_ Z qij CXP[U(P“P;)]

J# pi

x [In(pi/p})+1—1n(p;/p}) —1]

_ un eXP[G(Pz,P,)]< 8F>
j#i ksTp; api op;

:_ZMZ

The second equality dues to the definition of NESS,
> 4ijp; = >, q;ip;; while the fourth one is by the mean-
value theorem, where o(p;,p;) = o(p;,p;) takes values be-
tween In(p; p;}) and In(p; p?). |

In Ref. [45], Kikuchi formahzed a variational approach to
derive the steady state of Markovian irreversible processes.
His variational approach was adapted and improved to solve
a stationary dynamical problem by Pelizzola [46] and then
extended to the nonstationary regime by Dominguez et al.
recently [47]. Roughly speaking, these studies [45,47] aim
to construct a variational principle for solving Markovian
dynamical equations, while our work utilizes the variational
calculus as a tool to rewrite the master equations into the
conservation-dissipation structure.

Note here the operator M given in Eq. (3) is just an ordinary
matrix multiplication. The coefficient matrix M above has a
novel feature with all diagonal elements being positive while all
off-diagonal elements being negative. And the sum of each row
is exactly zero. This kind of matrix has very nice mathematical
properties, e.g., all of its nonzero eigenvalues have strictly
positive real part (positively stable). Therefore, except for
single zero mode in correspondence to the conservation of
total probability, the system modeled by the master equation
is dissipative and evolves towards the NESS according to the
second law of thermodynamics. Furthermore, if the transition
rate matrix meets the requirement of detailed balance, then
oscillatory modes will disappear and the matrix M becomes
symmetric again. However, this does not necessarily mean
we fall into a region where the linear regression hypothesis
applies, since M can still depend on the probability p. The
above argument is summarized in the following theorem.

Theorem I1.2: M defined in Eq. (8) is a positively stable
matrix. Zero is single eigenvalue of M and its right null space
is spanned by (1/ VN, .. .1 / VN ), which is independent of p;
@i =1,2,...,N). Furthermore, M is symmetric and positive

]8[7]

semidefinite if and only if the condition of detailed balance
holds.

Proof. 1t is easily seen that M thus defined is a ma-
trix with zero row sum. Then according to the Gershgorin
circle theorem, any eigenvalue of M lays inside the circle
Uf\’:]G,-,Where G, = {Z e Cllz — M;;| < ijéi |M,'j| = Mi,'}.
Thus the nonzero eigenvalues of M must have strictly positive
real parts, which means M is a positively stable matrix.
The Gershgorin circle theorem also excludes pure imaginary
eigenvalues. Furthermore, based on the results proved by Yan
and Yong [48], 0 is a single eigenvalue of M, and its right null
spaceis spannedby (1/+/N, ... ,1/+/N), whichis independent
of p; i = 1,2,...,N). The sufficient and necessary condition
for M to be symmetric and positive semidefinite (since M
is a positively stable matrix) is straightforward to be seen by
noticing the fact that exp[o (p;, p;)] is symmetric. |

Based on above generalized Onsager’s relation for the
master equation, we can readily recover the stronger version
of the Clausius inequality discussed by Ge [49], Esposito [35],
etal.,i.e.,

0S dp,
Bp, dr

—Z

iS(t) —
dt N

l]ap __Z

apl 317: ” 817'

where we recognize the excess heat Q. = —dU/dt as
the heat exchange involved in the spontaneous relaxation
of an open system, and S,, = —+4L as the nonadiabatic

T dr
entropy production rate [35]. Sna > 0 is easily obtained
by the positiveness of M. To measure how far a sys-
tem was kept away from the equilibrium state (or detailed
balance), a housekeeping heat Qpn(¢) = %kBT Zi’j(qijp_,- —
qjipi)Inl(gijp})/(q;ip;)] 2 0 was introduced (Qn =0 if
and only if under the condition of detailed balance) in literature.
This concept was first proposed by Oono and Paniconi [50]
inside a purely phenomenological framework for the NESS
thermodynamics. Later, Hatano and Sasa [32] combined it
with the Langevin dynamics and established a deep connec-
tion between the NESS thermodynamics with the Jarzynski
equality. According to their theory, a process was irreversible
for converting work into excess heat when modulating the
housekeeping heat.

In our formulation, the antisymmetric part of matrix M
plays a similar role. We notice that, in the NESS, M needs not
to be symmetric if the NESS does not satisfy the condition of
detailed balance. In general, M can be split into a symmetric
part M* = (M + M")/2 and an antisymmetric part M“ =
M—-M") /2. The latter can be used as a direct measure of how
far a system is kept away from the detailed balance just like
the housekeeping heat. However, we think M“ is more intrinsic
than Qpy, since the role of the housekeeping heat on measuring
the detailed balance and keeping the Clausius inequality
can be readily replaced by non-negative functions of M“.
For example, we may choose Qj = —2(kBT)3tr(M”)2 =

%kBT Zi,j [(ClijP, f];zP,)CXP[U(PuP])]/(Pl pj which
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is non-negative and vanishes if and only if under the condition
of detailed balance.

III. GENERALIZED ONSAGER’S RELATION
FOR THE FOKKER-PLANCK EQUATION

In this part, we move to the Fokker-Planck (F-P) equation.
The F-P equation is a type of partial differential equation,
which has been widely used in the studies of nonequilibrium
thermodynamics. It is well known that the F-P equation
could be rigorously derived from the master equation by
Kramers-Moyal expansion [51]. We further proved that the
formulations of NESS thermodynamics separately built on
these two equations were consistent with each other in the
limit of large system size [52]. Thus, it would be expected that
the F-P equation could also be casted into the CDF, so that the
Onsager’s relation still holds in a generalized version.

Let us begin with a general Fokker-Planck equation,

%p(_x»t):—V~K(.x,l), (9)

where p = p(x,t) is the probability density at position x € R”

and time ¢ > 0. The probability flux K = (K,K>, ...,K,) is
given by
Ki(e) = u;(x)p — Xn:D--(x)a—p Vi=12....n
1 ’ 1 j:1 ] ax]’ Pt B N
(10)

Hereu = (uy,us, ...,u,)and D = (D;;), <, represent the drift
and diffusion coefficients, respectively, which are assumed to
be real differentiable functions of position x. Furthermore,
D(x) is a symmetric and positive-definite matrix according to
the fluctuation-dissipation theorem [53]. For details of above
equations, like the initial and boundary conditions, analytical
solutions, and numerical methods, please see Ref. [53].

Again, we define the NESS 0 < p*(x) < 1,x € R” as the
solution of a% p(x,t) = 0, which also means

VK@) =0, K'(x)=u@)p'(x)— D@Vp'Q), (1)

i.e., the divergence of the probability flux vanishes at the NESS.
If a probability density 0 < p®(x) < 1,x € R” further satisfies
the vanishing of flux K itself, that is,

u(x)p’(x) — D(x)Vp(x) =0, Vx eR", (12)

we say p®(x) obeys the condition of detailed balance. The
F-P equation in (9) is detailed balanced if and only if there
exists a potential energy function ¢ (x) such that D~!(x)u(x) =
—Y2)  Based on the potential condition, the equilibrium

B . . . . o
solution of the F-P equation is given by a canonical probability
) e
distribution, p“(x) = Z~'e” %7, where Z = [, e ‘a7 dx is

the partition function [54].

With respect to the NESS, we specify the relative entropy
for the F-P equation as

1 p(x,l‘)2 1

() = 3 dx——— — =

) 5 (13)

It is a particular version of the general Tsallis-type relative

entropy
ro= g [ e(£) -]
T a@=1) P p* ’

with the real number a(a # 0,1) known as the parameter of
nonextensivity in statistical mechanics. As a generalization of
the Boltzmann entropy, the Tsallis entropy was introduced in
the framework of nonextensive thermodynamics [55]. It has
been widely applied to image processing, magnetic storms,
earthquakes, information theory, etc. [56]. Alternative general-
izations were introduced by Rényi [57], Grassberger, Procaccia
[58], and many others [59-61].

Remark I1l.1: As o — 1, the Tsallis-type relative entropy
F, converges to the Boltzmann-type relative entropy Fp as

p(x,1)
P (x)

Similarly to the Boltzmann-type relative entropy, F, has the
following properties:

lim Fo(r) = /dxp(x,t)ln = Fp(r). (14

dF,
dt

for the F-P equation [62]. Moreover, F, = Oandd F, /dt = 0Oif
and only if the system reaches the NESS. Mathematically, this
means that the relative entropy F, can serve as the Lyapunov
function for the F-P equation. )

p

Given the thermodynamic flux J(x,) = 3£ and the ther-

ar
modynamic force X(x,t) = — p‘zf zt), the F-P equation could be

rewritten into a more compact mathematical structure.
Theorem II1.2: The Fokker-Planck equation in Eq. (9)
obeys the generalized Onsager’s relation:

Fy 20, <0,

0F,

J(x,t) = —/dyM(x,y)ap(y’t), (15)
with the kernel function M (x,y) defined as
M(x,y) = V. - [D(x)p*(x) - V,8(y — x)]
— K (x) - V,8(y — x), (16)

where 8(y —x) is the Dirac’s § function and V, =
(2,2 ... 2
dy1’ dyz”’ Oy 7"

Proof. Since the functional derivative is calculated as

5F2 _ p(y,t) I . . . . .
o = oy itis direct to verify the following equations:

—/dyM(x,y)

SF,
Sp(y,1)

= /dy{_vx [DG)p*(x) - Vyd(y — x)]

p(y.t)
K* -V,8(y —
+ K*(x) - Vy8(y X)} 50
=V, [D(x)p%x) : / dyv,5(y — 022 ’”]
P*(y)
+ K°(x) - /dyvyé(y - X)p(y’t)
Py

~v,. [D(x)p%x) : / dys(y — v, 22 ’”}

Py
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—K’(x)- /dyS(y - x)vym
pP(y)
=V, |:D(x)p‘(x)Vx P(X,t)] . Ks(x) v, p(x,t),
p*(x) ps(x)

where the integration by parts of the Dirac’s § function is used
in the third step. Combining above equations with the fact that
V, - K*(x) = 0, we have

S F>
— | dvyM
/y (x’y)ﬁp(y,t)
—v,. [D(x)pf(x)vx pn) _ plet) KS(x)]
p(x) p(x)

= =V [u(x)p(x,1) = D(x)Vp(x,0)] = =V, - K(x,1).

|

Based on above result, we can see that for the F-P equation

the operator M in the generalized Onsager’s relation (3)

becomes an integral transform with the kernel function M (x,y)

defined in space L,(R"). The kernel function M can be
naturally separated into two parts:

Ms(x»y) = Vx : [D(X)Pé(x) ' v}a(y - x)],
M (x,y) = —K’(x) - V,6(y — x),
which correspond to two different types of equations:
P(X,f):|

pi(x)
==V [(D(x)VInp’(x))p — D(x)Vpl, (17)

a ,
Ep(x,t) =V [D(X)PA(X)V

ad v, plx,t) .
= V- [(Dx)VInp’(x)p —u(x)p]l. (18)

Notice the first one is still a F-P equation with drift and diffusion
coefficients defined as [D(x)V In p*(x)] and D(x), respec-
tively. A nontrivial consequence of the above decomposition
is that the system (17) automatically satisfies the condition of
detailed balance since

[D(x)VIn p’(x)]p°(x) — D(x)Vp*(x) =0, Vx e R".

In contrast, Eq. (18) is a Liouville equation in the phase
space for % = u(x) — D(x)V In p*(x), which is a canonical
conserved system [54] since V - [p*(u — DV 1In p*)] = 0.

To see the mathematical properties of M*(x,y) and
M%(x,y), let us consider the set of real, differentiable, and
square-integrable functions from R” to R by C' and an inner
product on it (§1,6) = [ &(x)&(x)dx for &1,& € C'. Then
the following statements hold for M*(x,y):

Theorem II1.3: (1) M*(x,y) is symmetric, that is, for any
functions &;(x),&(y) € C!, the following identity holds:

/ / dxdyE, (x)M* (x. y)Ex(y)

B // dxdy& ()M’ (y,x)& (). 19)

(2) M*(x,y) is positive definite.

Proof. First, it is direct to calculate the integration for any
functions &;(x) and &(y) in C',

/ / dxdy& (x)M* (x,y)&E(y)
= / / dxdy&1(x)V, - [D(x)p*(x) - Vy8(y — x)1&(y)
__ / dx V6 (x) - (D) ()] - / dy&:(),8(y — )
_ / dxV,£(x) - [DO)p ()] - Via(x)
- / dyVy6x(y) - [DP* D] - Vo1 (y)

_ / / dxdyE ()M (v, 0)E:(y),

where the integration by parts is used in the second step,
and the boundary terms are neglected. The symmetry of
D(x) guarantees that the fourth step holds. Thus, the function
M*(x,y) is symmetric.

Second, for any function £(x) € C 1

/ / dxdy&(x)M* (x,y)E(Y)

= /deXS(X) [D)p* ()] - Vi (x) 2 0,

due to the positiveness of the matrix D(x) and stationary
probability density p®(x). This means M*(x,y) is positive
semidefinite. However, zero is not an eigenvalue of M*(x,y).
To see this point, we look at the null space of M*(x,y), which
is given by {& € C'| [ M*(x,y)&(y)dy = 0, # O} or

fdny [Dx)p*(x) - Vyd(y —x)15(y) = 0.

Multiplying £(x) and integrating both sides of above equa-
tion with respect to x, one has fdxvxé(x) -[Dx)p*(x)] -
V,&(x) = 0. As D(x) is positive definite and p°(x) > 0, we
have V,&(x) = 0, which leads to £(x) = 0. Thus the null space
of M*(x,y) is empty. This completes the proof. |

Analogy to the analysis of M*(x,y), following properties
could be established for M“(x,y).

Theorem II1.4: The kernel function M“(x,y) is antisym-
metric, that is, for any functions &(x),&(y) € C ! the follow-
ing identity holds:

// dxdy& (x)M*(x,y)E(y)

— [[ rtyeomrone. Qo)
Proof. For any functions & (x) and &(y) in C!,
f/ dxdy& (x)M“ (x,y)62(y)

__ / / dxdy& (0K (x) - V,80y — D6y
- / dxE (K (x) - / dys(y — )V, E(y)

_ / dxE (K (x) - Vi&s(x)
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/dygl(y)KS(y) -V, & (y)
= —/dyVy [E DMK (M]&E()
= —/dyVyél(y)-Ks(y)-éz(y)

= —// dxdy&(x)M*(y,x)&(y),

where therelation V, - K*(y) = Ois used in the sixth step. Thus,
M“(x,y) is antisymmetric. This completes the proof. |

We conclude the foregoing results in the following corol-
lary.

Corollary I11.5: Analogously to the master equation, the
right-hand side of the F-P equation J(x,t) = —V - K(x,t) rep-
resents the nonequilibrium flux, and X(y,t) = —6F,/ép(y,t)
is the nonequilibrium force. They are related by the generalized
Onsager’s relation, i.e., J(x,t) = M X (y,t), in which M
is a positively stable integral operator. Furthermore, if the F-P
equation satisfies the detailed balance condition, M becomes
symmetric and positive definite, which recovers the classical
Onsager’s relations.

Referring to the corollary above, the free-energy dissipation
rate for the F-P equation is calculated as

dF, ( 8F, 3p(x,t1)
dt — \Gp(x,r)’ ot

[ PR R
- <8p<x,r>’M(’"”[ 8p(y,t)D
§F, s oF,
_<5p(x,t)’M("’”[fsp(y,t)D

=— / dx%(i) - D(X)p*(x) - vx<ﬁ_> <0,
p’ p’

where in the third equality, we have used the antisymmetric
property of M*“,

5Fy 5F,
(5P(XJ) M [SP(y,t)D

5F2 a 5F2 _
- _<3p(x,t)’M(x’”[Sp(y,t)]) =0

To measure how far the system is kept away from detailed
balance, we introduce the housekeeping heat of the F-P
equation [49],

D~ ()p(x.1)
[p* ()2

where D! is the inverse of matrix D, the above equality holds
if and only if in the state of detailed balance. We notice that
M“(x,y) = —K*(x) - V,6(y — x) plays the same role as Qnx
for the F-P equation, since Qpx can be explicitly expressed as
functions of M*,

B . o] D'pn
Onk = /dx[/dyM (x,y)Inp ()’)i| : W

O = / dxK’ (x) - K 20,

[/ dyM“(x,y)In p‘(y)]

—1
= [dx[/dyMa(x,y)ps(y)} . w

[p*(X)V ps(x)]?
[/ dyM“(x,y)pS(y)].

The two expressions above are equivalent, which shows that
M* can readily replace the role of Qi in characterizing the
detailed balance condition.

Under the condition of detailed balance, the conservation-
dissipation structure specified in Eq. (17) falls into the frame-
work of Onsager’s variational principle proposed by M. Doi
[25], which was extensively applied to soft matters and com-
plex fluids [63]. However, the generalized Onsager’s relation
proposed for general F-P equations has an antisymmetric part
to measure the distance of a system away from the detailed
balance, which was not included in Doi’s theory.

In the region near the steady state, the Boltzmann-type
relative entropy converges to the Tsallis-type relative entropy,
ie., Fg(t)= fdxpln% A fdxp(% -1 = fdxi—f —1=
2F,(t). This means the classical Boltzmann-type relative en-
tropy could also be used to characterize the F-P equation near
the NESS. However, when far away from the NESS, there is
no simple decomposition of the operator M ) for the F-P
equation with respect to the Boltzmann-type relative entropy,
which is stated as follows.

Remark I11.6: With respect to the Boltzmann-type relative
entropy Fg = [dxpln ﬁ, all results above for the operator

/\71(”) of the F-P equation could be deduced, except the
antisymmetric property. That is,

%p(x,t) = M(x,w[ — %}
- —/dy[Mf(x,w i FE
3p(y,t)
M*(x,y) = V, - [D(x)p(x,t) - Vy8(y — x)],
_px.0)
P (x)

M (x,y) = K*(x) - Vyo(y — x).

Here M*(x,y) is symmetric and positive definite, the F-P
equation corresponding to M*(x, y) is detailed balanced, while
M*“(x,y) is not antisymmetric in general.

IV. CONCLUSIONS AND DISCUSSIONS

A. Conclusions

In this paper, we have explored the thermodynamic formal-
ism of the master equation and the Fokker-Planck equation.
Following the conservation-dissipation structure, a nonlinear
constitutive relation between the thermodynamic flux and force
was introduced, which generalized the classical Onsager’s
relation. With respect to the NESS, the operator generally
contains a symmetric and positive semidefinite part and an
antisymmetric part. Especially, when the steady state further
satisfies the detailed balance condition, the antisymmetric part
vanishes and the operator becomes symmetric again. Thus, the
antisymmetric part of the operator could be used for measuring
the deviation of the NESS away from the detailed balance,
in place of the housekeeping heat in other formulations. It
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is well known that the Onsager’s reciprocal relation plays a
key role in nonequilibrium thermodynamics. Consequently, the
CDF, which adopted in the generalized Onsager’s relation as a
central element, may be a reasonable mathematical framework
for modeling various irreversible processes.

In the formulation of F-P equations, the Tsallis-type relative
entropy with parameter o« = 2 was adopted instead of the
classical Boltzmann-type relative entropy in order to maintain
the elegant mathematical structure of the operator M. We
suspect the inapplicability of the Boltzmann-type relative
entropy was closely related to the convergence rate of the
F-P equation towards the NESS. If this was true, then for
fractional F-P equations, the Tsallis-type relative entropy with
different nonextensive parameter « would be essential for
the construction of generalized Onsager’s relation. Similar
examples also include the nonlinear F-P equations. Related
works are ongoing.

B. Relations with the stochastic diffusion processes

Recently, Chetrite and Gawedzki developed a unified ap-
proach to different fluctuation relations, which is traced to the
application of various time reversals for stochastic diffusion
processes [34]. They examined the fluctuation relations of
Langevin equations and Fokker-Planck equations, which are
particularly relevant to the mathematical rigorousness of the
present work.

Consider a stochastic process X, in RY described by the
following differential equation:

X =MVH +¢, (21)

where M is a constant matrix (not restricted to be symmetric),
H = H, is a time-dependent Hamiltonian, and ¢, is a d-
dimensional white noise with

(¢/¢]) =28t —s)B~'TY, (22)

where 8 = (kgT)~'. This is a special example of diffusion
processes with the deterministic vector field as MV H and the
random vector field as ¢. Furthermore, Eq. (21) describes the
Langevin dynamics with the additional force G; = 0 [34].

In general, the matrix M could be decomposed into a
symmetric part M* and an antisymmetric part M“. According
to the canonical choice of the time inversion for the Langevin
dynamics [34], we have

MVH = M'VH + M“VH, (23)

where M*VH and M?V H are loosely termed as the dissipa-
tive and conservative parts of the deterministic vector field,

respectively. By combining the dissipative part and the stochas-
tic part together, one has x = M*VH + ¢, and by the Ito cal-
culus, one deduces the corresponding Fokker-Planck equation

d

5P ="V [(M'VH)p— g~ 'TVp]. (24)
Similarly, the conservative part corresponds to the following
equation:

%P = -V .[(M‘VH)p]. (25)

In parallel to the above splitting of the Langevin equa-

tion, the corresponding Fokker-Planck equation d;p = —V -

[((MVH)p — B~'T'Vp] could be decomposed directly based
on our results mentioned in the last section, which gives

0
5P = —V-[(B7'TVInp)p— B~ 'TVp],
(26)

a - Ay

5P ==V I(MVH)p - (8~'TVInp")p],

where p® = p®(x) denotes the steady state of the original
Fokker-Planck equation. Assuming above decompositions are
in agreement with the results of Chetrite and Gawedzki, we
have

B 'I'VInp' =M*VH, MVH =7'TVInp* + M‘VH,

(27)

by comparing the Egs. (24), (25), and (26). Therefore,
M’ =T, p'(x)=2ZlePH, (28)
Here M*® = —T' determines the matrix M*® in terms of the

correlation I', which is a simple example of the fluctuation-
dissipation relation and states that the symmetric part of the
general diffusion vector field must be equal to the spatial
covariance of its stochastic field. Moreover, notice that the
stationary distribution p*(x) = Z~'e #H satisfies the detailed
balance condition. This is the case for the Langevin equation
with M“ = 0. In conclusion, the equivalence of decomposi-
tions in Egs. (24), (25), and Eq. (26) recovers the fluctuation-
dissipation relation and restricts the Langevin equation to be
detailed balanced.

ACKNOWLEDGMENTS

This work was supported by Tsinghua University Initiative
Scientific Research Program (Grants No. 20151080424).

[1] L. Onsager, Reciprocal relations in irreversible processes. I,
Phys. Rev. 37, 405 (1931).

[2] L. Onsager, Reciprocal relations in irreversible processes. II,
Phys. Rev. 38, 2265 (1931).

[3] L. E.Reichl, A Modern Course in Statistical Physics (John Wiley
& Sons, New York, 2016).

[4] S.R.De Grootand P. Mazur, Non-equilibrium Thermodynamics,
Dover Books on Physics (Dover, New York, 2013).

[5] D. Jou, G. Lebon, and J. Casas-Vazquez, Extended Irreversible
Thermodynamics (Springer Science & Business Media, New
York, 2010).

[6] H. B. G.
microscopic
(1945).

[7]1 R. 1. Stratonovich, Thermal noise in nonlinear resistors,
Radiophys. Quant. Electron. 13, 1164 (1970).

Casimir, On
reversibility, Rev.

onsager’s
Mod.

principle  of
Phys. 17, 343

062123-7


https://doi.org/10.1103/PhysRev.37.405
https://doi.org/10.1103/PhysRev.37.405
https://doi.org/10.1103/PhysRev.37.405
https://doi.org/10.1103/PhysRev.37.405
https://doi.org/10.1103/PhysRev.38.2265
https://doi.org/10.1103/PhysRev.38.2265
https://doi.org/10.1103/PhysRev.38.2265
https://doi.org/10.1103/PhysRev.38.2265
https://doi.org/10.1103/RevModPhys.17.343
https://doi.org/10.1103/RevModPhys.17.343
https://doi.org/10.1103/RevModPhys.17.343
https://doi.org/10.1103/RevModPhys.17.343
https://doi.org/10.1007/BF01031011
https://doi.org/10.1007/BF01031011
https://doi.org/10.1007/BF01031011
https://doi.org/10.1007/BF01031011

LIANGRONG PENG, YI ZHU, AND LIU HONG

PHYSICAL REVIEW E 97, 062123 (2018)

[8] J. Hurley and C. Garrod, Generalization of the Onsager Reci-
procity Theorem, Phys. Rev. Lett. 48, 1575 (1982).

[9] P. Hanggi, Nonlinear fluctuations: The problem of deterministic
limit and reconstruction of stochastic dynamics, Phys. Rev. A
25, 1130 (1982).

[10] G. P. Beretta, Quantum thermodynamics of nonequilibrium.
onsager reciprocity and dispersion-dissipation relations, Found.
Phys. 17, 365 (1987).

[11] M. J. Hazoglou, V. Walther, P. D. Dixit, and K. A. Dill, Com-
munication: Maximum caliber is a general variational principle
for nonequilibrium statistical mechanics, J. Chem. Phys. 143,
051104 (2015).

[12] G. N. Bochkov and Yu. E. Kuzovlev, General theory of thermal
fluctuations in nonlinear systems, Zh. Eksp. Teor. Fiz. 72, 238
(1977) [Sov. Phys. JETP 45, 125 (1977)].

[13] R. D. Astumian, Reciprocal Relations for Nonlinear Coupled
Transport, Phys. Rev. Lett. 101, 046802 (2008).

[14] M. N. Artyomov, Comment on “Reciprocal Relations for
Nonlinear Coupled Transport,”’Phys. Rev. Lett. 102, 149701
(2009).

[15] L. Bertini, A. D. Sole, D. Gabrielli, G. Jona-Lasinio, and C.
Landim, Macroscopic fluctuation theory for stationary nonequi-
librium states, J. Stat. Phys. 107, 635 (2001).

[16] L. Bertini, A. De Sole, D. Gabrielli, G. Jona-Lasinio, and C.
Landim, Fluctuations in Stationary Nonequilibrium States of
Irreversible Processes, Phys. Rev. Lett. 87, 040601 (2001).

[17] D. Gabrielli, G. Jona-Lasinio, and C. Landim, Onsager Reci-
procity Relations Without Microscopic Reversibility, Phys. Rev.
Lett. 77, 1202 (1996).

[18] D. Gabrielli, G. Jona-Lasinio, and C. Landim, Onsager
symmetry from microscopic TP invariance, J. Stat. Phys. 96,
639 (1999).

[19] Y. Zhu, L. Hong, Z. Yang, and W.-A. Yong, Conservation-
dissipation formalism of irreversible thermodynamics, J. Non-
Equilib. Thermodyn. 40, 67 (2015).

[20] 1. Miiller and T. Ruggeri, Rational Extended Thermodynamics
(Springer Science & Business Media, New York, 2013), Vol. 37.

[21] W.-A. Yong, Aninteresting class of partial differential equations,
J. Math. Phys. 49, 033503 (2008).

[22] W.-A. Yong, Conservation-dissipation structure of chemical
reaction systems, Phys. Rev. E 86, 067101 (2012).

[23] L. Hong, Z. Yang, Y. Zhu, and W.-A. Yong, A novel construction
of thermodynamically compatible models and its correspon-
dence with boltzmann-equation-based moment-closure hierar-
chies, J. Non-Equilib. Thermodyn. 40, 247 (2015).

[24] H. Ge, H. Qian, and X. S. Xie, Stochastic Phenotype Transition of
a Single Cell in an Intermediate Region of Gene State Switching,
Phys. Rev. Lett. 114, 078101 (2015).

[25] M. Doi, Soft Matter Physics (Oxford University Press, Oxford,
2013).

[26] K. Sekimoto, Langevin equation and thermodynamics, Prog.
Theor. Phys. Suppl. 130, 17 (1998).

[27] D. J. Evans, E. G. D. Cohen, and G. P. Morriss, Probability of
Second Law Violations in Shearing Steady States., Phys. Rev.
Lett. 71, 2401 (1993).

[28] G. Gallavotti and E. G. D. Cohen, Dynamical Ensembles in
Nonequilibrium Statistical Mechanics., Phys. Rev. Lett. 74,2694
(1995).

[29] C. Jarzynski, Nonequilibrium Equality for Free Energy Differ-
ences, Phys. Rev. Lett. 78, 2690 (1997).

[30] C.Jarzynski, Equilibrium free energy differences from nonequi-
librium measurements: a master equation approach, Phys. Rev.
E 56, 5018 (1997).

[31] T. Hatano, Jarzynski equality for the transitions between
nonequilibrium steady states, Phys. Rev. E 60, R5017(R)
(1999).

[32] T. Hatano and S. I. Sasa, Steady-State Thermodynamics of
Langevin Systems, Phys. Rev. Lett. 86, 3463 (2001).

[33] U. Seifert, Entropy Production Along a Stochastic Trajectory and
an Integral Fluctuation Theorem., Phys. Rev. Lett. 95, 040602
(2005).

[34] R. Chetrite and K. Gawedzki, Fluctuation relations for diffusion
processes, Commun. Math. Phys. 282, 469 (2008).

[35] M. Esposito and C. Van den Broeck, Three faces of the second
law. I. master equation formulation, Phys. Rev. E 82, 011143
(2010).

[36] U. Seifert, Stochastic thermodynamics, fluctuation theorems and
molecular machines, Rep. Prog. Phys. 75, 126001 (2012).

[37] J. M. R. Parrondo, J. M. Horowitz, and T. Sagawa, Thermody-
namics of information, Nat. Phys. 11, 131 (2015).

[38] P. Strasberg and M. Esposito, Stochastic thermodynamics in the
strong coupling regime: An unambiguous approach based on
coarse graining, Phys. Rev. E 95, 062101 (2017).

[39] G. Gallavotti, Extension of Onsager’s Reciprocity to Large
Fields and the Chaotic Hypothesis, Phys. Rev. Lett. 77, 4334
(1996).

[40] J. Kurchan, Fluctuation theorem for stochastic dynamics, J.
Phys. A 31, 3719 (1997).

[41] T. Speck and U. Seifert, Integral fluctuation theorem for the
housekeeping heat, J. Phys. A 38, L581 (2005).

[42] J. Schnakenberg, Network theory of microscopic and macro-
scopic behavior of master equation systems, Rev. Mod. Phys.
48, 571 (1976).

[43] S. Kullback and R. A. Leibler, On information and sufficiency,
Ann. Math. Stat. 22, 79 (1951).

[44] J. Huang, W.-A. Yong, and L. Hong, Generalization of the
kullback-leibler divergence in the tsallis statistics, J. Math. Anal.
Appl. 436, 501 (2016).

[45] R. Kikuchi, Variational derivation of the steady state, Phys. Rev.
124, 1682 (1961).

[46] A. Pelizzola, Variational approximations for stationary states of
ising-like models, Eur. Phys. J. B 86, 1 (2013).

[47] E. Dominguez Vazquez, G. Del Ferraro, and F. Riccitersenghi,
A simple analytical description of the nonstationary dynamics
in ising spin systems, J. Stat. Mech.: Theor. Exp. (2017) 033303.

[48] H. Yan and W.-A. Yong, Stability of steady solutions to reaction-
hyperbolic systems for axonal transport, J. Hyperbol. Differ. Eq.
9,325 (2012).

[49] H. Ge and H. Qian, Physical origins of entropy production,
free energy dissipation, and their mathematical representations.,
Phys. Rev. E 81, 051133 (2010).

[50] Y. Oono and M. Paniconi, Steady state thermodynamics, Prog.
Theor. Phys. Suppl. 130, 29 (1998).

[51] N. van Kampen, Stochastic Processes in Physics and Chemistry
(Elsevier, Amsterdam, 1992).

[52] L. Peng, Y. Zhu, and L. Hong, The markov process admits
a consistent steady-state thermodynamic formalism, J. Math.
Phys. 59, 013302 (2018).

[53] H. Risken, Fokker-Planck Equation: Methods of Solutions and
Applications (Springer, Berlin, 1996).

062123-8


https://doi.org/10.1103/PhysRevLett.48.1575
https://doi.org/10.1103/PhysRevLett.48.1575
https://doi.org/10.1103/PhysRevLett.48.1575
https://doi.org/10.1103/PhysRevLett.48.1575
https://doi.org/10.1103/PhysRevA.25.1130
https://doi.org/10.1103/PhysRevA.25.1130
https://doi.org/10.1103/PhysRevA.25.1130
https://doi.org/10.1103/PhysRevA.25.1130
https://doi.org/10.1007/BF00733374
https://doi.org/10.1007/BF00733374
https://doi.org/10.1007/BF00733374
https://doi.org/10.1007/BF00733374
https://doi.org/10.1063/1.4928193
https://doi.org/10.1063/1.4928193
https://doi.org/10.1063/1.4928193
https://doi.org/10.1063/1.4928193
https://doi.org/10.1103/PhysRevLett.101.046802
https://doi.org/10.1103/PhysRevLett.101.046802
https://doi.org/10.1103/PhysRevLett.101.046802
https://doi.org/10.1103/PhysRevLett.101.046802
https://doi.org/10.1103/PhysRevLett.102.149701
https://doi.org/10.1103/PhysRevLett.102.149701
https://doi.org/10.1103/PhysRevLett.102.149701
https://doi.org/10.1103/PhysRevLett.102.149701
https://doi.org/10.1023/A:1014525911391
https://doi.org/10.1023/A:1014525911391
https://doi.org/10.1023/A:1014525911391
https://doi.org/10.1023/A:1014525911391
https://doi.org/10.1103/PhysRevLett.87.040601
https://doi.org/10.1103/PhysRevLett.87.040601
https://doi.org/10.1103/PhysRevLett.87.040601
https://doi.org/10.1103/PhysRevLett.87.040601
https://doi.org/10.1103/PhysRevLett.77.1202
https://doi.org/10.1103/PhysRevLett.77.1202
https://doi.org/10.1103/PhysRevLett.77.1202
https://doi.org/10.1103/PhysRevLett.77.1202
https://doi.org/10.1023/A:1004550307453
https://doi.org/10.1023/A:1004550307453
https://doi.org/10.1023/A:1004550307453
https://doi.org/10.1023/A:1004550307453
https://doi.org/10.1515/jnet-2014-0037
https://doi.org/10.1515/jnet-2014-0037
https://doi.org/10.1515/jnet-2014-0037
https://doi.org/10.1515/jnet-2014-0037
https://doi.org/10.1063/1.2884710
https://doi.org/10.1063/1.2884710
https://doi.org/10.1063/1.2884710
https://doi.org/10.1063/1.2884710
https://doi.org/10.1103/PhysRevE.86.067101
https://doi.org/10.1103/PhysRevE.86.067101
https://doi.org/10.1103/PhysRevE.86.067101
https://doi.org/10.1103/PhysRevE.86.067101
https://doi.org/10.1515/jnet-2015-0017
https://doi.org/10.1515/jnet-2015-0017
https://doi.org/10.1515/jnet-2015-0017
https://doi.org/10.1515/jnet-2015-0017
https://doi.org/10.1103/PhysRevLett.114.078101
https://doi.org/10.1103/PhysRevLett.114.078101
https://doi.org/10.1103/PhysRevLett.114.078101
https://doi.org/10.1103/PhysRevLett.114.078101
https://doi.org/10.1143/PTPS.130.17
https://doi.org/10.1143/PTPS.130.17
https://doi.org/10.1143/PTPS.130.17
https://doi.org/10.1143/PTPS.130.17
https://doi.org/10.1103/PhysRevLett.71.2401
https://doi.org/10.1103/PhysRevLett.71.2401
https://doi.org/10.1103/PhysRevLett.71.2401
https://doi.org/10.1103/PhysRevLett.71.2401
https://doi.org/10.1103/PhysRevLett.74.2694
https://doi.org/10.1103/PhysRevLett.74.2694
https://doi.org/10.1103/PhysRevLett.74.2694
https://doi.org/10.1103/PhysRevLett.74.2694
https://doi.org/10.1103/PhysRevLett.78.2690
https://doi.org/10.1103/PhysRevLett.78.2690
https://doi.org/10.1103/PhysRevLett.78.2690
https://doi.org/10.1103/PhysRevLett.78.2690
https://doi.org/10.1103/PhysRevE.56.5018
https://doi.org/10.1103/PhysRevE.56.5018
https://doi.org/10.1103/PhysRevE.56.5018
https://doi.org/10.1103/PhysRevE.56.5018
https://doi.org/10.1103/PhysRevE.60.R5017
https://doi.org/10.1103/PhysRevE.60.R5017
https://doi.org/10.1103/PhysRevE.60.R5017
https://doi.org/10.1103/PhysRevE.60.R5017
https://doi.org/10.1103/PhysRevLett.86.3463
https://doi.org/10.1103/PhysRevLett.86.3463
https://doi.org/10.1103/PhysRevLett.86.3463
https://doi.org/10.1103/PhysRevLett.86.3463
https://doi.org/10.1103/PhysRevLett.95.040602
https://doi.org/10.1103/PhysRevLett.95.040602
https://doi.org/10.1103/PhysRevLett.95.040602
https://doi.org/10.1103/PhysRevLett.95.040602
https://doi.org/10.1007/s00220-008-0502-9
https://doi.org/10.1007/s00220-008-0502-9
https://doi.org/10.1007/s00220-008-0502-9
https://doi.org/10.1007/s00220-008-0502-9
https://doi.org/10.1103/PhysRevE.82.011143
https://doi.org/10.1103/PhysRevE.82.011143
https://doi.org/10.1103/PhysRevE.82.011143
https://doi.org/10.1103/PhysRevE.82.011143
https://doi.org/10.1088/0034-4885/75/12/126001
https://doi.org/10.1088/0034-4885/75/12/126001
https://doi.org/10.1088/0034-4885/75/12/126001
https://doi.org/10.1088/0034-4885/75/12/126001
https://doi.org/10.1038/nphys3230
https://doi.org/10.1038/nphys3230
https://doi.org/10.1038/nphys3230
https://doi.org/10.1038/nphys3230
https://doi.org/10.1103/PhysRevE.95.062101
https://doi.org/10.1103/PhysRevE.95.062101
https://doi.org/10.1103/PhysRevE.95.062101
https://doi.org/10.1103/PhysRevE.95.062101
https://doi.org/10.1103/PhysRevLett.77.4334
https://doi.org/10.1103/PhysRevLett.77.4334
https://doi.org/10.1103/PhysRevLett.77.4334
https://doi.org/10.1103/PhysRevLett.77.4334
https://doi.org/10.1088/0305-4470/31/16/003
https://doi.org/10.1088/0305-4470/31/16/003
https://doi.org/10.1088/0305-4470/31/16/003
https://doi.org/10.1088/0305-4470/31/16/003
https://doi.org/10.1088/0305-4470/38/34/L03
https://doi.org/10.1088/0305-4470/38/34/L03
https://doi.org/10.1088/0305-4470/38/34/L03
https://doi.org/10.1088/0305-4470/38/34/L03
https://doi.org/10.1103/RevModPhys.48.571
https://doi.org/10.1103/RevModPhys.48.571
https://doi.org/10.1103/RevModPhys.48.571
https://doi.org/10.1103/RevModPhys.48.571
https://doi.org/10.1214/aoms/1177729694
https://doi.org/10.1214/aoms/1177729694
https://doi.org/10.1214/aoms/1177729694
https://doi.org/10.1214/aoms/1177729694
https://doi.org/10.1016/j.jmaa.2015.12.008
https://doi.org/10.1016/j.jmaa.2015.12.008
https://doi.org/10.1016/j.jmaa.2015.12.008
https://doi.org/10.1016/j.jmaa.2015.12.008
https://doi.org/10.1103/PhysRev.124.1682
https://doi.org/10.1103/PhysRev.124.1682
https://doi.org/10.1103/PhysRev.124.1682
https://doi.org/10.1103/PhysRev.124.1682
https://doi.org/10.1140/epjb/e2013-40031-6
https://doi.org/10.1140/epjb/e2013-40031-6
https://doi.org/10.1140/epjb/e2013-40031-6
https://doi.org/10.1140/epjb/e2013-40031-6
https://doi.org/10.1088/1742-5468/aa5d22
https://doi.org/10.1088/1742-5468/aa5d22
https://doi.org/10.1088/1742-5468/aa5d22
https://doi.org/10.1142/S0219891612500105
https://doi.org/10.1142/S0219891612500105
https://doi.org/10.1142/S0219891612500105
https://doi.org/10.1142/S0219891612500105
https://doi.org/10.1103/PhysRevE.81.051133
https://doi.org/10.1103/PhysRevE.81.051133
https://doi.org/10.1103/PhysRevE.81.051133
https://doi.org/10.1103/PhysRevE.81.051133
https://doi.org/10.1143/PTPS.130.29
https://doi.org/10.1143/PTPS.130.29
https://doi.org/10.1143/PTPS.130.29
https://doi.org/10.1143/PTPS.130.29
https://doi.org/10.1063/1.4994243
https://doi.org/10.1063/1.4994243
https://doi.org/10.1063/1.4994243
https://doi.org/10.1063/1.4994243

GENERALIZED ONSAGER’s RECIPROCAL RELATIONS ...

PHYSICAL REVIEW E 97, 062123 (2018)

[54] H. Qian, A decomposition of irreversible diffusion processes
without detailed balance, J. Math. Phys. 54, 053302 (2013).

[55] C. Tsallis, Possible generalization of boltzmann-gibbs statistics,
J. Stat. Phys. 52, 479 (1988).

[56] A. Anastasiadis, Special issue: Tsallis entropy, Entropy 14, 174
(2012).

[57] A. Rényi, On measures of entropy and information, In Pro-
ceedings of the Fourth Berkeley Symposium on Mathematical
Statistics and Probability, edited by J. Neyman (University of
California Press, Berkeley, 1961), Vol. 1, 547.

[58] P. Grassberger and 1. Procaccia, Estimation of the kolmogorov
entropy from a chaotic signal, Phys. Rev. A 28, 2591 (1983).

[59] G. Kaniadakis, Statistical mechanics in the context of special
relativity, Phys. Rev. E 66, 056125 (2002).

[60] E. M. F. Curado and F. D. Nobre, On the stability of analytic
entropic forms, Physica A 335, 94 (2004).

[61] W. F. Herrnkind and R. Mclean, Non-extensive Statis-
tical Mechanics and Its Applications (Springer, Berlin,
2001).

[62] M. Shiino, H-theorem with generalized relative entropies
and the tsallis statistics, J. Phys. Soc. Jpn. 67, 3658
(1998).

[63] M. Doi, Onsager’s variational principle in soft matter, J. Phys.:
Condens. Matter 23, 284118 (2011).

062123-9


https://doi.org/10.1063/1.4803847
https://doi.org/10.1063/1.4803847
https://doi.org/10.1063/1.4803847
https://doi.org/10.1063/1.4803847
https://doi.org/10.1007/BF01016429
https://doi.org/10.1007/BF01016429
https://doi.org/10.1007/BF01016429
https://doi.org/10.1007/BF01016429
https://doi.org/10.3390/e14020174
https://doi.org/10.3390/e14020174
https://doi.org/10.3390/e14020174
https://doi.org/10.3390/e14020174
https://doi.org/10.1103/PhysRevA.28.2591
https://doi.org/10.1103/PhysRevA.28.2591
https://doi.org/10.1103/PhysRevA.28.2591
https://doi.org/10.1103/PhysRevA.28.2591
https://doi.org/10.1103/PhysRevE.66.056125
https://doi.org/10.1103/PhysRevE.66.056125
https://doi.org/10.1103/PhysRevE.66.056125
https://doi.org/10.1103/PhysRevE.66.056125
https://doi.org/10.1016/j.physa.2003.12.026
https://doi.org/10.1016/j.physa.2003.12.026
https://doi.org/10.1016/j.physa.2003.12.026
https://doi.org/10.1016/j.physa.2003.12.026
https://doi.org/10.1143/JPSJ.67.3658
https://doi.org/10.1143/JPSJ.67.3658
https://doi.org/10.1143/JPSJ.67.3658
https://doi.org/10.1143/JPSJ.67.3658
https://doi.org/10.1088/0953-8984/23/28/284118
https://doi.org/10.1088/0953-8984/23/28/284118
https://doi.org/10.1088/0953-8984/23/28/284118
https://doi.org/10.1088/0953-8984/23/28/284118



