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Abstract

Given a gauged linear sigma model (GLSM) TX realizing a projective variety X in one
of its phases, i.e. its quantum Kähler moduli has a geometric point, we propose an
extended GLSM TX realizing the homological projective dual category C to DbCoh(X) as
the category of B-branes of the Higgs branch of one of its phases. In most of the cases, the
models TX and TX are anomalous and the analysis of their Coulomb and mixed Coulomb-
Higgs branches gives information on the semiorthogonal/Lefschetz decompositions of C
and DbCoh(X). We also study the models TXL

and TXL
that correspond to homological

projective duality of linear sections XL of X . This explains why, in many cases, two
phases of a GLSM are related by homological projective duality. We study mostly abelian
examples: linear and Veronese embeddings of Pn and Fano complete intersections in
Pn. In such cases, we are able to reproduce known results as well as produce some new
conjectures. In addition, we comment on the construction of the HPD to a nonabelian
GLSM for the Plücker embedding of the Grassmannian G(k,N).
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1 Introduction

B-branes on N = (2, 2) supersymmetric theories can be defined in general terms, regardless of
the fact that such theory possesses or not an IR superconformal fixed point. This is achieved
by simply studying boundary conditions preserving an appropriate subset 2B , spanned by
Q− +Q+ and its conjugate supercharge Q− +Q+ of the N = (2, 2) supersymmetry algebra
[1–3]. The collection of such boundary conditions are expected to have the structure of a
triangulated category. These categories are expected to be insensitive to deformations of the
action of the form Q+Q−G (and its adjoint) where Q+G = Q−G = 0. In the context of the
gauged linear sigma model (GLSM) [4] these deformations can be interpreted as deformations
of the twisted superpotential and the space of such deformations is called the quantum Kähler
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moduli space MK . A huge class of GLSMs have geometric points in MK . At such points, the
theory in the IR can be thought of as a nonlinear sigma model (NLSM) with the target space
given by a Kähler manifold X and locally MK is regarded as the complexified Kähler cone
of X. Then the category of B-branes is equivalent to DbCoh(X). By moving around MK

we can find relations between DbCoh(X) and categories of B-branes at the different Higgs
branches arising at other points in MK . When X is Calabi-Yau (CY), this is known to give
equivalences or autoequivalences, classified by the space of homotopy equivalent paths inMK ,
between DbCoh(X) and the aforementioned categories. For X general Kähler manifold, the
different B-brane categories generically embed into each other and paths correspond to fully
faithful functors. The way the categories fit into each other depends on the structure of the
Coulomb and Coulomb-Higgs branches, which are either absent or deemed singular in the CY
case. This problem has been analyzed thoroughly in the physics literature, starting with [5]
for nonanomalous abelian GLSMs and further developed in [6–9] and in the mathematics
literature [10–12].

On the other hand, one very powerful result of the recent years regarding the interplay
between derived categories of projective varieties and their semiorthogonal decompositions
is Kuznetsov’s homological projective duality [13]. Kuznetsov’s result provides a relation
between the semiorthogonal decomposition of a projective variety X and its homological
projective dual (HPD) variety Z (or more general its HPD category C) and linear sections of
them. This result leads to a great deal of insight into equivalences of triangulated categories
and their semiorthogonal decompositions (for a review see for example [14, 15]). Mutually
HPD varieties/categories have made an appearance as B-brane categories of different phases
of GLSMs [16–20] and more recently this point of view has been studied in a mathematical
framework in [21,22].

Inspired mostly by the works [21,22], we develop a proposal for a GLSM construction of
HPD models of a Kähler variety X, whenever a GLSM construction for X itself is known.
Let us summarize our proposal. Details can be found in section 4. Starting from a GLSM
TX = (G, ρm : G → GL(V ),W, tren, R) with a geometric point in MX around which we can
identify the category of B-branes with DbCoh(X) and a map f : X → P(S), we write an
extension TX of TX given by

TX = (Ĝ = G× U(1)s+1, ρ̂m : Ĝ→ GL(V ⊕ V ′), Ŵ , R̂), (1.1)

where1 V ′ = C(χ−1,−1) ⊕ S∨ is a representation of Ĝ with χ ∈ Hom(G,C∗) the character of

G defined by (4.1) and S∨ ∼= C⊕n+1
(1,1) . By an appropriate choice of basis, we can write Cχ−1

as a representation of weight Q of a subgroup U(1)l ⊂ G. Denoting the coordinates of V ′ as

(P, S0, . . . , Sn), the superpotential Ŵ is given by

Ŵ =W + P
n∑

j=0

Sjfj(X), (1.2)

where fj(X) are the components of the image of the map f . The GLSM TX is identified
with the GLSM of the universal hyperplane class X of X. Its more important property is
that its Higgs branch deep in the second quadrant of the FI parameter of U(1)s+1 × U(1)l,
upon taking the gauge decoupling limit, is a hybrid model whose category of B-branes can

1Here and in the following, C(χ,w) denotes the one-dimensional representation of Ĝ determined by the
G-character χ and the U(1)s+1-weight w.
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be identified with the HPD category C of X. This is essentially because both categories are
equivalent to the subcategory W− (small window category, see section 3) of GLSM B-branes.
Brane transport between this phase and the geometric phase realizes the correspondence
C ∼= W−

∼= DbCoh(X). Moreover, we can take linear sections of TX , essentially by restricting
the chiral fields Sj to a linear subspace L ⊂ P(S∨). This gives a GLSM termed TXL

which has
two very interesting phases, one that we can identify with the NLSM on XL and one whose
category of B-branes can be identified with D(ZL) (even though in some cases, the variety Z
itself cannot be determined, but then, D(ZL) can be defined in terms of a hybrid model). If
we take the gauge decoupling limit es+1 → ∞ of U(1)s+1, on TX , while keeping ζs+1 ≪ −1,
we end up with a G × U(1)l gauge theory TC′ in which one of its phases is related to some
category C′ which embeds in C (although, in some examples C′ = C, a detailed explanation
can be found in section 4). The same limit for TXL

is more interesting since we end up with
a theory TXL

in which one phase is related with XL and the other with CL, a subcategory
’shared’ between D(XL) and D(ZL) (a precise definition can be found in section 2). We
summarize this in the following diagram:

TX
Extension

��

TX
Restriction //

−ζs+1,es+1→∞

��

TXL

−ζs+1,es+1→∞

��

TC′

Restriction // TXL

We provide evidence of our proposal by computing it in several examples, reproducing known
results and providing insight into new ones. More precisely we analyze:

• Linear and Veronese embeddings of Pn. In the linear embedding with the Lefschetz
decomposition defined by the Beilinson collection, we reproduce the basic result that the
HPD corresponds to the classical projective dual. For the double Veronese embedding,
we reproduce the result of [23] and we also analyze higher Veronese embeddings finding
a HPD analogous to the one from [21], described by a hybrid model C. Using GLSM
technology, we find an explicit functor from this hybrid model to the universal hyper-
plane section X of the Veronese embedding which allows us to write explicit generators
of C as a subcategory of DbCoh(X ).

• Quadrics in Pn. When n is even, we reproduce the HPD from [24]. When n is odd,
our construction induces a different Lefschetz decomposition than the one used in [24].
Therefore, the HPD changes and we are not aware of it being constructed explicitly
anywhere else. We analyze again an explicit functor from objects in the hybrid model
representing the HPD category to DbCoh(X ).

• Fano complete intersections in Pn. In this case, we only analyze the resulting HPD
that takes the form of a hybrid model corresponding to the Lefschetz decomposition
induced by (TX ,TX ).

• Plücker embedding of G(k,N). We devote section 7 to the study of the basic prop-
erties of TX for the Plücker embedding of G(k,N). In this case we present the hybrid
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model representing the HPD and we compute to which Lefschetz decomposition it corre-
sponds, by analyzing the Coulomb branch. We also comment on TXL

for some particular
linear sections.

The paper is organized as follows. In section 2 we review Kuznetsov’s homological projec-
tive duality theorem and consequences as well as some examples. In section 3 we provide a
review of B-branes in GLSMs, focusing on the abelian case but not restriciting to nonanoma-
lous models. The main goal of this section is to review how the grade restriction rule works
for anomalous GLSMs. In section 4 we present our proposal for a GLSM containing the HPD
of a variety X and we analyze its properties in a general setting. In particular, we specify the
Lefschetz decomposition induced by the pair (TX ,TX ) and we give the details on how to take
linear sections and construct TXL

as well as its properties. In section 5 we analyze several
examples of (TX ,TX ): linear and Veronese embedding of projective space, quadrics in Pn and
Fano complete intersections in Pn. In section 6 we analyze TXL

for the previous examples.
In section 7 we make some remarks on TX for the Plücker embedding of G(k,N). Further
background material and complimentary results are collected in the appendices.

2 Lightning review of homological projective duality

In order to define the homological projective dual (HPD) of a projective variety X, we need
to define a few elements of triangulated categories first. We denote by D(X) the bounded
derived category of coherent sheaves on X, DbCoh(X).

Definition. [13] A (right) Lefschetz decomposition of D(X) w.r.t. the line bundle L on
X corresponds to a semiorthgonal decomposition [25]

D(X) = 〈A0,A1(1), . . . ,Ak(k)〉 (2.1)

such that A0 ⊇ A1 ⊇ · · · ⊇ Ak are a collection of admissible subcategories of D(X) and
Ai(i) := Ai⊗L⊗i. The Lefschetz decomposition is called rectangular if A0 = A1 = · · · = Ak.

A few remarks are in order. The Lefschetz decomposition is completely determined by its
center A0 and L via the relation

Ar =
⊥ Ar−1(−r) ∩ Ar−1, (2.2)

We can always construct a dual Lefschetz decomposition by setting [26]

B0 = A0,Bi = A0(i)
⊥ ∩ Ai, i = 1, . . . , k, (2.3)

where A0(i)
⊥ denotes the right orthogonal of A0(i). Then we have a left Lefschetz decompo-

sition

D(X) = 〈Bk(−k), . . . ,B1(−1),B0〉. (2.4)

Consider a smooth projective variety X with a morphism f : X → P(V ) and assume we have
a Lefschetz decomposition of the form (2.1) w.r.t. the line bundle L = OX(1) := f∗OP(V )(1).
We define the incidence divisor H ⊂ P(V )× P(V ∨) by

H = {(u, v) ∈ P(V )× P(V ∨) : v(u) = 0}. (2.5)
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Then the universal hyperplane section of X is defined by

X := X ×P(V ) H ⊂ X × P(V ∨) (2.6)

and has the following semiorthogonal decomposition [13]:

D(X ) = 〈C,A1(1)⊠D(P(V ∨)), . . . ,Ak(k)⊠D(P(V ∨))〉. (2.7)

Then, one can define

Definition. [13] C is called the HPD category of X. In other words, C is the right or-
thogonal of 〈A1(1)⊠D(P(V ∨)), . . . ,Ak(k)⊠D(P(V ∨))〉.

If we have an algebraic variety Z with a morphism g : Z → P(V ∨) such that there is an
equivalence D(Z) ∼= C, we call Z the HPD to f : X → P(V ) w.r.t. the Lefschetz decomposi-
tion (2.1). A very important property of C, that will be used for consistency checks in several
of our examples is the following: given the embedding map δ : X → X × P(V ∨), we have:

δ∗ : C → A0 ⊠D(P(V ∨)). (2.8)

Indeed, one can define the C by the objects in D(X ) whose image under δ∗ belongs to
A0 ⊠D(P(V ∨)). The main theorem of [13] is

Theorem. [13] Assume that Z is the HPD to X as defined as above. Then, Z is smooth and
admits a dual Lefschetz decomposition

D(Z) = 〈Bl(−l), . . . ,B1(−1),B0〉,
Bl ⊆ · · · ⊆ B1 ⊆ B0 ⊆ D(Z), (2.9)

where B0
∼= A0.

2 For any linear subspace L ⊂ V ∨ satisfying

dimXL = dimX − r,

dimZL = dimZ + r − dimV, (2.10)

where r = dimL, we have the following Lefschetz decompositions

D(XL) = 〈CL,Ar(1), . . . ,Ak(k + 1− r)〉,
D(ZL) = 〈Bl(N − l − 1− r), . . . ,BN−r(−1), CL〉, (2.11)

where XL := X ×P(V ) P(L
⊥), ZL := Z ×P(V ∨) P(L).

We list a few relevant examples:

• Trivial Lefschetz decomposition. For any f : X → P(V ) we can always take
the Lefschetz decomposition with a single component A0 = D(X). Then its HPD is
Z = X → P(V ∨), where the map is just the projection and

D(ZL) = 〈D(X) ⊗OP(L)(1 − dimL), . . . ,D(X)⊗OP(L)(−1),D(XL)〉. (2.12)
2More precisely [13], Bj

∼= 〈a0, . . . , aN−j−2〉, where N = dimV and aj is the right orthogonal to Aj+1 in
Aj . Also, is assumed that N > k + 1.
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• Quadrics. [24] If f : X → P(V ) is a smooth quadric with the usual embedding and
V ∼= C2m+1, then we have the Lefschetz decomposition A0 = 〈S,O〉, Ai = 〈O〉, i =
1, . . . 2m − 2 and the HPD of X is g : Z → P(V ∨), a double cover of P(V ∨) branched
along the dual quadric X∨. On the other hand, if V ∼= C2m+2 then, A0 = A1 = 〈S±,O〉,
Ai = 〈O〉, i = 2, . . . 2m − 1 and the HPD of X is g : Z → P(V ∨), where Z = X∨ with
the usual embedding.

• Double Veronese embedding. [23] If f : X = P(V ) → P(S2V ) is the double Veronese
embedding of P(V ) (where S2V := Sym2V ) and X ∼= P2l−ε, ε ∈ {0, 1}, we have the
Lefschetz decomposition A0 = . . . = Al−2 = 〈OX (−1),OX 〉, and

Al−1 =

{
〈OX(−1)〉, if ε = 1

〈OX(−1),OX 〉, if ε = 0
(2.13)

The HPD category of X is D(P(S2V ∨), Cl0), which consists of the coherent sheaves of
modules over the even part of the universal Clifford algebra Cl0 on P(S2V ∨).

3 Lightning review of window categories in (anomalous) GLSM

In this section we review the general definition of a GLSM [4], in order to fix the notation for
the following sections. We define a GLSM by specifying the following data.

• Gauge group: a compact Lie group G.

• Chiral matter fields: a faithful unitary representation ρm : G → GL(V ) of G on
some complex vector space V ∼= CN . This determines the representation of the chiral
(2, 2) fields.

• Superpotential: a holomorphic, G-invariant polynomial W : V → C, namely W ∈
Sym(V ∨)G.

• Fayet-Illiopolous (FI)-theta parameters: a set of complex parameters t such that

exp(t) ∈ Hom(π1(G),C
∗)π0(G) (3.1)

i.e., exp(t) is a group homomorphism from π1(G) to C∗ that is invariant under the
adjoint action of G. It is customary to write t = ζ − iθ, therefore [8]

t ∈
(

t∗C
2πiP

)WG ∼= z∗C
2πiPWG

, (3.2)

where P is the weight lattice, WG is the Weyl subgroup of G, t is the Cartan subalgebra
of g = Lie(G) and z = Lie(Z(G)). We remark that the WG invariant part of t∗C, can be
alternatively identified with the group of characters of gC.

• R-symmetry: a vector U(1)V and axial U(1)A R-symmetries that commute with the
action of G on V . In particular, we denote for future use R : U(1)V → GL(V ). To
(classically) preserve the U(1)V symmetry the superpotential must have weight 2 under
it:

W (R(λ) · φ) = λ2W (φ), (3.3)

where φ denotes the coordinates in V .
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For a GLSM with gauge group G, and n chirals in representations Ri, i = 1, . . . , n, the
condition for the cancellation of U(1)A anomaly takes the following form:

n∑

i=1

trRi
(T ) = 0 for all T ∈ g. (3.4)

Consider the case G = U(1)s, hence g ∼= Rs. Denote Qj ∈ g∗, j = 1, . . . , N , the weights of
ρm. Then, the anomaly condition reads

Qtot :=

N∑

j=1

Qj = 0. (3.5)

We will be mainly interested in models where Qtot 6= 0. Then, the FI-theta parameter gets a
1-loop correction that depends logarithmically in the energy scale:

ζren(µ) := ζbare +Qtot log
(µ
Λ

)
, (3.6)

we denote tren = ζren − iθ 3. The parameters tren, at fixed µ
Λ , span what we will refer to

as the quantum Kähler moduli space MK . When Qtot = 0, MK takes the form (C∗)s \ ∆
where ∆ is a complex codimension 1 discriminant. For the anomalous case Qtot 6= 0, the
structure of MK can be more complicated because of the existence of Coulomb and mixed
Coulomb-Higgs branches that are not singular. Then a case-by-case analysis is required, but
the classical phase space spanned by tren(µ) gives a great deal of information about the Higgs
branches, as we will review below. The Coulomb and mixed Coulomb-Higgs branches are
determined by the twisted effective superpotential4:

W̃eff(σ) = −t(σ) + 2πiρW (σ)−
∑

j

Qj(σ)

(
log

(
i
Qj(σ)

Λ

)
− 1

)
, (3.7)

where ρW denotes the Weyl vector of G, which is set to ρW ≡ 0 for G abelian. Then,

the solutions of exp ∂W̃eff (σ)
∂σ = 1 establishes the location and nature of the Coulomb and

mixed Coulomb-Higgs branches, however, further analysis of the masses of the chiral fields is
necessary for each solution as performed in section 5. Define the cones CI ⊂ g∗ as

CI := SpanR≥0
{Qj : j ∈ I} ⊂ g∗, (3.8)

i.e. the positive span of the vectors Qj with j ∈ I ⊂ {1, . . . , N}, then we define the classical
phase boundaries as CI ’s such that dimR(CI) = s − 1. Classically, the space of solutions to
the D-term equations:

N∑

j=1

Qj|φj |2 = ζ, (3.9)

3The parameter θ do not receive quantum corrections, however, for anomalous models, its component along
Qtot can be redefined by a U(1)A rotation.

4The factor of i inside the log term is necessary in order to match the energy scale Λ with the one appearing
in (3.6) as shown in [8]
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which consists of points that break G into a finite subgroup (i.e. points whose stabilizer
is a finite subgroup of G) whenever ζ is in the interior of a phase. When ζ is generic but
constrained to the interior of a phase boundary, ζ ∈ CI , then solutions to (3.9) break G to
U(1) × Γ where Γ is a finite group5. In such a case, we can integrate out {φj}j∈I and we
are left with a U(1)× Γ gauge theory with chiral matter {φj}j 6∈I . The superpotential in this
local model must be induced from W , upon integrating out {φj}j∈I , but actually details of
the resulting superpotential are irrelevant for our purposes. Denote u ∈ g as the integral
generator of U(1) ⊂ G, i.e., u satisfies exp(2πinu) = 1 ∈ G for any n ∈ Z. We then define
what we call a local GLSM at the phase boundary CI , which is given by the following data

matter {φj}j 6∈I
gauge group U(1)× Γ, u(1) = Ru

FI-theta parameter tren(u)

(3.10)

To a GLSM, for fixed values of tren and W , we can assign a category of B-branes. Such
category, denoted byMFG(W ), is described by pairs of objects (B, Lt) which we will describe
in the following. Let us start with what we will call the algebraic data consisting of a quadruple
B = (M,ρM , RM ,T):

• Chan-Paton vector space: a Z2-graded, finite dimensional free Sym(V ∨) module
denoted by M =M0 ⊕M1.

• Boundary gauge and (vector) R-charge representation: ρM : G→ GL(M), and
RM : U(1)V → GL(M) commuting and even representations, where the weights of RM
are allowed to be rational.

• Matrix factorization of W : Also known as the tachyon profile, a Z2-odd endomor-
phism T ∈ End1Sym(V ∨)(M) satisfying T2 =W · idM .

The group actions ρM and RM must be compatible with ρm and R, i.e. for all λ ∈ U(1)V
and g ∈ G,

RM (λ)T(R(λ)φ)RM (λ)−1 = λT(φ),

ρM (g)−1T(ρm(g) · φ)ρM (g) = T(φ).
(3.11)

The other piece of data that we need, termed Lt, is a profile for the vector multiplet scalar.
This data consists of a gauge-invariant middle-dimensional subvariety Lt ⊂ gC of the complex-
ified Lie algebra of G, or equivalently its intersection L ⊂ tC with the (complexified) Cartan
subalgebra t, which we refer to as the contour. An admissible contour is a gauge invariant,
middle dimensional Lt that is a continuous deformation of the real contour LR := {Imσ = 0},
where we denote by σ ∈ tC a point in tC, such that the imaginary part of the boundary effective
twisted superpotential W̃eff,q : tC → C

W̃eff,q(σ) :=

(∑

α>0

±iπ α · σ
)
−


∑

j

(Qj(σ))

(
log

(
iQj(σ)

Λ

)
− 1

)
− t(σ)+ 2πiq(σ) (3.12)

5In principle, Γ can depend on the point we take as solution to (3.9), but we will not encounter this situation
in this work, hence we ignore it
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approaches +∞ in all asymptotic directions of Lt and for all the weights q ∈ t∗ of ρM . Signs
in the sum over positive roots α of G depend on the Weyl chamber in which Reσ lies; this
sum is absent in abelian GLSMs. When ζren is deep inside a phase i.e. we assume |ζren| ≫ 1,
there always exists a unique, up to homotopy, admissible Lt given a quadruple B and so,
we can forget this information and regard the image of B in the gauge decoupling limit, i.e.
where we take the renormalized gauge coupling gren(µ) to infinity while keeping tren(µ) fixed,
as an object πζren(B) in a category which we denote Dζren . In general, this category has a
decomposition of the form

Dζren = 〈D(Yζren ,W |ζren), E1, . . . , Ek〉, (3.13)

where D(Yζren ,W |ζren) represents the B-brane category of the Higgs branch. More precisely,
denoting µ : V → g∗ the moment map associated to ρm, we identify Yζren = µ−1(ζren)/G
and W |ζren with W restricted to Yζren . When the stabilizer on G of all points in Yζren ∩
dW−1(0) is finite, D(Yζren ,W |ζren) denotes the category of B-branes of the hybrid model6

described by the pair (Yζren ,W |ζren) (mathematically this corresponds to coherent matrix
factorizations [27–30]). We write E1, . . . , Ek for Coulomb or mixed Coulomb-Higgs vacua that
may arise in the chosen phase. In the case of nonanomalous GLSMs, the E1, . . . , Ek pieces
are absent in every phase. The map πζren , induced by RG flow, in general, is a projection
πζren : MFG(W ) → Dζren and there is no natural lift. A natural question is then, how Dζren

and Dζ′ren are related if ζren, ζ
′
ren belong to distinct cones in MK (if they belong to the same

cone, then the categories are trivially equivalent). This problem was solved, for G abelian
in [5] and in the mathematics literature in [10–12] for general G. A physics perspective on the
case of general G and anomalous GLSMs can be found in [6–9]. Here, we mostly follow [6,8].
Suppose that ζren, ζ

′
ren belong to opposite sides of a phase boundary CI . We then can define

two families of subcategories W±,l ⊂ MFG(W ), which we call window categories, labeled by
l ∈ Z. These categories are defined as the objects of MFG(W ) such that the weights q of
ρM |U(1), for the U(1) ⊂ G generated by u, previously defined, are constrained, to be more
precise we define:

Small window : |θ(u) + 2πq(u)| < πmin(Nu,±)

Big window : |θ(u) + 2πq(u)| < πmax(Nu,±) (3.14)

where Nu,± :=
∑

j(Qj(u))
± and (x)± := (|x| ± x)/2. Therefore we have the definition of

the window subcategories by the constraints (3.14): W+,l (resp. W−,l) corresponds to the
objects B such that the weights of ρM satisfy the big (resp. small) window constraint for

l = ⌊θ(u)2π ⌋. WLOG assume we fix a coordinate system such that the wall CI is at ζren(u) = 0
and Qtot(u) ≥ 0. Then, we can take ζren ≫ 1 and ζ ′ren ≪ −1. We then expect that there is
an equivalence of categories associated with each side of the wall:

W+,l
∼= D(Yζren(u),Wζren(u))

∼= 〈D(Yζ′ren(u),Wζ′ren(u)
), E1, . . . , Ek〉 (3.15)

for all l where k = |Nu,+ −Nu,−|. The objects Ei represent massive vacua from the Coulomb
or mixed Coulomb/Higgs branches. When the model is nonanomalous W+,l = W−,l and
(3.15) gives an equivalence of Higgs branch categories. For anomalous models there is a fully
faithful map W−,l → W+,l and we have a refinement of (3.15):

W−,l
∼= D(Yζ′ren(u),Wζ′ren(u)

). (3.16)

6We use the term hybrid model, to refer to Landau-Ginzburg (LG) orbifold models with nontrivial target
space. In mathematics literature they are usually called just LG models.
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We remark that the classical phase boundaries defined by the cones CI are not the whole
phase space. When taking into account quantum corrections, new walls can appear and some
classical ones can be lifted. However, the equivalences (3.15) and (3.16) are always valid when
taking the gauge decoupling limit for |ζren(u)| sufficiently large. Note that the definition of
the window categories comes precisely from the study of B-branes in the local GLSM (3.10).
Because of this, and the previous remark on quantum corrected phase boundaries, the vacua
Ej in (3.15) can be further decomposed into smaller vacua as ζ ′ren(u) becomes more and more
negative, but the simple analysis of the local GLSM will be not enough to see this effect and
one has to analyze the global behavior of the GLSM. We will see examples of such a situation
in section 5.

4 Proposal for GLSM for HPD of projective varieties

We start with a GLSM7 TX = (G, ρm : G → GL(V ),W, tren, R) and assume it has a large
volume point in MK where we can identify a geometric phase whose category of B-branes
at low energies is equivalent to D(X). In the following, we will omit the subscript ‘ren’ from
all the FI parameters to avoid cluttering. Consider a map f : X → P(S). In order for this
map to be well defined in all of X it must be base point free, i.e. {x ∈ X : f(x) = 0} = ∅.
Since there is a G-action on S, one can see that there exists a map α : Hom(G,C∗) → Pic(X)
induced by the G-equivariant line bundle V ×Cµ over V for any µ ∈ Hom(G,C∗), and hence
there exists a character χ of G such that

α(χ) = f∗OP(S)(1). (4.1)

The character χ defines a one-dimensional representation Cχ of G. In the context of the
GLSM TX , we can write the image of f as [f0(X), . . . , fn(X)], where n + 1 = dim(S) and
each fj(X) is a χ-invariant function, i.e. g ∈ G acts on fj(x) as multiplication by χ(g).
For later use, by fixing a basis for the generators of G, each fj becomes a G/U(1)l-invariant
function for some U(1)l ⊆ G and transforms under U(1)l with the weight8 Q determined
by χ. The functions fj(X) depend on some fields Xa, representing the coordinates of X,
however they are not necessarily fundamental fields, in general they will be polynomials in
the coordinates φα, α = 1, . . . , N = dim(V ) of V . Define ζl := ζ(h) where h is the integral
generator of u(1)l and assume WLOG that the large volume phase is located at a region
ζ ≫ 1, in particular with ζl ≫ 1. We will require that our GLSM TX satisfies the condition:

Yζ≫1 ∩ {φα ∈ V ∨ : f(X(φ)) = 0} = ∅. (4.2)

Therefore we write9

Xζl≫1 := Yζ≫1 ∩ dW−1(0), (4.3)

where we identify X with Xζl≫1, at the point in the Kähler moduli determined by t, with
ζ = Re(t) ≫ 1. Then, we fix all the FI parameters corresponding to G/U(1)l and we write:

D(Xζl≫1) ∼= 〈D(Yζl≪−1,Wζl≪−1), E1, . . . , Ek〉 (4.4)

7For all of our general analysis, the R-charge assignment is irrelevant, so it will be left unspecified.
8We can consider also fj(x)’s with different weights. This will be interpreted as a map from X to a weighted

projective space WP(S), but in this work we only consider the case P(S).
9Even though we assume the large volume phase is weakly coupled, our arguments should carry on for cases

where the NLSM on X is realized nonperturbatively such as in [20].
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where Ei denote the Coulomb/mixed vacua deep in the phase where ζl ≪ −1. We construct
the following GLSM

TX = (Ĝ = G× U(1)s+1, ρ̂m : Ĝ→ GL(V ⊕ V ′), Ŵ , R̂), (4.5)

where s = dim(z) and the representation V ′ of Ĝ is given by V ′ = C(χ−1,−1) ⊕ S∨ where χ is
defined by (4.1), U(1)s+1 acts on S∨ with weight 1 and G acts on S∨ trivially. We denote

the coordinates of V ′ as (P, S0, . . . , Sn). The superpotential Ŵ is given by

Ŵ =W + P
n∑

j=0

Sjfj(X). (4.6)

Here we denoted fj(X) for the components of the image of the map f : X → P(S). The
GLSM TX is quite analogous to the model studied in [21,31]. We interpret TX as the GLSM
of the universal hyperplane section of X, to be more precise, TX , by construction will have
a large volume phase at ζ ≫ 1, ζ := (ζl, ζ

′) (and fix the other FI parameters to the large
volume phase of X), where ζ ′ is the FI parameter corresponding to U(1)s+1. The F-term
equations

∂Ŵ

∂Sj
= 0 (4.7)

implies that fj(X) = 0 for all j if P 6= 0,. Then, the moment map equation for ζl ≫ 1 and
the condition (4.2) implies this is not possible and P must vanish. Therefore, we must have

P = 0 on the Higgs branch ζ ≫ 1, then it is easy to see that Ŷ ∩ dŴ−1(0) reduces to X .
Therefore we identify this phase with the NLSM with target Xζ≫1. Consider now the phase
(ζl ≪ −1, ζ ′ ≫ 1). Then we have the following correspondence of B-brane categories

D(Xζ≫1) ∼= 〈D(Ŷζl≪−1, Ŵζl≪−1), C1, . . . , Ck′〉, (4.8)

where Ci denote the Coulomb/mixed vacua deep in the phase (ζl ≪ −1, ζ ′ ≫ 1) and Ŷζl≪−1

is the appropriate symplectic quotient associated with the D-terms of the GLSM TX . The
vacua Ci, i = 1, . . . , k′ can be computed using the local model (3.10) at the phase boundary
(ζl = 0, ζ ′ ∈ R≥0). Then, we claim

C ∼= D(Ŷζl≪−1, Ŵζl≪−1), (4.9)

where C is the HPD category of X with respect to L and the Lefschetz deocomposition
described below. In general, in our examples, we will be able to find an explicit description

of D(Ŷζl≪−1, Ŵζl≪−1) in terms of a hybrid model. Denoting by WU(1)l
r,± the big/small window

categories associated with the U(1)l subgroup of Ĝ on TX , we can rephrase this result in
terms of them

C ∼= WU(1)l
r,− →֒ WU(1)l

r,+
∼= D(Xζl≫1) for all r ∈ Z, (4.10)

where r corresponds to the choice of θl = θ(h). The Lefschetz decomposition induced by our
construction, we claim, is the one determined by the center

A0 = 〈D(Xζl≪−1,Wζl≪−1), E1, . . . , Ek−k′〉, (4.11)
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ζl

ζ ′

D(X )C

C′

∅

Figure 1: Higgs branches of the GLSM TX

The theory TX has a geometric phase realizing the universal hyperplane section X and a LG phase realizing
the HPD category C (assuming that the Lefschetz decomposition is nontrivial). When D(Yζl≪−1,Wζl≪−1) is
empty, C′ ∼= C, otherwise C′ is a subcategory of C. The dashed arrow shows the direction of RG flow.

therefore a Lefschetz decomposition is imposed on us, by construction. This is exactly the
same case in [21,31]. Generically the phase space will look like figure 1. We remark that we
have two more phases that we can distinguish in the (classical) ζ space. One is the phase
(Qζ ′ − ζl ≪ −1, ζ ′ ≪ −1) which has an empty Higgs branch (since P 6= 0), and (Qζ ′ − ζl ≫
1, ζ ′ ≪ −1) whose B-brane category embeds into C. If the category D(Yζl≪−1,Wζl≪−1)
in (4.4) is empty, the phase boundary (ζl, ζ

′) = (0,R≤0) will be lifted by quantum effects
or not present at all (for an explanation see footnote 10) and therefore the Higgs branch
of this latter phase is trivially equivalent to C. We will see both cases occurring in our
examples. The analysis of the Coulomb and mixed Coulomb-Higgs vacua is more involved
and a classical analysis is not enough, therefore is not possible to provide a full picture at this
level of generality. We provide a full detailed analysis for each family of examples in section
5.

4.1 Taking linear sections

An important feature of HPD is the behavior of C under the intersection of X with linear
sections L ⊂ S∨. We can just modify the GLSM TX accordingly. From the matter structure
of TX , is clear that, in the large volume phase (ζl ≫ 1, ζ ′ ≫ 1) we can identify the fields
S0, . . . , Sn with the homogeneous coordinates of P(S∨), therefore, if dimL = r ≤ n, denote
a basis of L as l∗a, a = 1, . . . , r and we write the rank r matrix ma,i := l∗a(ei) where ei,
i = 0, . . . , n is a basis of S. Then, we propose the GLSM TXL

given by

TXL
= (Ĝ, ρ̂m : Ĝ→ GL(V ⊕ V ′

L), ŴL, R̂L), (4.12)
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ζl

ζ ′

D(XL)D(ZL)

C′
L

D(XL)

(a) TXL

ζ1

C′
L D(XL)

(b) TXL

Figure 2: Higgs branches of the GLSM TXL

(a) The phase diagram of TXL
. When restricted to a linear subspace L ⊂ S∨, a Higgs branch described by

NLSM on XL appears. (b) The strong coupling limit of U(1)s+1 sees the correspondence between XL and
C′
L. The dashed arrow indicates the direction of RG flow (There is no RG flow if XL is Calabi-Yau). Note

that this arrow can run in either direction, depending on the model.

where V ′
L = C(χ−1,−1) ⊕ L with χ given by (4.1). We denote the coordinates of V ′

L as

(P, S1, . . . , Sr). The superpotential ŴL is given by

ŴL =W + P
∑

a,j

Sama,jfj(X), (4.13)

then the classical phase boundaries (in the ζ space) of TXL
are the same as those of TX model

previously analyzed. However, the Higgs branches are different. They become the following

• (ζl ≫ 1, ζ ′ ≫ 1): An analogous reasoning shows that this phase becomes the universal
hyperplane section of XL, denoted by XL = X ×P(V ) HL where

HL = {(u, v) ∈ P(V )× P(L) : v(u) = 0}. (4.14)

• (Qζ ′ − ζl ≪ −1, ζ ′ ≪ −1): In this phase we have the condition P 6= 0 therefore
Fa := ma,jfj(X) = 0 for all a. In this case, since the rank of ma,j is less than n+1, we
can have a nonempty solution. Then, the F-term equation for φα is given by

∂W

∂φα
+ P

∑

a

Sa
∂Fa
∂φα

= 0 (4.15)

if the Jacobian ∂Fa

∂φα
is full rank in Yζ≫1 then, the value of Sa is completely fixed by

(4.15). This is the case if we assume transversality of XL ⊂ Yζ≫1. In all our examples
we see that smoothness of XL ⊂ Yζ≫1 moreover fixes Sa ≡ 0, and we can identify
the Higgs branch with XL and we propose that, in general, this should be the case.
However, we do not have a proof for the general case. For instance, if W ≡ 0 this is
clearly the case, or if we can identify X with the zeroes of a section s of a vector bundle
V → B over some manifold B, then, we can write a superpotential of the formW = p(s)
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where p belongs to the dual bundle V∨. Then, locally W = pαs
α, and X is described

by the complete intersection sα(x) = 0. Transversality condition for XL will read

{
rk

[
∂(sα, Fa)

∂xi

]
< codimXL

}
∩XL = ∅ (4.16)

and Yζ≫1 will be identified with V∨ → B. Then, in such cases, (4.15) will imply the
vanishing of Pα and Sa.

• (ζl ≪ −1, ζ ′ ≫ −1): The Higgs branch in this phase corresponds to the hybrid model

(ŶL,ζl≪−1, ŴL,ζl≪−1) and we identify D(ŶL,ζl≪−1, ŴL,ζl≪−1) ∼= D(ZL) for the case we
have a variety Z which we can identify with the HPD of X, namely Z satisfies D(Z) ∼= C
(see section 2).

• (Qζ ′−ζl ≫ 1, ζ ′ ≪ −1): Generically, the category of B-branes of this phase embeds into

D(ŶL,ζl≪−1, ŴL,ζl≪−1). If the category D(Yζl≪−1,Wζl≪−1) in (4.4) is empty, the Higgs

phase will be identical to (ŶL,ζl≪−1, ŴL,ζl≪−1) i.e. the phase boundary (ζl, ζ
′) = (0,R≤0)

will be lifted by quantum effects or not present at all10. Let us call the category of B-
branes of this phase C′

L. More remarkably, we claim that this category is equivalent to
CL, defined in section 2 whenever the RG flow, determined by the direction of −Qtot

points towards the (Qζ ′ − ζl ≫ 1, ζ ′ ≪ −1) phase. We do not have a proof of this fact,
but we check this on the families of examples we analyzed by computing the Witten
indices of the different phases. In such a case

C′
L
∼= CL →֒ D(XL). (4.17)

Moreover, if the phase boundary (ζl, ζ
′) = (0,R≤0) is lifted by quantum effects or not

present at all, we have that D(ZL) = CL = C′
L. On the other hand, if −Qtot points

against the (Qζ ′ − ζl ≫ 1, ζ ′ ≪ −1) phase we have

CL ∼= D(XL) →֒ C′
L. (4.18)

Finally, if the direction −Qtot coincides exactly with the wall R≥0 · (−Q,−1), we have

CL ∼= D(XL) ∼= C′
L. (4.19)

In conclusion, generically the phase space will look like figure 2a. Again, we omit a detailed
analysis of the Coulomb and mixed Coulomb-Higgs vacua. Interestingly, in this case, we find
that two phases of the GLSM TXL

can be identified with XL and D(ZL) respectively (even
though it may be not possible to identify the variety Z). This is a different situation than
the case when the section L was trivial and is more reminiscent of the GLSM studied in [22].
So, our approach unifies the approaches of [21,31] and [22].

We can take the strong coupling limit of U(1)s+1, while keeping ζs+1 ≪ −1, and get a
GLSM TXL

with gauge group G that realizes D(XL) and C′
L in two different phases (figure

2b). Note that C′
L is equivalent to D(ZL) when D(Yζl≪−1,Wζl≪−1) in (4.4) is empty.

10This is simply because, in the case of D(Yζl≪−1,Wζl≪−1) = ∅, the ζl ≪ −1 phase in TX (with all the
other FI parameters positive) will be just composed by Coulomb vacua or, more precisely, the category W−

will be empty and only W+ will prevail. This means, there exist a GLSM equivalent to TX where all the
charges Qα(h) are positive, hence there is no phase boundary at (ζl, ζ

′) = (0,R≤0) in TX and TXL
.
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5 Examples

In this section, we explicitly construct and analyze the GLSM TX realizing the universal
hyperplane section and HPD of three families of embeddings, namely linear embedding of
projective space, Veronese embedding and complete intersections. In each case, we will show
that our proposal reproduces known results such as linear embedding, double Veronese em-
bedding and odd dimensional quadrics, and make predictions on more general cases. In all
these examples we are also concerned with the Coulomb and mixed Coulomb-Higgs branches,
our convention for the computations of these vacua is

exp

(
∂µ−1W̃eff(σ

′)

∂σ′

)
= exp

(
∂W̃eff(σ)

∂σ

)
= 1, (5.1)

where W̃eff(σ) is given in (3.7) and σ′ := σ/µ is dimensionless. Then (5.1) implies:

N∏

j=1

Qj(σ
′)Q

α
j = e−(t′)α , α = 1, . . . ,dim(t), (5.2)

where
t′ := tren + i

π

2
Qtot. (5.3)

In the following we will simply make the replacement

σ′ → σ. (5.4)

5.1 Linear embedding of projective space

Let V be an n dimensional vector space and E an m dimensional subspace. Then we have
the linear embedding

P(E) →֒ P(V ). (5.5)

For a fixed basis {e1, e2, · · · , en} of V , let X1, · · · ,Xn denote the corresponding coordinates.
Assume that E is defined by n−m linear equations:

Lα(x) =

n∑

j=1

aα,jxj = 0, α = 1, · · · , n−m.

The matrix aα,j has rank n−m. The embedding (5.5) can be realized by a U(1) GLSM with
the following matter content and charges (i.e. the weights under U(1) representation):

X1 X2 · · · Xn P1 · · · Pn−m
1 1 · · · 1 −1 · · · −1

(5.6)

together with a superpotential:

W =
n−m∑

α=1

PαLα(X).

When the FI parameter ζ ≫ 1, the low energy degrees of freedom are described by NLSM
on P(E). When the FI parameter ζ ≪ −1, there is no Higgs branch, there are m distinct
Coulomb vacua satisfying

σm = (−1)n−mq,
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where q = exp(−t′). The number of Coulomb vacua is consistent with the semiorthogonal
decomposition determined by (5.5)

D(P(E)) = 〈A0,A1(1), · · · ,Am−1(m− 1)〉

with Aa = O for all a = 0, . . . ,m− 1. By integrating out the massive fields, the GLSM (5.6)
is the same as the GLSM realizing P(E) ∼= Pm−1, namely the U(1) GLSM with the following
matter content and charges:

X1 X2 · · · Xm

1 1 · · · 1
(5.7)

and without a superpotential.
The homological projective duality of (5.5) is given by (which coincides with the classical

projective dual of P(E))
P(E⊥) →֒ P(V ∨). (5.8)

Fix a basis for E and denote it by {v1, · · · , vm} with va =
∑n

j=1 ba,jej , where ba,j has full
rank and

∑
j aα,jba,j = 0 for all a, α. Then, as discussed in section 4, to get the GLSM TX

describing the HPD of the linear embedding (5.5), we first extend the GLSM (5.7) to a GLSM
with gauge group U(1) × U(1) and the following matter content and charges:

(Xi, Pα, P, Yj) ∈ C(1, 0)⊕n ⊕ C(−1, 0)⊕n−m ⊕ C(−1,−1)⊕ C(0, 1)⊕n (5.9)

where C(r, s) denotes an irreducible representation of U(1)×U(1) of weights (r, s) ∈ Z2. The
superpotential is given by

Ŵ =
∑

j,α

Pαaα,jXj + P
∑

j

XjYj.

The fields Yi serve as homogeneous coordinates of P(V ∨). Is easy to see that the phases
(ζ2 − ζ1 ≫ 1, ζ2 ≪ −1) and (ζ1 ≪ −1, ζ2 ≫ 1), in the gauge decoupling limit, have the same
Higgs branch, namely, we can set P = 1, Pα ∈ Cn−m \ {0} and the Yj are constrained by the
equation:

Yj +
∑

α

Pαaα,j = 0. (5.10)

Then we identify this Higgs branch with P(E⊥) →֒ P(V ∨), where E⊥ is spanned by the vectors
aα. Therefore the classical boundary wall (ζ1, ζ2) ∈ (0,R≤0) is lifted. The phase (ζ2 − ζ1 ≪
−1, ζ2 ≪ −1) has an empty Higgs branch and the local model at the wall R≤0(−1,−1) is a
U(1) GLSM with matter content:

Y1 · · · Yn X1 · · · Xn P1 · · · Pn−m
−1 · · · −1 1 · · · 1 1 · · · 1

(5.11)

From here we can read the number of Coulomb vacua, given by n −m, consistent with the
semiorthogonal decomposition induced by the embedding (5.8), namely

D(P(E⊥)) = 〈Bn−m−1(1 +m− n), · · · ,B1(−1),B0〉 (5.12)

with Bi = O. We remark also, that P(E⊥) is the correct HPD induced by the Lefschetz
decomposition that can be computed using the prescription (4.11). Namely, the local model
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at the phase boundary R≥0(0, 1) gives N+ −N− = m− 1 which implies A0 on the Lefschetz
decomposition of X = P(E) has only one element: A0 = O. This plus the line bundle
induced by (5.5) reproduces the expected Lefschetz decomposition. In order to provide further
consistency of our proposal in this simple model, we notice that we could have started from
the GLSM (5.7) as TX and then, TX will be given by the GLSM with matter content

X1 · · · Xm P Y1 Y2 · · · Yn
1 · · · 1 −1 0 0 · · · 0
0 · · · 0 −1 1 1 · · · 1

(5.13)

with superpotential

Ŵ = P
∑

a,j

Xaba,jYj.

It is easy to show that the phase space of this model coincides with (5.9). In this case E⊥

is described as
∑

j ba,jYj = 0. Taking the gauge decoupling limit in the region ζ2 ≪ −1 in
(5.13) gives the model

X1 · · · Xm Y1 · · · Yn
1 · · · 1 −1 · · · −1

(5.14)

with superpotential

Ŵ ′ =
∑

a,j

Xaba,jYj.

Again we can see that when the FI parameter of (5.14) ζ ≫ 1, there is no Higgs branch, there
are n−m Coulomb vacua satisfying

e−tσn−m = (−1)n,

which we identify with the semiorthogonal decomposition (5.12).

5.2 Veronese embedding

The degree-d Veronese embedding P(V ) → P(SymdV ) can be realized by abelian GLSM as
discussed in [32]. Upon integrating out the massive fields, this theory is equivalent to the
GLSM describing P(V ), namely n + 1 matter fields with charge 1 under the U(1) gauge
symmetry, where dim(V ) = n + 1. Since dim(SymdV ) =

(n+d
d

)
, our discussion in section 4

shows that the GLSM TX describing the universal hyperplane section and HPD has gauge
group U(1)× U(1) with matter content:

X0 X1 · · · Xn P S1 S2 · · · S(n+d
d )

1 1 · · · 1 −d 0 0 · · · 0
0 0 · · · 0 −1 1 1 · · · 1

(5.15)

and superpotential

W = P

(n+d
d )∑

a=1

Safa(X),

where fa(X) form a basis of the monomials in Xi with degree d. Higgs branch of one of
the phases gives the HPD of degree-d Veronese embedding. From the F-term and D-term
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constraints, one can show that the Higgs branches in different phases are as follows:
(i) ζ1 > 0, ζ2 > 0: The Higgs branch is the universal hyperplane section of the Veronese
embedding, i.e. the universal degree-d hypersurface

X = {
∑

a

Safa(X) = 0} ⊆ Pn × P(
n+d
d )−1,

whereXi are homogeneous coordinates of Pn and Sa are homogeneous coordinates of P(
n+d
d )−1.

(ii) ζ1 < 0, ζ1 < dζ2: The Higgs branch is the LG model on (the notation O(m) with m ∈ Q

is explained in appendix A)

Tot

(
O
(
−1

d

)⊕(n+1)

→ P(
n+d
d )−1

)
/Zd (5.16)

with superpotential

W0 =

√
−ζ1
d

∑

a

Safa(X). (5.17)

(iii) ζ1 > dζ2, ζ2 < 0: There is no Higgs branch.
The classical phase diagram of GLSM (5.15) is shown in Figure 3. The Coulomb/mixed
branches can be determined by studying the local model associated with the phase boundaries
and by analyzing the asymptotic behavior of the equations of motion on the Coulomb branch:

{
σn+1
1 = q1(−dσ1 − σ2)

d,

σ
(n+d

d )
2 = −q2(dσ1 + σ2),

where qa = exp(−t′a). We provide the details of this analysis in appendix B. To determine
which phase of the GLSM (5.15) describes the HPD, let’s consider the local model at the
boundary between phase (i) and (ii) above. It is a U(1) GLSM with matter content

X0 X1 · · · Xn P
1 1 · · · 1 −d

Thus we have N+ = n+ 1, N− = d. The small window consists of the branes satisfying

∣∣∣∣q +
θ

2π

∣∣∣∣ <
1

2
min{d, n + 1}.

We can choose θ such that the charge q of the branes in the small window satisfy

0 6 q 6 min{d− 1, n}.

For d ≤ n+ 1, the corresponding Lefschetz decomposition is

D(Pn) = 〈A0,A1(d), · · · ,Ap(pd)〉, (5.18)

where A0 = A1 = · · · = Ap−1 = 〈O, · · · ,O(d−1)〉, Ap = 〈O, · · · ,O(k)〉, and p ≥ 0, 0 ≤ k < d
with n = pd+ k. Branes in the small window have charges q = 0, 1, · · · , d− 1. These branes
project to the HPD category C in phase (i) because they restrict to A0 on Pn. From [6], we
know that this subcategory C of D(X ), which is the HPD category by definition, is equivalent
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ζ1

ζ2

dζ2 − ζ1 = 0

ζ1 + (n+ 1− d)ζ2 = 0

(N − 1)ζ1 + dζ2 = 0

Geometric phase

LG phase I

LG phase II

Coulomb phase

Mixed phase

Figure 3: Phase diagram of GLSM for HPD of degree d Veroness embedding of Pn.

Here N =
(
n+d

d

)
. The geometric phase describes the universal hypersurface. LG phase I has a Higgs branch

described by the LG model realizing the HPD, and (n+ 1− d) mixed branches, each described by PN−1. LG
phase II has the same Higgs branch as LG phase I but with ((n+1− d)N) Coulomb vacua. The mixed phase
contains (N − 1) mixed branches, each described by Pn. The Coulomb phase contains ((N − 1)(n+ 1))
Coulomb vacua.
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to the category of matrix factorizations of the LG model corresponding to LG phase I in figure
3. Therefore, we claim that the HPD of degree-d Veronese embedding with respect to the
Lefschetz decomposition (5.18) is described by the LG orbifold defined by (5.16) and (5.17).
By taking the strong coupling limit of the second U(1) gauge group in (5.15), the HPD can
also be realized by the negative phase of the U(1) GLSM with matter content

X0 X1 · · · Xn S1 S2 · · · S(n+d
d )

1 1 · · · 1 −d −d · · · −d
and superpotential

(n+d
d )∑

a=1

Safa(X).

If d > n+1, branes in the small window have charge q = 0, 1, · · · , n. These branes generate
D(X ) in phase (i). In this case D(X ) = C because D(Pn) = 〈O,O(1), · · · ,O(n)〉 = A0.
Therefore, the HPD category is equivalent to D(X ).

In the special case d = n + 1, the HPD can be described by D(X ) or the matrix factor-
izations of the LG orbifold (5.16)(5.17) because these two categories are equivalent.

Double Veronese Embedding. Now let’s study the GLSM more carefully in the case
d = 2, we will see that the HPD we obtained matches the mathematical result in [23]. The
HPD of double Veronese embedding is the Clifford space Y = (P(Sym2V ∨), Cl0) [23], where
Cl0 denotes coherent sheaves of modules over the even part of the universal Clifford algebra
determined by the corresponding quadratic forms in Sym2V ∨. Assume that dimV = n + 1,
then dimSym2V = (n + 1)(n + 2)/2. As discussed above, the HPD Y can be realized by a
U(1) GLSM with the following matter content and charges:

X0 X1 · · · Xn S1 · · · S(n+1)(n+2)/2

1 1 · · · 1 −2 · · · −2
(5.19)

and a superpotentialW =
∑(n+1)(n+2)/2

i=1 SiGi(X), whereGi’s form a complete set of quadratic
monomials in Xi. When the FI parameter ζ ≫ 1, there is no Higgs branch and there are
(n+ 1)2 Coulomb vacua satisfying

2(n+1)(n+2)σ(n+1)2q = 1,

which correspond to the semiorthogonal decomposition

D(P(Sym2V ∨), Cl0) = 〈Cl1−(n+1)2 , Cl2−(n+1)2 · · · , Cl−1, Cl0〉,
where Cl1 is the odd part of the Clifford algebra and Clk for k ≤ 1 are defined recursively,
Clk−2 = Clk ⊗OP(Sym2V ∨)(−1).

When the FI parameter ζ ≪ −1, the low energy theory is a hybrid model on

[Tot(O(−1/2)⊕(n+1) → P(Sym2V ∨))/Z2],

whereXi’s are fiber coordinates, Sa’s are base coordinates. At each point [S1, · · · , S(n+1)(n+2)/2]

on P(Sym2V ∨), there is a superpotential

W0 =

(n+1)(n+2)/2∑

i=1

SiGi(X)
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quadratic in Xi. Because matrix factorizations of Z2-orbifold of LG model with quadratic
superpotential is equivalent to modules of even part of Clifford algebras [33], the cate-
gory of matrix factorizations of the above hybrid model is equivalent to the HPD category
D(P(Sym2V ∨), Cl0). Thus our construction recovers the mathematical result in [23].

In general, for the case d ≤ n + 1 we expect that C has a semiorthgonal decomposition
with center B0

∼= A0 and
(
n+d
d

)
− 1− p objects, fitting the diagram

d





A0 A1 · · · Ap−1Ap

· · · · · ·

Bl Bl−1 · · · B1 B0




k + 1

Figure 4: HPD of degree-d Veronese embedding

The gray part of the diagram corresponds to the Lefschetz decomposition of degree-d Veronese embedding.
The white part corresponds to Lefschetz decomposition of the dual space. The number of different
components for Ai and Ba are counted by the corresponding number of rows. The number of Ba’s is given by
l =

(
n+d

d

)
− p− 1, where n = pd+ k.

5.2.1 B-brane transport

Let us now consider the situation d ≤ n+1 and denote the LG model (5.16)(5.17) by LGHPD.
We want to realize the equivalence between MF (LGHPD) and the HPD category C ⊂ D(X )
through brane transport.

Remember that there is a semiorthogonal decomposition

D(X ) = 〈C,A1(1)P(Sym2V ∨), · · · ,Am−1(m− 1)P(Sym2V ∨)〉,

where the non-trivial component C is the HPD category by definition. When considering the
wall crossing between the geometric phase and LG phase I in figure 3, one should expect that,
under brane transport, C is transported to MF (LGHPD) in LG phase I while the image of
Ai(i)P(SymdV ∨) have components on Coulomb vacua or mixed branches. When transported

through the small window, MF (LGHPD) should have images in C.
Explicitly, we take a set of generators of MF (LGHPD) and lift them to GLSM matrix fac-

torizations in the small window and transport them to the geometric phase, we check that the
projections of these matrix factorizations are all equivalent to objects in A0⊠D(P(SymdV ∨)).
Objects in the HPD category C are precisely the objects in D(X ) that can be lifted to objects
in the small window. This procedure gives a set of generators of C. Now let us see how the
brane transport works.

Example: P2 → P5. The small window consists of branes with charges −1, 0, the big
window consists of branes with charges −1, 0, 1. In the LG phase, non-empty branes are of
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the form

O(m+ 3
2)

Xη̄
// O(m+ 1)⊕3

∂W0
∂X

η

oo

Xη̄
// O(m+ 1

2)
⊕3

∂W0
∂X

η

oo

Xη̄
// O(m)

∂W0
∂X

η

oo . (5.20)

If m = n− 1
2 is a half-integer, then (5.20) can be lifted to

W(−2, n)−2

Xη̄
//
W(−1, n)⊕3

−1
∂W
∂X

η

oo

Xη̄
//
W(0, n)⊕3

0
∂W
∂X

η

oo

Xη̄
//
W(1, n)1

∂W
∂X

η

oo (5.21)

with θ = B∗ + 2π. Here, W(a, b)r denotes the so-called Wilson line brane defined in [5]
which determines the boundary interactions. It corresponds to an irreducible representation
of weights (a, b) ∈ Z2 under the gauge group U(1) × U(1) and R-charge r. The fermions η, η̄
in the maps correspond to a representation of the Clifford algebra satisfying {ηi, η̄j} = 1δi,j
and all the other anticommutators vanish. In other words, the matrix factorization associated
with 5.21 can be written as

T = Xiη̄i +
1

2

∂W

∂Xi
ηi (5.22)

By binding with the empty branes

W(1, n)0
P //

W(−1, n − 1)−1
G

oo

and

W(0, n + 1)0
P //

W(−2, n)−1,
G

oo

we get

W(0, n + 1)0
PXη̄

//
W(−1, n)⊕3

−1
∂G
∂X

η

oo

Xη̄
//
W(0, n)⊕3

0
P ∂G

∂X
η

oo

PXη̄
//
W(−1, n − 1)−1

∂G
∂X

η

oo , (5.23)

which is in the small window. Denote by δ the embedding of X in P2 × P5. Assume that the
projection of (5.23) in the geometric phase is B−(n), then by taking P = 0, it is easy to see

δ∗(B−(n)) = O(−1, n)⊕3
−2

∂G
∂X //

X

%%❑
❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

O(0, n + 1)−1

⊕ ⊕

O(−1, n− 1)−2 ∂G
∂X

// O(0, n)⊕3
−1

with B = B∗. Thus δ∗(B−(n)) ∈ A0 ⊠D(P5), and therefore B−(n) ∈ C ⊆ D(X ). From the
construction, it is easy to see that B−(n) is equivalent to

OX (−2, n)[1] ⊕OX (−1, n − 1)[1]
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with 2πB = θ1H1 + θ2H2 + π(2H1 +H2), which can be checked by the hemisphere partition
function. Equivalently, B−(n) is

OX (0, n + 1)[1] ⊕OX (1, n)[1]

with 2πB = θ1H1 + θ2H2.
On the other hand, if m = n is an integer in (5.20), then it can be lifted to

W(−3, n)−2

Xη̄
//
W(−2, n)⊕3

−1
∂W
∂X

η

oo

Xη̄
//
W(−1, n)⊕3

0
∂W
∂X

η

oo

Xη̄
//
W(0, n)1

∂W
∂X

η

oo

with θ = B∗ + 2π. By binding with the cone of the following morphism

W(−1, n + 1)0
P //

X
��

W(−3, n)−1
G

oo

X
��

W(0, n + 1)⊕3
1

P //
W(−2, n)⊕3

0
G

oo

which is an empty brane, we get

W(−1, n+ 1)0
Xη̄

//
W(0, n + 1)⊕3

1
P ∂G

∂X
η

oo

PXη̄
//
W(−1, n)⊕3

0
∂G
∂X

η

oo

Xη̄
//
W(0, n)1

P ∂G
∂X

η

oo , (5.24)

which is in the small window. Assume that the projection of (5.24) in the geometric phase is
B+(n), then by taking P = 0, it is easy to see

δ∗(B+(n)) = O(−1, n)⊕3
−1

X //

∂G
∂X

%%❑
❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

❑

O(0, n)0

⊕ ⊕

O(−1, n+ 1)−1 X
// O(0, n + 1)⊕3

0

with B = B∗. Thus δ∗(B+(n)) ∈ A0 ⊠D(P5), and therefore B+(n) ∈ C ⊆ D(X ) as expected.
Again from the construction, it is easy to see that B+(n) is equivalent to

OX (−3, n)
X→ OX (−2, n)⊕3

with 2πB = θ1H1 + θ2H2 + π(2H1 +H2), which can be checked by the hemisphere partition
function. Equivalently, B+(n) is

OX (−1, n+ 1)
X→ OX (0, n + 1)⊕3

with 2πB = θ1H1 + θ2H2.
Now let us consider the degree-d Veronese embedding of Pn. Assume that n+1 = dk+n′.

The GLSM branes

B(m) : W(m, l)0
Xη̄

//
W(m+ 1, l)

⊕(n+1)
1

∂W
∂X

η

oo

Xη̄
// · · ·

∂W
∂X

η

oo

Xη̄
//
W(m+ n+ 1, l)n+1,

∂W
∂X

η

oo (5.25)
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with m = −(n+ 1),−n, · · · ,−(n+ 1) + d− 1, are lifts of nonempty branes

O(md )
Xη̄

// O(m+1
d )⊕(n+1)

∂W0
∂X

η

oo

Xη̄
// · · ·

∂W0
∂X

η

oo

Xη̄
// O(m+n+1

d ),
∂W0
∂X

η

oo (5.26)

in the LG phase I, where O( id ) represents sheaves on the Zd-gerbe over P

(
n+d
d

)
−1

.
First, we need to put the branes (5.25) into the small window, which means the gauge

charges under the first U(1) gauge group of the Wilson line branes in the complex should
belong to {−d+ 1, · · · , 1, 0}. The procedure mainly involves two kinds of cone constructions
with the empty brane

W(m, l)0
P //

W(m− d, l − 1)−1.
G

oo (5.27)

in LG phase I. By taking the cone

W(m, l)r
Xη̄

//

Id

))❙❙
❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

❙

W(m+ 1, l)r+1oo
Xη̄

// · · ·oo

W(m+ d, l + 1)r+2
P // W(m, l)r+1
G

oo

, (5.28)

the gauge charge of the first element on the first row is raised to (m+ d, l + 1) and the new
complex is given by

W(m+ d, l + 1)r+2

PXη̄
// W(m+ 1, l)r+1oo

Xη̄
// · · ·oo . (5.29)

Notice that R−charge is also raised by two and the morphisms running to the left become
PXη̄ and ∂G

∂X η. Subsequently, by taking the cone

· · ·
Xη̄

// W(m+ d− 1, l + 1)r+1oo
PXη̄

//

Xη̄

**❚❚
❚

❚

❚

❚

❚

❚

❚

❚

❚

❚

❚

❚

❚

W(m, l)roo
Xη̄

//

Id

))❘
❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

❘

W(m+ 1, l)r+1oo
Xη̄

// · · ·oo

W(m+ d, l + 1)r+2
P // W(m, l)r+1oo

, (5.30)

one can raise the gauge charges of elements in the middle of a complex. The resulting complex
is

· · ·
Xη̄

// W(m+ d− 1, l + 1)r+1oo
Xη̄

// W(m+ d, l + 1)r+2oo
PXη̄

// W(m+ 1, l)r+1oo
Xη̄

// · · ·oo . (5.31)

The Wilson line brane W(m, l)r is replaced with Wilson line brane W(m+ d, l+1)r+2. Also,
the right-going morphism changes from PXη̄ to Xη̄ and the left-going morphism changes
from Xη̄ to PXη̄. Similarly, there are two analogous cone constructions to lower the gauge
charges.

Let us take the brane B(−n− 1) as an example. This brane complex has n+ 2 elements
and the first n+2−d elements are outside the small window. In order to bring every element
inside the small window, one needs to utilize the cone construction (5.28) for the first element
and the cone construction (5.30) one by one for the rest n + 1 − d elements. Consequently,
gauge charge of last d elements is raised into the small window. Then, repeating the procedure
again for the first n + 2 − 2d elements will bring another d elements inside small window.
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After repeating k times, the entire brane complex will be in the small window and the complex
becomes

C(0)
PXη̄

// C(1)
PXη̄

//oo C(2)
PXη̄

//oo · · ·
PXη̄

//oo C(k)oo , (5.32)

where the chain complex is divided into k+1 small complexes with d elements except for C(0)
which only contains n′ +1 elements. The morphisms inside each small complex are Xη̄. The
small complexes are connected with the morphism PXη̄, which means morphism between the
last element of C(i) and the first element of C(i + 1) is PXη̄. More specificly,

C(0) :

W(−n′, l + k)2k
Xη̄

// W(−n′ + 1, l + k)
⊕(n+1)
2k+1

Xη̄
//oo · · ·

Xη̄
//oo W(0, l + k)

⊕
(

n+1
n′

)

2k+n′
oo , (5.33)

C(i) :

W(−d+ 1, l + k − i)
⊕

(

n+1

n′+(i−1)d+1

)

2(k−i)+n′+(i−1)d+1

Xη̄
// W(−d+ 2, l + k − i)

⊕

(

n+1

n′+(i−1)d+2

)

2(k−i)+n′+(i−1)d+2

Xη̄
//oo · · ·oo

· · ·
Xη̄

// W(0, l + k − i)
⊕

(

n+1

n′+id

)

2(k−i)+n′+id
.oo

(5.34)

The first element of C(i) always has charge −d+1 under the first U(1) (except for C(0) which
has charge −n′), and the last element has charge 0. Notice also that if the R-charge of the
last element of C(i) is r, then the R-charge of the first element of C(i+ 1) is r − 1.

Now, denote the image of the brane (5.32) in the geometry phase by B(−n−1) and denote

the embedding of X into Pn × P

(
n+d
d

)
−1

by δ, one finds by taking P = 0

δ∗(B(−n− 1)) = C′(0) C′(1)
∂G
∂X

η
oo C′(2)

∂G
∂X

η
oo · · ·

∂G
∂X

η
oo C′(k)

∂G
∂X

η
oo , (5.35)

with

C′(0) :

O(−n′, l + k)2k
Xη̄

// O(−n′ + 1, l + k)
⊕(n+1)
2k+1

Xη̄
// · · ·

Xη̄
// O(0, l + k)

⊕
(

n+1
n′

)

2k+n′ , (5.36)

C′(i) :

O(−d+ 1, l + k − i)
⊕

(

n+1
n′+(i−1)d+1

)

2(k−i)+n′+(i−1)d+1

Xη̄
// O(−d+ 2, l + k − i)

⊕

(

n+1
n′+(i−1)d+2

)

2(k−i)+n′+(i−1)d+2

Xη̄
// · · ·

· · ·
Xη̄

// O(0, l + k − i)
⊕

(

n+1
n′+id

)

2(k−i)+n′+id
,

(5.37)
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where all the sheaves O(a, b) is defined on the ambient space. Therefore, δ∗(B(−n − 1)) ∈
A0 ⊠D(P

(
n+d
d

)
−1

) and B(−n− 1) ∈ C ⊆ D(X ).
To find B(−n− 1), one should first write the matrix factorization as an infinite complex

by the Knörrer map [5] acting on the infinite dimensional space

Ṽ = V ⊕ pV ⊕ p2V ⊕ p3V ⊕ · · · .
It is easy to see that the majority part of the infinite complex is empty on the geometric phase,
leaving only an finite complex, which is the B(−n − 1) we are looking for. The B(−n − 1)
complex is

C′′(1) C′′(2)
∂G
∂X

η
oo C′′(3)

∂G
∂X

η
oo · · ·

∂G
∂X

η
oo C′′(k)

∂G
∂X

η
oo , (5.38)

with

C′′(i) :

O(−d+ 1, l + k − i)
⊕

(

n+1

n′+(i−1)d+1

)

2(k−i)+n′+(i−1)d+1

Xη̄
// O(−d+ 2, l + k − i)

⊕

(

n+1

n′+(i−1)d+2

)

2(k−i)+n′+(i−1)d+2

Xη̄
// · · ·

· · ·
Xη̄

// O
(
(k − i)d, l + k − i

)
2(k−i)+n′+kd

,

(5.39)

where the sheaves O(a, b) are sheaves over X . Also, the morphisms between C′′(i) and C′′(i+1)
are no longer just morphisms between two elements. Since the complexes C′′(i) are much
longer than C′(i) for most i, one needs to add back the P -dependent morphisms ∂G

∂X η. The
brane B(−n − 1) should be written as a double complex with C′′(i) on the i-th row. Then,
morphisms ∂G

∂X η map the elements on (i + 1)-th row with R-charge r to the elements on the
i-th row with R-charge r + 1.

The images of branes B(m) with m = −n,−n+ 1, · · · ,−(n+ 1) + d− 1 in the geometric
phase can be found similarly and they all follow the same pattern. Together they generate
the HPD category C.

5.3 Quadrics

A quadric X in Pn defined by G(X) = 0 can be realized by the positive phase a U(1) GLSM
with matter content and charges

X0 X1 · · · Xn P
U(1) 1 1 · · · 1 −2

(5.40)

and superpotential
W = P ·G(X).

The negative phase of this model is a Landau-Ginzburg model

LG([Cn+1/Z2], W̃ =
√

−ζ/2 ·G(X)). (5.41)

For a suitable choice of θ-angle. The small window of (5.40) consists of branes with gauge
charges q = −1, 0. From the resolutions of the spinor bundles11 S± on X

O⊕N
Pn (−1)

ψ±→ O⊕N
Pn → S±, (5.42)

11Spinor bundles on quadrics are defined in [34–36]. Here we follow the review of them included in [37].
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where

N =

{
2k, dimX = 2k,
2k+1, dimX = 2k + 1,

and ψ+, ψ− are morphisms such that ψ+ ◦ ψ− = ψ− ◦ ψ+ = G · id, we see that the lift of
the spinor bundles as GLSM matrix factorizations are in the small window. But the lift of
OX(m) is not in the small window because its resolution reads

OPn(m− 2)
G→ OPn(m) → OX(m).

Therefore, the category of matrix factorizations of (5.41) is equivalent to the subcategory of
D(X) generated by the spinor bundles. Note that S+ ∼= S− ≡ S when dimX is odd. Then
we have the Lefschetz decomposition

D(X) = 〈A0,A1(1), · · · ,An−2(n− 2)〉, (5.43)

where
A0 = 〈S,O(−1)〉

if dimX is odd,
A0 = 〈S−, S+,O(−1)〉

if dimX is even, and
Ai = 〈O(−1)〉

for i > 0. Note that this Lefschetz decomposition is different from the one adopted in
[14,23,24] when dimX is even.

The HPD of quadrics embedded in projective spaces has been studied in [14,24] and from
a GLSM point of view, this problem was first studied in [16]. From our proposal in section 4,
for a quadric in Pn defined by the zero loci of a quadratic polynomial G, the model describing
the HPD associated with Lefschetz decomposition (5.43) is a U(1)×U(1) GLSM with matter
content

X0 X1 · · · Xn P1 P2 Y0 · · · Yn
1 1 · · · 1 −2 −1 0 · · · 0
0 0 · · · 0 0 −1 1 · · · 1

and superpotential

Ŵ = P1G(X) + P2

n∑

i=0

YiXi.

This GLSM description is consistent with the mathematical description in [21]. Again the
phase with ζ1 > 0, ζ2 > 0 is the geometric phase describing the universal hyperplane section
of the embedding, i.e. the target space is defined by G(X) = 0 and

∑n
i=0XiYi = 0 in Pn× P̌n.

For ζ2 < 0, ζ1 > ζ2, there is no Higgs branch. When ζ1 < 0, ζ2 > 0, the Higgs branch is
described by the LG model on

Tot(O⊕(n+1) ⊕O(−1) → P̌n)/Z2 (5.44)

with superpotential
∑

i,j

XiQijXj + P2

n∑

i=0

XiYi, (5.45)
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where we assume that G(X) =
∑

i,j XiQijXj for a (n+1)× (n+1) invertible matrix Q. This
is the LG model description of the HPD with respect to the Lefschetz decomposition (5.43).

The first term in (5.45) gives mass to all Xi. Upon integrating out these massive fields,
we get an effective potential

Weff = 2P 2
2

∑

i,j

Yi(Q
−1)ijYj . (5.46)

This suggests that the target space of the low energy theory is a double cover of P̌n branched
over the dual quadric

∑
i,j Yi(Q

−1)ijYj = 0. Construction of GLSMs for branched double
covers were originally proposed in [16], and the particular case of GLSMs with superpotentials
of the form (5.46)were studied in [38, 39]. It remains to determine the Z2 action on this
branched double cover.

When n is even, we predict that the Z2 action is trivial. This can be checked by comparing
the Witten index of the LG model with the Euler characteristic of the branched double cover,
which are both equal to n+ 2 in this case. This prediction agrees with the result of [24].

When n is odd, our construction corresponds to the Lefschetz decomposition (5.43) with

A0 = 〈S−, S+,O(−1)〉,

which is different from the one adopted in [24], so in this case we have a prediction for new
result. In this case, the IR limit is expected to be a Z2 orbifold of the double cover of P̌n

branched over the dual quadric. The Z2 action simply exchanges the two sheets of the covering
space so the dual quadric is the fixed locus. This conjecture can be checked by comparing the
Witten index of the LG model (5.44)(5.45) with the Euler characteristic of the orbifold. In
this case, the Euler characteristic of the branched double cover is n+1 but the Witten index
of the LG model is 2n+ 2. On the other hand, the Euler characteristic of the Z2-orbifold is

(χ(Pn+1[2]) + 3χ(Pn[2]))/2 = 2(n + 1),

which is exactly the Witten index of the LG model. In the formula above, the first term in
the parentheses is the contribution from the untwisted sector while the second term is the
contribution from the three twisted sectors. The Witten index of the LG model (5.44)(5.45)
can be computed directly or simply read off from the phase diagram shown in Figure 7.

We conclude that the HPD of a quadric embedded in projective space associated with
Lefschetz decomposition (5.43) is the branched double cover of the dual projective space
branched over the dual quadric when n is even. This reproduces the result of [24]. The
Lefschetz decompositions of D(X) and C are pictured in fig. 5

A0 A1 A2 A3 · · · An−3An−2

· · ·
· · ·

Bn−1Bn−2Bn−3 · · · B3 B2 B1 B0

Figure 5: HPD of Pn[2] with n even

When n is odd, we predict that the HPD associated with (5.43) is the Z2-orbifold of the
double cover of Pn branched over the dual quadric. We draw the diagram for the Lefschetz
decompositions of D(X) and C for this case, in fig. 6
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A0 A1 A2 A3 · · · An−3An−2

· · ·
· · ·
· · ·

Bn−1Bn−2Bn−3 · · · B3 B2 B1 B0

Figure 6: HPD of Pn[2] with n odd

When ζ1 < ζ2 < 0, the IR theory is a LG model on (C⊕(n+1) ⊕ C⊕(n+1))/Z2 with coordi-
nates Xi and Yi and superpotential

√
ζ2 − ζ1

2
G(X) +

√
−ζ2

n∑

i=0

XiYi. (5.47)

One can construct a GLSM with gauge group U(1)×Z2 such that the LG model (5.44)(5.45)
and the LG model (5.47) above describe the Higgs branches of the two phases of this GLSM,
which shows that the matrix factorizations of the LG model (5.47) form a subcategory of the
HPD category.

As in the case of Veronese embedding, we can apply brane transport to find image of the
functor

F : MF(LGHPD) → C ⊂ D(X ). (5.48)

To that end, we only need to lift the LG matrix factorizations to GLSM matrix factorizations
in the small window corresponding to the wall crossing between the geometric phase and
the HPD phase. The small window can be chosen in such a way that it consists of Wilson
lines with charges q = −2,−1, 0 under the first U(1) gauge group. For example, consider the
following matrix factorization of (5.45):

O0(n− 1)⊕N


 −f
ψ±




//
O1(n)

⊕N

⊕
O1(n− 1)⊕N(−P2,ψ∓)

oo

(ψ±,f)
// O0(n)

⊕N

 ψ∓

P2




oo , (5.49)

where f =
∑

iXiYi, the subscript of O indicates whether it is Z2-even or odd, and ψ±, N are
defined in (5.42). These LG matrix factorizations can be lifted to GLSM matrix factorizations
in the small window as follows:

W(−2, n − 1)⊕N−2


 −f
ψ±




//
W(−1, n)⊕N−1

⊕
W(−1, n − 1)⊕N−1

(−P2,P1ψ∓)
oo

(ψ±,f)
//
W(0, n)⊕N0

 P1ψ∓

P2




oo (5.50)

which are denoted by B±(n). Thus the image of (5.49) under the functor (5.48) is π+(B±(n)),
where π+ is the projection functor from the category of GLSM matrix factorizations onto
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the derived category of the geometric phase. Let’s denote by δ the embedding of universal
hyperplane section X in X × P̌n, and ι the embedding of X × P̌n in Pn× P̌n. Then by setting
P1 = P2 = 0 in (5.50), we see ι∗ ◦ δ∗(π+(B±(n))) is the cone of the morphism

O(−2, n− 1)⊕N
ψ±

//

f
��

O(−1, n − 1)⊕N

f
��

O(−1, n)⊕N
ψ±

// O(0, n)⊕N

Therefore, from the resolution of the spinor bundles (5.42), we get

δ∗(π+(B±(n))) = S±(−1) ⊠O(n− 1)
f→ S± ⊠O(n). (5.51)

From the short exact sequence

0 → S±(−1) → O⊕N
X (−1) → S∓ → 0,

we see δ∗(π+(B±(n))) is indeed an object in A0 ⊠D(P̌n). (5.51) then tells us that

π+(B±(n)) = (S± ⊠O(n))|X .

5.4 Complete intersection

We can generalize the discussion of the previous subsection. Let’s consider a complete inter-
section X = Pn[d1, d2, · · · , dk]. The GLSM realizing this geometry is a U(1) gauge theory
with matter content and charges

X0 X1 · · · Xn P1 · · · Pk
1 1 · · · 1 −d1 · · · −dk

and superpotential

W =

k∑

l=1

PlGl(X), (5.52)

where each Gl(X) is a degree dl polynomial and we assume n + 1 ≥ ∑k
l=1 dl. The positive

phase of this GLSM is a NLSM with target space X, while the negative phase is a Landau-
Ginzburg model with target space

Tot
(
O(−1)⊕(n+1) →WP[d1, d2, · · · , dk]

)
(5.53)

and superpotential (5.52), where Xi are fiber coordinates and Pl are base coordinates. If we
denote the LG model (5.53) by LG(d1, · · · , dk), then we have a semiorthogonal decomposition

D(X) = 〈MF(LG(d1, · · · , dk)),O,O(1), · · · ,O(n−
k∑

l=1

dl)〉,

and a Lefschetz decomposition

D(X) = 〈A0,A1(1), · · · ,An−
∑k

l=1 dl
(n−

k∑

l=1

dl)〉, (5.54)
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ζ1

ζ2

ζ1 − ζ2 = 0

ζ1 + (R − 1)ζ2 = 0

nζ1 + ζ2 = 0

Geometric phase

LG phase I

LG phase II

LG phase III

Mixed phase II

Mixed phase I

Figure 7: Phase diagram of GLSM for HPD of complete intersection Pn[d1, · · · , dk].

Here R = n+ 1−
∑k

l=1 dl. The geometric phase describes the universal hyperplane section. LG phase I has a
Higgs branch described by LG model LGHPD(d1, · · · , dk) (eq. (5.56)(5.57)), and (R-1) mixed branches, each
described by Pn. LG phase II has the same Higgs branch as LG phase I and ((n+1)(R− 1)) Coulomb vacua.
LG phase III contains a Higgs branch described by LG model LG′(d1, · · · , dk) (eq. (5.58)(5.59)), n mixed
branches (each described by LG(d1, · · · , dk) defined in eq. (5.53)) and ((n+ 1)(R − 1)) Coulomb vacua.
Mixed phase I contains n mixed branches, each described by NLSM on Pn[d1, · · · , dk]. Mixed branch II has
the same mixed branches as LG phase III, and (nR) Coulomb vacua.

where
A0 = 〈MF(LG(d1, · · · , dk)),O〉, Ai = O, i > 0.

According to our general discussion in section 4, the HPD of X with respect to the Lefschetz
decomposition (5.54) can be realized by a U(1)× U(1) GLSM with matter content

X0 X1 · · · Xn P0 P1 · · · Pk Y0 · · · Yn
1 1 · · · 1 −1 −d1 · · · −dk 0 · · · 0
0 0 · · · 0 −1 0 · · · 0 1 · · · 1

(5.55)

and superpotential

Ŵ =

k∑

l=1

PlGl(X) + P0

n∑

i=0

XiYi.

The phase diagram of this GLSM is shown in Figure 7. The Higgs branches in various phases
are as follows:
(i) ζ1 > 0, ζ2 > 0: NLSM with target space the universal hyperplane section

X = {G1 = · · · = Gk = 0,

n∑

i=0

XiYi = 0} ⊂ Pn × P̌n,
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where the Xi’s and Yi’s are homogeneous coordinates on Pn and P̌n respectivlely.
(ii) ζ1 < 0, ζ2 > 0: Landau-Ginzburg model with target space

Tot
(
O(−1, 0)⊕(n+1) ⊕O(1,−1) → WP[d1, · · · , dk]× P̌n

)
(5.56)

and superpotential

W̃ =

k∑

l=1

PlGl(X) + P0

n∑

i=0

XiYi, (5.57)

where Pl are homogeneous coordinates of the weighted projective space WP[d1, · · · , dk], Yi are
homogeneous coordinates of P̌n, Xi and P0 are coordinates along the fibers of O(−1, 0)⊕(n+1)

and O(1,−1) respectively. This LG model describes the HPD of the complete intersection
X = Pn[d1, d2, · · · , dk] with respect to the Lefschetz decomposition (5.54), so let us denote
it by LGHPD(d1, · · · , dk). In the special case of hypersurfaces, k = 1, LGHPD(d) has target
space

Tot
(
O⊕(n+1) ⊕O(−1) → P̌n

)
/Zd

and superpotential

W̃ =

√
−ζ1
d
G(X) + P0

n∑

i=0

XiYi.

(iii) ζ1 < ζ2 < 0: LG model with target space

Tot
(
O(−1)⊕(n+1) ⊕O(1)⊕(n+1) → WP[d1, · · · , dk]

)
(5.58)

and superpotential

W ′ =

k∑

l=1

PlGl(X) +
√

−ζ2
n∑

i=0

XiYi. (5.59)

Let’s denote this LG model by LG′(d1, · · · , dk).
(iv) ζ2 < 0, ζ1 > ζ2: No Higgs branch.

The Coulomb and mixed branches of different phases can be analyzed by studying the
local models associated with wall crossing and the asymptotic behavior of the Coulomb vacua
12.

6 GLSMs for mutually orthogonal linear sections

The main theorem of [13] reviewed in section 2 tells us that, for a HPD pair X →֒ P(V ) and
Z →֒ P(V ∨) and a subspace L ⊆ V ∨, we have mutually orthogonal linear sections XL and
ZL. As discussed in section 4.1, we can take the U(1)×U(1) GLSM for HPD associated with
embedding X →֒ P(V ) and restrict it to the subspace L. In practice, this is done by deleting
some of the fields corresponding to the homogeneous coordinates of P(V ∨) and keeping only
those of L. The resulting GLSM will have a phase with Higgs branch described by XL and
another phase described by ZL. This construction embeds XL and ZL into the same GLSM
as long as XL and ZL are both nonempty. In general, Z is described by a hybrid model with

12See appendix B for details.
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base P(V ∨), therefore ZL can be described by a hybrid model with base P(L). Here we regard
Z and ZL as noncommutative spaces whose derived categories are equivalent to the category
of matrix factorizations of the corresponding hybrid models.

In the case that D(Yζl≪−1,Wζl≪−1) is empty in the original GLSM describing X, such
as in the case of Veronese embedding, we can go to the strong coupling limit of the U(1)s+1

gauge group under which the deleted fields are charged, and the resulting GLSM also realizes
XL and ZL in different phases.

6.1 Veronese embedding

Let’s first consider the Veronese embedding P(V ) → P(SymdV ). Suppose that dimV = n+1,
the linear space L ⊆ SymdV ∨ has dimensionm and the complete intersection P(V )L is defined
by

P(V )L = {X ∈ P(V )|Q1(X) = · · · = Qm(X) = 0},
where the Qa(X)’s are independent degree-d polynomials associated with L and m < n.

Upon restricting to L, the GLSM (5.15) reduces to the GLSM with the following matter
content:

X0 X1 · · · Xn P S1 · · · Sm
1 1 · · · 1 −d 0 · · · 0
0 0 · · · 0 −1 1 · · · 1

(6.1)

and superpotential

Ŵ = P
m∑

a=1

SaQa(X).

As discussed in section 4, by solving the D-term and F-term equations one can show:
(i) ζ1 > 0, ζ2 > 0: The Higgs branch is the subvariety defined by

∑

a

SaQa(X) = 0

in Pn × P(L).
(ii) ζ2 < 0, ζ1 > dζ2: The Higgs branch is XL provided that the transversality conditions are
satisfied.
(iii) ζ1 < 0, ζ1 < dζ2: The Higgs branch is ZL, where ZL is the noncommutative space whose
derived category is defined by the matrix factorizations of the Landau-Ginzburg model on

[
Tot(O

(
−1

d

)⊕(n+1)

→ Pm−1)/Zd

]

with superpotential

W̃ =

√
−ζ1
d

m∑

a=1

SaQa(X), (6.2)

where the Zd action acts on the fiber. When d = 2, the category of the matrix factorization
is equivalent to

D(ZL) = D(P(L), Cl0).
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In the strong coupling limit of the second U(1), the GLSM describing XL and ZL is a
U(1) gauge theory with matter content

X0 X1 · · · Xn S1 · · · Sm
1 1 · · · 1 −d · · · −d (6.3)

and superpotential

W0 =

m∑

a=1

SaQa(X). (6.4)

From D-term and F-term equations, one can see that the Higgs branch of the positive phase
is given by XL. The Higgs branch of the negative phase is the LG model above describing
ZL.

Some examples of the GLSM (6.3) were studied before in the literature [16,19]. The geo-
metric interpretation was also investigated by various means. Here we list a few examples:

• XL = P3[2, 2] : Double Veronese embedding of X = P3, dimL = 2, ZL = branched
double cover of P1.

In the LG phase, the Xi’s can be integrated out due to their mass obtained from the
superpotential, the theory becomes a non-linear sigma model on a branched double cover
of P1 [16, 19], which is an elliptic curve C. If we rewrite the superpotential (6.4) as W0 =∑

i,jXiAij(S)Xj , where the 4 × 4 matrix A is linear in Sa, then the four branch points are
given by the solutions of

det(A) = 0.

Clearly, the matrix factorization

W(q − 4)
Xη̄

//
W(q − 3)⊕4

AXη
oo

Xη̄
//
W(q − 2)⊕6

AXη
oo

Xη̄
//
W(q − 1)⊕4

AXη
oo

Xη̄
//
W(q)

AXη
oo (6.5)

is equivalent to13

O[P1/Z2]

(
−q
2

)

in the IR limit because W0 = 0 on the base P1. Let f be the projection from C to P1. For
the degree m line bundle OP1(m) on P1, the pullback f∗(O(m)) is a degree 2m line bundle
E2m on C. From the fact that

f∗(L1 ⊗ L2) = f∗(L1)⊗ f∗(L2)

for any pair of line bundles L1 and L2, we conclude that the matrix factorization (6.5) projects
to the sheaf of sections of E−q on the elliptic curve C in the IR limit.

The argument above shows the following equivalence between categories

D(C) ∼= D(ZL) ∼= Db(P1, Cl0),

where Cl0 consists of sheaves of modules of the even part of the Clifford algebra determined
by W0.

13See appendix A for more details on matrix factorization on gerbes.
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By comparing the categories of B-branes of the two phases, we also recover

Db(C) ∼= Db(M),

which is consistent with the fact that C and M are both elliptic curves.
• XL = P5[2, 2, 2] : Double Veronese embedding of X = P5, dimL = 3, ZL = branched

double cover of P2.
The analysis of this example is essentially the same as that of the last example. The

IR physics of the positive phase is described by a non-linear sigma model on the complete
intersection M = P5[2, 2, 2], which is a K3 surface. The IR physics of the negative phase is
described by a non-linear sigma model on the branched double cover of P2, which is also a
K3 surface S. The branch locus is the degree 6 curve in P2. Again we have the following
equivalence between categories

D(S) ∼= D(ZL) ∼= D(P2, Cl0) ∼= D(M).

• XL = P7[2, 2, 2, 2] : Double Veronese embedding of X = P7, dimL = 4, ZL = noncom-
mutative resolution of branched double cover of P3.

This example is different from the last two because the double cover of P3 is ramified
along a degree 8 surface, which is generically singular while the complete intersection XL =
P7[2, 2, 2, 2] is in general a smooth Calabi-Yau 3-fold. [19] shows that the moduli space of point-
like B-branes in the negative phase is a small resolution of the double cover14. However, the
low energy physics cannot be described by the small resolution because it is not Kähler.

The GLSM analysis is nevertheless valid, so we still have 15

D(XL) ∼= D(ZL) ∼= D(P3, Cl0), (6.6)

where D(ZL) is equivalent to the category of matrix factorizations of LG model on
[
Tot(O(−1

2
)⊕8 → P3)/Z2

]
.

(6.6) justifies the statement that the negative phase of this GLSM is described by the non-
commutative resolution (P3, Cl0).

• XL = P5[3, 3] : Degree 3 Verondese embedding of X = P5, dimL = 2, ZL = noncommu-
tative K3 surfaces fibered over P1.

The GLSM is a U(1) gauge theory with chiral multiplets Xi, i = 1, · · · , 6, and Pj , j = 1, 2
with the following charge assignment:

X1 X2 X3 X4 X5 X6 P1 P2

1 1 1 1 1 1 −3 −3

and a superpotential:
W = P1G1(X) + P2G2(X), (6.7)

where G1, G2 are cubic polynomials in Xi. The positive phase is described by a NLSM whose
target space is the complete intersection

XL = {G1 = G2 = 0} ⊆ P5,

14See appendix C for more details on point-like branes.
15A mathematical proof can be found in [23].
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which is a Calabi-Yau 3-fold. The negative phase is described by a LG model on

[
Tot

(
O
(
−1

3

)⊕6

→ P1

)
/Z3

]

with superpotential (6.7). Thus the HPD category D(ZL) can be described by matrix factor-
izations of this LG model. Because the category of matrix factorizations of LG model with
cubic superpotential in six variables is equivalent to the derived category of a noncommutative
K3 surface, ZL can be thought of as a family of noncommutative K3 surfaces fibered over P1.

6.2 Complete intersection

For complete intersection X = Pn[d1, d2, · · · , dk] embedded in Pn, the HPD associated with
the Lefschetz decomposition (5.54) is described by the GLSM (5.55). Assume that L is a
(m + 1)-dimensional subspace of V ∨, 0 ≤ m < n − k, then the GLSM realizing the duality
between XL and ZL has the following matter content and charges under U(1) × U(1) gauge
symmetry:

X0 X1 · · · Xn P0 P1 · · · Pk Y0 · · · Ym
1 1 · · · 1 −1 −d1 · · · −dk 0 · · · 0
0 0 · · · 0 −1 0 · · · 0 1 · · · 1

(6.8)

and superpotential:

W =

k∑

l=1

PlGl(X) + P0

m∑

j=0

YjLj(X),

where deg(Gl) = dl and Li’s are linear. D-term and F-term constraints give rise to the
following Higgs branches:
(i) ζ1 ≫ 1, ζ2 ≫ 1: Nonlinear sigma model with target space

XL = {G1(X) = · · · = Gk(X) = 0,

m∑

j=0

YjLj(X) = 0} ⊂ P(V )× P(V ∨).

(ii) ζ1 ≫ 1, ζ2 ≪ −1 or ζ2 < ζ1 ≪ −1: Nonlinear sigma model with target space

XL = {G1(X) = · · · = Gk(X) = 0, L0(X) = L1(X) = · · · = Lm(X) = 0} ⊂ P(V ).

(iii) ζ1 ≪ −1, ζ2 ≫ 1: the Higgs branch is ZL, which can be described by the Landau-Ginzburg
model with target space

Tot
(
O(−1, 0)⊕(n+1) ⊕O(1,−1) → WP[d1, · · · , dk]× P(L)

)

and superpotential

W =

k∑

l=1

PlGl(X) + P0

m∑

j=0

YjLj(X),

where Pl are homogeneous coordinates of the weighted projective space WP[d1, · · · , dk], Yi are
homogeneous coordinates of P(L),Xi and P0 are coordinates along the fibers ofO(−1, 0)⊕(n+1)
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and O(1,−1) respectively.
(iv) ζ1 < ζ2 ≪ −1: LG model with target space

Tot
(
O(−1)⊕(n+1) ⊕O(1)⊕(m+1) → WP[d1, · · · , dk]

)
(6.9)

and superpotential

W =

k∑

l=1

PlGl(X) +

m∑

i=0

YiLi(X),

where Pl serve as homogeneous coordinates on the base, Xi, Yj are coordinates along the
fiber.

We see XL and ZL are described by Higgs branches of phases (ii) and (iii) above. Note
that in this case, because LG(d1, d2, · · · , dk) described in section 5.4 is nonempty, we cannot
take the strong coupling limit of the second U(1) gauge group to embed XL and ZL in a
single U(1) GLSM. Actually, the resulting U(1) GLSM would have XL in the positive phase
and the LG model (6.9) in the negative phase, the matrix factorizations of the latter form a
subcategory of the HPD category.

7 Comments on nonabelian models: Plücker embedding

Though our main concern in this paper is HPDs of abelian theories, in this section we briefly
mention that our construction can also be applied to nonabelian theories as well by sketching
its application to Plücker embedding. We leave a detailed analysis of nonabelian theories to
future work.

The Grassmannian G(k, V ) with dimV = N can be implemented by the geometric phase
of a nonabelian GLSM with U(k) gauge group and N chiral fields in the fundamental repre-
sentation. From our general construction, the HPD of the Plücker embedding

G(k, V ) → P(∧kV )

can be described by a nonabelian GLSM with gauge group U(k) × U(1) and the following
matter content

Φ1 · · · ΦN P Yi1···ik
U(k) � · · · � det−1 0
U(1) 0 · · · 0 −1 1

(7.1)

where � stands for fundamental representation of U(k), and the indices ip satisfy 1 ≤ i1 <
i2 < · · · < ik ≤ N . The superpotential is

W = P
∑

1≤i1<i2<···<ik≤N

Bi1···ikYi1···ik ,

where the Plücker coordinates read

Bi1···ik = ǫa1···akΦ
a1
i1

· · ·Φakik .
When the FI parameters satisfy ζ1 ≫ 1, ζ2 ≫ 1, the IR theory is a NLSM with target space
the universal hyperplane section

X =





∑

1≤i1<i2<···<ik≤N

Bi1···ikYi1···ik = 0



 ⊂ G(k, V )× P(∧kV ∨),
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where Yi1···ik serve as homogeneous coordinates of P(∧kV ∨).
When ζ1 ≪ −1, ζ2 > ζ1, the P field receives a vev 〈P 〉 = √−ζ1, breaking the U(k) gauge

symmetry to SU(k). Thus we get a family of SU(k) gauge theories fibered over P(∧kV ∨),
each has N fundamentals and a superpotential

W =
√

−ζ1
∑

1≤i1<i2<···<ik≤N

Bi1···ikYi1···ik .

Note that every Bi1···ik is a section of O(−1) over P(∧kV ∨). The HPD category is expected
to be equivalent to the category of matrix factorizations of this SU(k) gauge theory.

Now we want to know which Lefschetz decomposition it corresponds to, this requires
the knowledge of the twisting bundle L, which is the pull-back of O(1) under the Plücker
embedding, and A0 in the Lefschetz decomposition. Obviously,

L = ∧kS∨,

where S is the tautological bundle over G(k, V ). For a semiorthogonal decomposition of
G(k, V ), every generator that is not in A0 will give rise to a mixed branch in the HPD
phase above. Therefore, in order to determine the number of generators in A0, we only need
to count the number of mixed branches in the HPD phase, which is equal to the number of
Coulomb vacua of the local model corresponding to the wall crossing at the boundary between
the geometric phase and the HPD phase. The local model is a U(2) gauge theory with N
fundamentals and one chiral field in det−1 representation. The Coulomb vacua satisfy the
equations

σNa = (−1)kq
k∑

b=1

σb, a = 1, · · · , k,

and
σa 6= σb for a 6= b.

In counting the number of solutions, we should take the residual Sk gauge symmetry that
swaps the σa’s into account. For k = 2, the number of Coulomb vacua is (N − 1)(N − 2)/2,
which is exactly the number of generators that is not in A0 of the Lefschetz decomposition
with respect to Kapranov’s collection, namely

D(G(2, N)) = 〈A0,A1(1), · · · ,AN−1(N − 1)〉,
A0 = 〈O,S∨, · · · ,SymN−2S∨〉, A1 = 〈O,S∨, · · · ,SymN−3S∨〉, · · · ,AN−2 = 〈O〉.

(7.2)

Therefore, we predict that the HPD of Plücker embedding realized by the GLSM (7.1) is with
respect to the Lefschetz decomposition (7.2).

If we restrict the theory (7.1) to a subspace L ⊆ ∧kV ∨ and dimL = m, then we get a
U(k)× U(1) GLSM with matter content

Φ1 · · · ΦN P Y1 · · · Ym
U(k) � · · · � det−1 0 · · · 0
U(1) 0 · · · 0 −1 1 · · · 1

(7.3)

and superpotential

W = P

m∑

j=1

YjLj(B),
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where Lj(B)’s are linear functions in the Plücker coordinates. If we take the strong coupling
limit of the U(1) gauge group, then we get a U(k) GLSM with matter content

Φ1 · · · ΦN P1 · · · Pm
U(k) � · · · � det−1 · · · det−1 (7.4)

and superpotential

W =
m∑

j=1

PjLj(B).

This theory is of the type studied in [20]. The positive phase is described by a NLSM with
target space XL, which is a complete intersection in G(k,N) defined by Lj = 0 for all j.
The negative phase is described by a family of SU(k) gauge theories fibered over P(L). The
category of matrix factorizations of this theory is defined to be D(ZL). In some cases, Z
and ZL have geometric interpretations. For example, when k = 2, N = 7 and dimL = 7,
X = G(2, 7) and Z is the Pfaffian variety Pf(4,∧2V ∨), XL is the Calabi-Yau three-fold
G(2, 7)[1, 1, 1, 1, 1, 1, 1] and ZL is the intersection Z ∩ P(L) in P(∧2V ∨) as shown in [20].

8 Future directions

In this work, we proposed a construction for a GLSM TX that realizes the HPD of (X,TX),
as well as its linear sections. This raises many questions as well as allows us to formulate
some future directions:

• More general Lefschetz decompositions. In the work of [22] the Lefschetz decom-
position of D(X) is arbitrary. However, we are constrained by the Lefschetz decompo-
sition induced by our pair (TX ,TX ). A natural question would be, given a Lefschetz
decomposition of D(X), how can we construct a GLSM that induces it or possibly refine
the window categories in order to restrict uniquely to an Ai component.

• Nonabelian theories. An obvious extension of our work is to consider nonabelian
GLSMs. We only sketched the simplest generalization of the projective space embed-
ding, namely G(k,N) →֒ Pr. Already this example is not completely solved in the
mathematics literature. Even in this seemingly simple situation HPD is only known
for certain Grassmannians [40, 41] and conjectured for the rest. A deeper study of the
GLSM presented in section 7 may lead to new results on this subject. Let us mention
that there are also results regarding HPD of other varieties that can be realized via
nonabelian GLSMs, see for instance [42].

• HPD of nongeometric phases. In the examples, we studied dimCMK = 1 but it
should be possible to generalize the construction to multiple parameter models, and
define HPD for nongeometric phases, for instance, for LG orbifold models or hybrid
models. On the other hand, as we saw in the quadric example 5.3, the hybrid HPD has
a geometric interpretation, it will be interesting if this also is the case in other examples
where the HPD obtained via TX is new.

• Mirror of HPD. Having a GLSM interpretation TX for the HPD of a space, opens the
possibility of using mirror symmetry for GLSMs [43–46]. Even for the simple abelian
models studied here, this would be interesting and provide new results.
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A Matrix factorization on gerbes

As we have seen that the HPD category of a geometric embedding is usually described by
matrix factorizations of orbifold of LG model defined on gerbes (quotient stack). In this
appendix, we discuss the definition of matrix factorization on gerbes. The definition requires
the notion of orbibundles. The reader may refer to [47] for more details.

A.1 Orbibundle

Let X be a smooth manifold admitting a G-action, where G is a group. An orbibundle on
the quotient stack [X/G] is a fiber bundle E

π→ X/G with each fiber an orbifold. Explicitly,
let V be a vector space admitting a representation of G:

ρ : G→ GL(V ).

The fibre of E is V/ρ(G). If {Uα : α ∈ I} is an open cover of X/G and

φα : Uα × V/ρ(G) → π−1(Uα)

are the corresponding local trivializations. Then the transition functions gαβ = φ−1
α ◦φβ take

values in GL(V )/ρ(G). A local section of E is given by a ρ(G)-invariant function sα : Uα → V
so the relation

sα = gαβ · sβ
is well defined on Uα ∩ Uβ . Given a representation of G as above, the orbibundles on [X/G]
are classified by H1(X,GL(V )/ρ(G)). When the representation is trivial, the orbibundle is
just an ordinary vector bundle. When dimC V = 1, we call it a line bundle.

A morphism between two orbibundles E1
π1→ X/G and E2

π2→ X/G is a bundle map
f : E1 → E2, i.e. π2 ◦ f = π1. Given local trivializations of E1 and E2 in an open set U :

φ1 : U × V1/ρ1(G) → π−1
1 (U),

φ2 : U × V2/ρ2(G) → π−1
2 (U),

and for each x ∈ U , fU (x) := φ−1
2 ◦ f ◦ φ1|x is a linear map from V1 to V2 satisfying

fU (x) ◦ ρ1(g) = ρ2(g) ◦ fU(x)

for all g ∈ G.
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Example 1. [C/Zk], where Zk acts on C by

z 7→ exp

(
2πi

k

)
z.

The representation ρm of Zk is defined by

ρm

(
exp

2πi

k

)
= exp

(
2πmi

k

)

for m = 0, · · · , k − 1. Because H1(C,C∗/ρm(Zk)) = 0, the line bundles on [C/Zk] are in one
to one correspondence with the representation of Zk. Let’s denote by Lm the line bundle
determined by ρm. It is easy to see that the complex

Lm−1
z→ Lm

is quasi-isomorphic to the skyscraper sheaf O0(m) at the origin z = 0, carrying the represen-
tation ρm along its fiber.
Example 2. [Pn/Z2], where Z2 acts as the identity map. There are two irreducible repre-
sentations for Z2,

ρ0(1) = ρ0(−1) = 1, ρ1(1) = 1, ρ1(−1) = −1.

The line bundles defined by ρ0 are just ordinary line bundles on Pn, they are of the form
O(m) for some integer m.

The line bundles defined by ρ1 are twisted line bundles. Let’s denote by O(m/2) for some

odd integer m the orbibundle whose transition functions are given by g
m/2
αβ , where gαβ are the

transition functions of O(1). The square root makes sense because the transition functions
take values in C∗/Z2. For example, the line bundle O(1/2) on P1 has the transition function

g12 = z
1
2
1 = z

− 1
2

2

where z is the class of ±z in C∗/Z2.

A.2 Derived category

We consider coherent sheaves on [X/G] as sheaves with finite resolutions by orbibundles (see
for example [48] for a review of sheaves on stacks). A sheaf F is called coherent if there is an
exact sequence

0 → E1 → E2 → · · · → En → F ,
where each Ei is the sheaf of sections of an orbibundle. Then the derived category of [X/G] is
defined to be the derived category of the category of coherent sheaves with morphisms being
given by G-equivariant chain maps.

A.3 Matrix factorization

Let W be a holomorphic G-invariant function on X, we can define a matrix factorization as
being given by bundle maps F1 ∈ Mor(E1, E2) and F2 ∈ Mor(E2, E1), where E1 and E2 are
orbibundles, such that

F2 ◦ F1 =W · idE1 , F1 ◦ F2 =W · idE2 .
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Morphisms between two matrix factorizations are required to be G-equivariant.
Example. Let X be the space C2

z ⊕ C2
p − {p1 = p2 = 0}. C∗ acts on X with the following

charges
z1 z2 p1 p2
−1 −1 2 2

Let’s consider matrix factorization for the function

W = z21p1 + z22p2.

Clearly, there is a projection

[X/C∗]
φ→ [P1/Z2],

where Z2 acts on P1 trivially. For any integer Q, define the representation ρQ to be the
one-dimensional representation with charge Q, i.e.

ρQ(λ) = λQ

for all λ ∈ C∗, then the line bundle on [X/C∗] determined by the representation ρQ is

L(Q) = φ∗O
(
Q

2

)
.

It is easy to check that

L(Q+ 2)
⊕

L(Q)


 z1 −p2z2
z2 p1z1




// L(Q+ 1)⊕2

 p1z1 p2z2

−z2 z1




oo

is a matrix factorization for W .

B Analysis of Coulomb vacua

The phase diagrams in Figures 3 and 7 can be determined by examining the asymptotic
behavior of the equations of motion on the Coulomb branch. In this appendix, we perform
this analysis in detail. For ease of notation, we present the computation for double Veronese
embedding of P2 and quadric in P3. The general cases can be analyzed in the same way. In
the following, qa = exp(−ta), where ta = ζa − iθa is the complexified FI parameter.

B.1 P2 → P5

The equations of motion for the Coulomb vacua read

{
σ31 = q1(2σ1 + σ2)

2,
σ62 = −q2(2σ1 + σ2).

(B.1)

Nonzero solutions satisfy

σ152 + 3q2σ
10
2 + 8q1q2σ

9
2 + 3q22σ

5
2 + q32 = 0 (B.2)
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and
σ31 = q1q

−2
2 σ122 . (B.3)

For generic q1 and q2, (B.2) cannot be solved exactly, but in order to investigate the asymptotic
behavior of the solutions, we can use asymptotic approximations of the equation in different
phases.

(i) ζ1 ≫ 1, ζ2 ≫ 1: q1 → 0 and q2 → 0, so (B.2) can be approximated by

σ152 + 3q2σ
10
2 = 0.

Nonzero solutions tend to zero as σ2 ∼ q
1/5
2 , then σ1 ∝ σ2(q

−1
2 σ52 + 1) → 0 in the asymptotic

region. Therefore, all solutions of (B.1) approach (σ1, σ2) = (0, 0) as ζ1 → ∞, ζ2 → ∞, which
means that we only have Higgs branch in this phase, described by the universal quadric in
P2.
(ii) ζ1 ≪ −1, ζ2 ≫ 1: q1 → ∞ and q2 → 0, so (B.2) can be approximated by

σ152 + 8q1q2σ
9
2 = 0.

Aside from the nine zero solutions, which correspond to the Higgs branch (the HPD), there
are six solutions satisfying

σ62 = −8q1q2.

Let’s look at the line ζ2 = −λζ1 for λ > 0. Then

σ62 →
{

∞, λ < 1
0, λ > 1

and
σ31 = q1q

−2
2 σ122 ∼ q31 → ∞.

Therefore, other than the Higgs branch, there is a mixed branch described by P5 for λ > 1,
and there are six Coulomb vacua for λ < 1.
(iii) ζ1 ≪ −1, ζ2 ≪ −1: q1 → ∞ and q2 → ∞. Again, let’s look at the line ζ2 = λζ1, i.e.
q2 = qλ1 . When λ > 1/2, (B.2) can be approximated by

σ152 + q3λ1 = 0.

Consequently, σ2 ∼ −qλ/51 → ∞ and σ31 ∼ q
1+2λ/5
1 → ∞. So all the fifteen solutions approach

infinity and we have fifteen Coulomb vacua. On the other hand, when λ < 1/2, (B.2) can be
approximated by

σ152 + 8q1+λ1 σ92 = 0.

Nonzero solutions satisfy
σ62 ∼ q1+λ1 → ∞, σ31 ∼ q31 → ∞.

Therefore we have a Higgs branch described by the HPD and six Coulomb vacua.
(iv) ζ1 ≫ 1, ζ2 ≪ −1: q1 → 0, q2 → ∞, then (B.2) can be approximated by

σ152 + q32 = 0,

and all solutions satisfy σ2 ∼ q
1/5
2 → ∞. Assume that ζ2 = −λζ1, then (B.3) implies

σ31 ∼ q
1−2λ/5
1 →

{
0, λ < 5/2
∞, λ > 5/2
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Thus there are five mixed branches, each of which is described by P2, when λ < 5/2. When
λ > 5/2, each P2 split into three Coulomb vacua, and we are left with fifteen Coulomb vacua
in total.

B.2 P3[2]

The equations of motion for the Coulomb vacua read
{
σ41 = −4q1σ

2
1(σ1 + σ2),

σ42 = −q2(σ1 + σ2).
(B.4)

Nonzero solutions satisfy
(σ32 + q2)

2 = 0, (B.5)

or
σ62 + 2q2σ

3
2 + q22 − 4q1q2σ

2
2 = 0, (B.6)

and
σ1 = −q−1

2 σ42 − σ2. (B.7)

As q2 → 0 for ζ2 ≫ 1 and q2 → ∞ for ζ2 ≪ −1, solutions to (B.5) and (B.7) contribute to
Higgs branch on the upper half plane of the real FI-space, and contribute to mixed branches
on the lower half plane. Now let us analyze the asymptotic behavior of solutions to equations
(B.6) and (B.7).
(i) ζ1 ≫ 1, ζ2 ≫ 1: q1 → 0, q2 → 0, all solutions approach (0, 0) as ζ1 → ∞, ζ2 → ∞. Therefore
we only have Higgs branch in this phase, which is described by the universal hyperplane section
in P3[2]× P3.
(ii) ζ1 ≪ −1, ζ2 ≫ 1: q1 → ∞ and q2 → 0, so (B.6) can be approximated by

σ62 − 4q1q2σ
2
2 = 0.

Other than the two zero solutions, which contribute to the Higgs branch (the HPD), there
are four solutions satisfying

σ42 = 4q1q2.

Consequently,

σ42 →
{

∞, ζ1 + ζ2 < 0
0, ζ1 + ζ2 > 0

and
σ21 = 4q1q

−1
2 σ42 = 16q21 → ∞.

Therefore, other than the Higgs branch, there is a mixed branch described by P3 for ζ2 > −ζ1,
and there are four Coulomb vacua for ζ2 < −ζ1.
(iii) ζ1 ≪ −1, ζ2 ≪ −1: q1 → ∞ and q2 → ∞. Let’s take the semi-infinite line ζ1 = λζ2, i.e.
q1 = qλ2 . When λ < 1, (B.6) can be approximated by

σ62 + q22 = 0.

Thus σ62 = −q22 → ∞ and σ21 = 4q1q
−1
2 σ42 ∼ q1q

1/3
2 → ∞. Then we have six Coulomb vacua.

When λ > 1, (B.6) can be approximated by

σ62 − 4q1+λ2 σ22 = 0.
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There are four nonzero solutions satisfying

σ42 = 4q1+λ2 → ∞, σ21 ∼ 16q1q
λ
2 → ∞,

which contribute to four Coulomb vacua. The two zero solutions contribute to the Higgs
branch.
(iv) ζ1 ≫ 1, ζ2 ≪ −1: q1 → 0, q2 → ∞, then (B.6) can be approximated by

σ62 + q22 = 0.

Thus σ2 → ∞, and

σ21 ∼ 4q1q
1/3
2 →

{
0, ζ1 + ζ2/3 > 0
∞, ζ1 + ζ2/3 < 0

Therefore, we have mixed branch when ζ2 > −3ζ1, and Coulomb vacua when ζ2 < −3ζ1. The
full phase diagram is given by figure 7 with n = 3, k = 1, d1 = 2.

C D0-brane probes

We have seen that the HPD category can be described by the category of matrix factorizations
in general. However, the geometric meaning of the HPD is vague in this description. In some
cases, we can completely or partially recover a geometric entity from the matrix factorizations
by studying the so-called point-like branes or D0-brane probes. In this appendix, we provide
a careful analysis of the point-like branes. A similar analysis was performed in [19] for LG
models, here we take the GLSM point of view. We take the P3[2, 2] model as a demonstrative
example explaining our construction of a GLSM D0-brane, where the moduli space of this
D0-brane describes a branched double cover.

The corresponding GLSM has the matter content with the U(1) charges

X0 X1 X2 X3 P0 P1

1 1 1 1 −2 −2

and superpotential
W = P0G0(X) + P1G1(X),

where G1(X) and G2(X) are quadratic polynomials of Xi. It is easy to see that the geometric
phase (ζ ≫ 1) of this model is a NLSM on P3[2, 2]. The LG phase (ζ ≪ −1) is better
understood if we rewrite the superpotential as

W =
∑

ij

XiAij(P )Xj ,

where Aij is a 4 × 4 matrix with entries linear in Pi. In this phase, p1 and p2 expand a
Z2-gerby P1 with branch points at

detAij = 0,

where some of Xi become massless. In other words, it is a branched double cover ramified
over four points, which is a torus.

Since Aij is a symmetric matrix, we can always diagonalize it with suitable field redefini-
tions of Xi. Therefore, without loss of generality, we can work with the superpotential

W = f0X
2
0 + f1X

2
1 + f2X

2
2 + f3X

2
3 , (C.1)
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where fi(P0, P1) are linear polynomials and they determine the branch points. The superpo-
tential can be written as

W =(P0 + λP1)G0 + P1(G1 − λG0), (C.2)

=(P0 + λP1)G0 + P1(L1F1 + L2F2), (C.3)

with

L1 =
√
f ′0X0 +

√
−f ′1X1, F1 =

√
f ′0X0 −

√
−f ′1X1,

L2 =
√
f ′2X2 +

√
−f ′3X3, F2 =

√
f ′2X2 −

√
−f ′3X3,

where
f ′i = fi(−λ, 1).

Our proposal of the matrix factorization is

Q = (P0 + λP1)η̄0 +G0η0 + P1F1η̄1 + L1η1 + P1F2η̄2 + L2η2. (C.4)

This brane is supported on

P0 + λP1 = 0, (C.5)

L1 = L2 = 0, (C.6)

G0 = 0, (C.7)

P1F1 = P1F2 = 0. (C.8)

The first constraint restricts the brane to a specific point on the base P1; the second equation
describes the isotropic submanifold of the fiber as in [19]; the last equation restricts the brane
support to the origin of the fiber, so indeed we get a D0-brane. The corresponding B-brane
is described by a Z2 complex,

B(q) :

W (q)r ⊕W (q − 2)r−2 ⊕W (q − 3)⊕2
r−2

f
//
W (q − 1)⊕2

r−1 ⊕W (q − 2)r−1 ⊕W (q − 4)r−3
g

oo , (C.9)

with the morphisms

f =




P1F1 −L2 G0 0
P1F2 L1 0 G0

P0 + λP1 0 −L1 −L2

0 P0 + λP1 P1F2 −P1F1


 ,

g =




L1 L2 G0 0
−P1F2 P1F1 0 G0

P0 + λP1 0 −P1F1 L2

0 P0 + λP1 −P1F2 −L1


 .

47



First, notice that B(n) is quasi-isomorphic to B(n+ 2) which can be shown by the cone

E0(n+ 2)

φ0
��

f
// E1(n + 2)

g
oo

φ1
��

E0(n)
f

// E1(n)
g

oo

where we denote the branes B(n) and B(n+ 2) as

E0(n)
f

// E1(n)
g

oo , E0(n+ 2)
f

// E1(n+ 2)
g

oo .

Notice that the chain maps φ0 and φ1 satisfying the following properties:

1. All entries are holomorphic;

2. All entries should have the correct gauge charges;

3. The commutative relations: φ0g = gφ1, fφ0 = φ1f .

In order to show the quasi-isomorphism, one need to find morphisms φ0 and φ1 such that at
every point the cone potential {Qc, Q†

c} > 0 in the Landau-Ginzburg phase where P0 and P1

can not vanish simultaneously. The matrix factorization here is given by

Qc =

(
0 g̃

f̃ 0

)
, (C.10)

with

f̃ =

(
f 0
φ0 −g

)
, g̃ =

(
g 0
φ1 −f

)
. (C.11)

The potential for the cone is

{Qc, Q†
c} =




gg† + f †f + φ†0φ0 gφ†1 − φ†0g 0 0

φ1g
† − g†φ0 gg† + f †f + φ1φ

†
1 0 0

0 0 ff † + g†g + φ†1φ1 fφ†0 − φ†1f

0 0 φ0f
† − f †φ1 ff † + g†g + φ0φ

†
0


 .

Taking
φ0 = φ1 = P1 Id4×4, (C.12)

one can easily see the cone potential only vanishes at P0 = P1 = 0 which means that the
cone potential always greater than zero at Landau-Ginzburg phase. Therefore, there are two
equivalent families of branes B(n) with n even or n odd. WLOG, one can focus on B(0) and
B(1). Let’s denote B(0) and B(1) as

E0
f

// E1
g

oo , F0

f
// F1

g
oo .
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To study the relations between B(0) and B(1), we take the cone

E0
φ̃0

��

f
// E1

g
oo

φ̃1
��

F1

g
// F0

f
oo

with the chain maps φ̃0 and φ̃1. Notice that the brane B(1) has been shifted by 1, and
the commutative relations for the diagram becomes gφ0 = φ1f , φ0g = fφ1. The matrix
factorization for the cone is given by

Q̃c =

(
0 g̃

f̃ 0

)
, (C.13)

with

f̃ =

(
f 0

φ̃0 −f

)
, g̃ =

(
g 0

φ̃1 −g

)
. (C.14)

The potential for the cone is

{Q̃c, Q̃†
c} =




gg† + f †f + φ̃†0φ̃0 gφ̃†1 − φ̃†0f 0 0

φ̃1g
† − f †φ̃0 gg† + f †f + φ̃1φ̃

†
1 0 0

0 0 ff † + g†g + φ̃†1φ̃1 fφ̃†0 − φ̃†1g

0 0 φ̃0f
† − g†φ̃1 ff † + g†g + φ̃0φ̃

†
0


 .

Away from the branch points, it is not hard to find morphisms φ0 and φ1 such that the
cone potential vanishes at some points. Thus, the brane B(0) and brane B(1) are not quasi-
isomorphic to each other. We have two different sets of branes away from branch points
corresponding to two copies of P1.

To show that B(0) and B(1) are quasi-isomorphic at branch points, one needs to find a

special pair of morphisms φ0 and φ1 such that at every point the potential {Qc, Q†
c} > 0.

What is special about the branch points is that some of the polynomials defining the matrix
factorization become the same,

L1 = ±F1, L2 = ±F2.

If L1 = F1, we find the chain maps can be

φ0 = c · diag{−P1, 1,−1, P1}, φ1 = c · diag{−1, P1,−P1, 1}, (C.15)

where c is a constant. The determinant of the potential is

det{Qc, Q†
c} =

(
(A+ |cP1|2)(A+ |c|2)− |c|2(|P1|2 − 1)2|L1|2

)8
, (C.16)

with
A = |P0 + λP1|2 + |L1|2 + |L2|2 + |G0|2 + |P1F1|2 + |P1F2|2.
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Vanishing of the determinant implies that P0 = P1 = 0, which means the potential is always
greater than zero at Landau-Ginzburg phase. Therefore, we showed that the branes B(0) and
B(1) are quasi-isomorphic at the branch point corresponding to L1 = F1.

Similarly, when L1 = −F1, we find

φ0 = c · diag{P1, 1,−1,−P1}, φ1 = c · diag{−1,−P1, P1, 1}, (C.17)

such that the cone potential is always greater than zero on the Landau-Ginzburg phase. For
the branch points corresponding to L2 = ±F2, the branes are also quasi-isomorphic since
L2, F2 and L1, F1 are on the same footing. One can see this by constructing B′(0) and B′(1)
with L2, F2 and L1, F1 exchanged which are quasi-isomorphic to B(0) and B(1).

In extreme case that L1 = F1 = L2 = F2 = 0 at branch locus, the morphisms of matrix
factorization become

f = g =




0 0 G0 0
0 0 0 G0

P0 + λP1 0 0 0
0 P0 + λP1 0 0


 . (C.18)

The brane B(0) and B(1) are obviously quasi-isomorphic.
It is also possible that L1 = F1 = 0 or L2 = F2 = 0 at the branch point which means that

two of the chiral fields Xi are always massive and can be integrated out. In this case, the
matrix factorization can be reduced to

Q = (P0 + λP1)η̄0 +G0η0 + P1F1η̄1 + L1η1, (C.19)

with the assumption that X2 and X3 are massive. The brane complex is

B′(q) : W (q)r ⊕W (q − 3)r−2

f ′
//W (q − 1)r−1 ⊕W (q − 2)r−1

g′
oo , (C.20)

with

f ′ =

(
P1F1 G0

P0 + λP1 −L1

)
, g′ =

(
L1 G0

P1 + λP1 −P1F1

)
. (C.21)

Following the same procedure above, one can easily show that the brane B′(0) and B′(1) are
quasi-isomorphic. On the LG phase, the Wilson line brane descends to orbibundle supporting
on the [P1]Z2 ,

W (q) → O(q/2). (C.22)

Then, B′(0) reduces to

Or ⊕O(−3/2)r−2

f ′
// O(−1/2)r−1 ⊕O(−1)r−1

g′
oo , (C.23)

and B′(1) reduces to

O(1/2)r ⊕O(−1)r−2

f ′
// Or−1 ⊕O(−1/2)r−1

g′
oo . (C.24)
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Notice that on the local patch of P1 matrix factorization (C.23) and (C.24) reduce to the
local matrix factorization studied in [19]. Those two local matrix factorizations are obviously
quasi-isomorphic.

In summary, we have found morphisms φ0, φ1 such that the cone potential {Qc, Q†
c} > 0

for all possible scenarios. Also, our proposal recovers the local model studied in the literature.
In this way, we have shown that the LG phase of P3[2, 2] model is indeed a branched double
cover and our proposed matrix factorization (C.4) gives a global description of the D0-brane
on the branched double cover geometry.
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M. Gross, G. Segal, B. Szendröi, and P. Wilson, Dirichlet branes and mirror symmetry,
vol. 4 of Clay Mathematics Monographs. AMS, Providence, RI, 2009.

[4] E. Witten, “Phases of N=2 theories in two-dimensions,” AMS/IP Stud. Adv. Math. 1
(1996) 143–211, hep-th/9301042.

[5] M. Herbst, K. Hori, and D. Page, “Phases Of N=2 Theories In 1+1 Dimensions With
Boundary,” 0803.2045.

[6] J. Clingempeel, B. Le Floch, and M. Romo, “Brane transport in anomalous (2,2)
models and localization,” 1811.12385.

[7] K. Hori and M. Romo, “Exact Results In Two-Dimensional (2,2) Supersymmetric
Gauge Theories With Boundary,” 1308.2438.

[8] K. Hori and M. Romo, “Notes on the hemisphere,” in Primitive Forms and Related
Subjects—Kavli IPMU 2014, K. Hori, C. Li, S. Li, and K. Saito, eds., vol. 83 of
Advanced Studies in Pure Mathematics, pp. 127–220, Mathematical Society of Japan.
Tokyo, 2019.

[9] R. Eager, K. Hori, J. Knapp, and M. Romo, “Beijing lectures on the grade restriction
rule,” Chinese Annals of Mathematics, Series B 38 (2017), no. 4, 901–912.

[10] E. Segal, “Equivalences between git quotients of landau-ginzburg b-models,”
Communications in mathematical physics 304 (2011), no. 2, 411.

[11] D. Halpern-Leistner, “The derived category of a git quotient,” Journal of the American
Mathematical Society 28 (2015), no. 3, 871–912.

[12] M. Ballard, D. Favero, and L. Katzarkov, “Variation of geometric invariant theory
quotients and derived categories,” Journal für die reine und angewandte Mathematik
2019 (2019), no. 746, 235–303.

51

http://www.arXiv.org/abs/hep-th/0005247
http://www.arXiv.org/abs/hep-th/9207094
http://www.arXiv.org/abs/hep-th/9301042
http://www.arXiv.org/abs/0803.2045
http://www.arXiv.org/abs/1811.12385
http://www.arXiv.org/abs/1308.2438


[13] A. Kuznetsov, “Homological projective duality,” Publications mathématiques
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