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Learn from Unpaired Data for Image
Restoration: A Variational Bayes Approach

Dihan Zheng, Xiaowen Zhang, Kaisheng Ma, Chenglong Bao∗

Abstract—Collecting paired training data is difficult in practice, but the unpaired samples broadly exist. Current approaches aim at
generating synthesized training data from the unpaired samples by exploring the relationship between the corrupted and clean data.
This work proposes LUD-VAE, a deep generative method to learn the joint probability density function from data sampled from
marginal distributions. Our approach is based on a carefully designed probabilistic graphical model in which the clean and corrupted
data domains are conditionally independent. Using variational inference, we maximize the evidence lower bound (ELBO) to estimate
the joint probability density function. Furthermore, we show that the ELBO is computable without paired samples under the inference
invariant assumption. This property provides the mathematical rationale of our approach in the unpaired setting. Finally, we apply our
method to real-world image denoising and super-resolution tasks and train the models using the synthetic data generated by the
LUD-VAE. Experimental results validate the advantages of our method over other learnable approaches.

Index Terms—Image restoration, unpaired degradation modeling, graphical model, variational auto-encoder.
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1 INTRODUCTION

Image restoration aims to recover the underlying clean
image x from the corrupted observation y,

y = T (x) + n, (1)

where n represents the noise, and T represents the degra-
dation operation. This task is one of the fundamental prob-
lems in computer vision and has been extensively stud-
ied for decades [3], [4], [5]. In recent years, deep learn-
ing has achieved astonishing success in image restoration
problems, such as image denoising [6], [7], [8] and super-
resolution [9], [10], [11], [12]. However, the success of these
methods requires large quantities of paired training data,
and the restoration performance is sensitive to the degra-
dation types [13], [14], [15]. For example, one Gaussian
denoising network usually performs poorly for real-world
noisy images due to the noise discrepancy between Gaus-
sian noise and real-world noise [16]. Meanwhile, collecting
paired training data for real-world image restoration is
cumbersome and expensive due to the complex camera
image signal processing (ISP) pipeline [17], [18], [19]. The
aforementioned problems make real-world image restora-
tion a challenging task. On the other hand, unpaired data
broadly exists and is easily accessible in many situations.
For example, it is easy to obtain many images of different
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resolutions or noisy and clean images through the inter-
net [20]. Consequently, designing deep learning methods
with unpaired data is of significant research importance and
deserves deep exploration.

Currently, two common strategies are along this line.
One is the unsupervised image restoration methods with a
single corrupted image [16], [21], [22] or corrupted image
dataset [23], [24], which do not take clean images into
consideration. As a result, those methods are either time-
consuming or inferior to supervised methods. The other
strategy is to learn the degradation model from the unpaired
datasets. After learning a generative model to construct the
synthetic paired training data, it trains an image restoration
model using conventional supervised deep learning meth-
ods. The main difficulty of these methods is to develop
effective methods so that the synthetic paired data is close
to the underlying paired data. Current methods mainly
adopt generative adversarial networks (GANs) [25] and
draw on the idea from cycle-consistency constraint in Cycle-
GAN [26], [27], [28] and domain adversarial training [29],
[30], [31]. However, these methods often require careful
adjustment of different losses, and the heuristic constraint
of cycle consistency is too weak for this problem and
lacks theoretical rigorousness [1], [32]. More importantly,
those GAN-based methods usually obtain a deterministic
mapping while ignoring the randomness in the degrada-
tion generation process. Recently, the DeFlow [1] method,
which models the unpaired degradation process using a
conditional flow model, has shown promising performance
in super-resolution. In Figure 1, it shows that the noise
distribution generated by Deflow does not well match the
true noise distribution.

In this work, we propose LUD-VAE, a variational auto-
encoder (VAE) based degradation modeling method for
unpaired training data. Mathematically, given x ∼ p(x) and
y ∼ p(y), our goal is to approximate the joint distribution
p(x,y). In general, as shown in [1], this task is difficult and
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Fig. 1: Synthetic noisy images obtained by DeFlow and LUD-VAE learned from unpaired noisy-clean dataset AIM2019 [2].
Patches of 32× 32 from each images are chosen for comparison, the noise distribution in these patches are shown.

has no unique solution. Thus, it motivates us to carefully de-
sign a computable generative graph that well approximates
a reasonable solution. More specifically, this graph consists
of two independent latent variables: z, which encodes the
image information, and zn, which encodes the degradation
information. The generation relationship is designed as fol-
lows: x is generated from z; y is generated from z and zn.
Using the idea from VAE, we introduce an encoder network
for the inference and a decoder network for the generative
process so that we can model the conditional distribution
p(y|x). In addition, we impose the inference invariant con-
dition on z that requires the same latent representations of
paired x and y and show that the ELBO can be computed
via unpaired corrupted and clean data. This property gives
us a transparent and explainable loss for training the net-
works. The Figure 1 demonstrates that the proposed method
can learn the noise distribution accurately. Finally, we apply
the LUD-VAE model to the problem of real-world image
denoising and super-resolution. LUD-VAE is used to learn
the degradation model with unpaired data and synthesize
paired training data for the downstream supervised models.
We test the performance of LUD-VAE on two real-world
super-resolution datasets: AIM2019 [2] and NTIRE2020 [33],
and one real-world image denoising dataset: SIDD [13]. Ex-
perimental results show that the proposed LUD-VAE model
outperforms GAN-based approaches. Compared with the
recent flow-based method, our model achieves comparable
results with much fewer parameters. Our main contribu-
tions are summarized as follows.

• We propose a degradation modeling method, called
the LUD-VAE, by constructing a new generative
graph. Using the VAE framework, we derive an
explainable loss function that decouples the depen-
dency between noisy and clean images. The work
is the first attempt to model the underlying paired
data distribution for image restoration from the VAE

perspective to the best of our knowledge.
• We design a hierarchical structure for LUD-VAE

to effectively learn the degradation process with
an economic network. Moreover, the model is self-
supervised and does not require pre-trained net-
works.

• Experimental results in the task of real-world image
denoising and super-resolution validate the advan-
tages of the proposed LUD-VAE.

2 RELATED WORK

Deep image restoration. In recent years, deep learning
based image restoration methods have significantly im-
proved performance over traditional methods. In additive
white Gaussian noise (AWGN) removal task, DnCNN [6]
uses deep convolutional networks to predict noise from the
noisy images. Further, FFDNet [7] takes the noise level as
network input to deal with images with different noise lev-
els. Recently, researchers have designed different structures
to improve denoising performance [34], [35], [36]. While
these methods have achieved state-of-the-art performance
on the synthetic datasets, they still require numerous paired
training data to learn the restoration process. In real-world
image restoration tasks, collecting paired data is difficult
due to the sophisticated imaging process. Some real-world
image restoration datasets such as image denoising [8], [13],
[37], [38], [39] and super-resolution [27], [40], [41]. They use
statistical methods to synthesize clean images from multiple
noisy observations, requiring careful setups and procedures.
With these datasets, many methods are proposed for real-
world image restoration, such as using various attention
modules [42], [43], [44], vision transformers [45], [46], [47],
and GANs [11], [48]. There are also some unsupervised or
self-supervised methods, which reduce the requirements for
training datasets. N2N [49] proposes to use paired noise
images to learn an image denoising network. Subsequently,
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N2V [50] and N2S [51] further reduce this requirement.
They use a ”blind spot” network to learn a denoising model
directly from the noise data set without clean images. How-
ever, these methods need to assume that the image noise is
spatially independent, limiting their application to real data.
Unpaired degradation modeling. Learning the degradation
model from unpaired data can be considered the image-to-
image transfer task, a long-standing problem in computer
vision. Most of the existing works employ the GANs [25],
mainly using cycle-consistency [26], [27] proposed in Cycle-
GAN [28] and domain adversarial [29], [30], [31] to charac-
terize the conditional relationship between p(x) and p(y).
However, these methods often use heuristic losses, lack the-
oretical guarantees, and need elaborate fine-tuning of those
losses [1]. Meanwhile, GAN-based methods may have some
issues, such as unstable training [52] and mode collapse [53].
Our model is based on variational inference, each term in
our loss function can be derived from the evidence lower
bound, and there are no adversarial losses as in GANs.
There are also handcrafted methods to synthesize degra-
dation images [54], but they lack generalization ability [1],
[14]. Recently, [1] proposed the DeFlow model, a flow-based
degradation modeling method without paired data, which
has achieved excellent performance on real-world super-
resolution tasks.
Unpaired learning with VAEs. Variational auto-encoder
(VAE) [55] based unpaired learning for degradation mod-
eling is currently less developed; here, we investigate some
related topics. [56] proposed to train an Energy-Based Model
(EBM) in the latent space of a trained VAE to realize image-
to-image transfer. However, this method uses Markov Chain
Monte Carlo (MCMC) algorithms to sample from the latent
space, which leads to slow generation speed. Meanwhile,
this method has no theoretical constraints to ensure the
rationality of the transformation of x to y, which is mainly
used for the transformation between human faces or animal
images. In [16], a single image based unsupervised denois-
ing method with VAEs is proposed, but this method requires
training a new network for each image. [57] proposed a
dataset based unsupervised denoising algorithm for mi-
croscopy images with VAEs, which needs to know the noise
distribution and requires multiple re-samplings to boost the
performance. In addition, it only verifies the effectiveness
for microscopy images and text images, whereas the texture
and content of natural images are more complicated. In this
work, we learn the degradation model with unpaired data
and design an explainable and reasonable loss with success-
ful applications in real-world image restoration tasks.

3 OUR METHODOLOGY

In this section, we present our method for learning the un-
known degradation model using unpaired noisy and clean
images. Formally, assume the data {xi} and {yj} are i.i.d.
sampled from p(x) and p(y) respectively, and our goal is to
generate paired samples from the conditional distribution
p(y|x). In the following context, we assume clean images
lie in the source domain and noisy images lie in the target
domain.

Fig. 2: Graphical model of the image generation process.
(x,y) are paired clean and noisy images; (z, zn) are latent
variables for generating (x,y).

3.1 Basic idea

To find the transformation from x to y, one straightfor-
ward idea is to estimate the conditional density p(y|x).
However, it is difficult to model the conditional density
function directly due to the lack of paired data. Instead, we
consider to model the joint density function p(x,y) in this
work. To leverage the information of the unpaired data, our
basic idea is to decouple the joint density function into the
source domain and target domain. Since the independent
assumption for x,y does not hold in practice, we impose
the conditional independence by assuming the joint random
variable (x,y) has two latent variables: z and zn. For a
paired data (x,y) sampled from p(x,y), we assume that
the image content and the degradation information are
from latent variables z and zn respectively. See Figure 2
for the generative graph. Under the above assumptions, the
conditional joint distribution becomes

p(x,y|z, zn) = p(x|z)p(y|z, zn), (2)

and the conditional log-likelihood is∑
i

log p(xi,yi|z, zn)

=
∑
i

log p(xi|z) + log p(yi|z, zn)

=
∑
i

log p(xi|z) +
∑
j

log p(yj |z, zn),

(3)

which removes the dependence of paired data. Inspired
by the above observation, we can approximate the joint
distribution p(x,y) using the VAE framework in the next
subsection.

3.2 Proposed LUD-VAE method

To estimate the joint density function p(x,y) with the
graphical model given by Figure 2, we apply the variational
inference framework. Note that the log-likelihood function
log p(x,y) has the following decomposition:

log p(x,y) =Eq(z,zn|x,y) log
p(z, zn,x,y)

q(z, zn|x,y)

+DKL (q(z, zn|x,y)‖p(z, zn|x,y)) ,

(4)

where DKL is the Kullback–Leibler (KL) divergence. Since
the second term in (4) is non-negative, the first term in (4)
provides a lower bound of the log-likelihood. In fact, the
expectation term in (4) is equal to

Eq(z,zn|x,y) log p(x,y|z, zn)−DKL(q(z, zn|x,y)‖p(zn, z)),
(5)
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Fig. 3: The hierarchical architecture used in LUD-VAE.

which is called as the evidence lower bound (ELBO). Thus,
instead of maximizing the intractable log-likelihood, we
maximize the ELBO. Suppose the image information is
contained in the paired data (x,y) and the degradation
information is only contained in the noisy data y, we choose
the inference model which has the decomposition

q(zn, z|x,y) = q(z|x,y)q(zn|y). (6)

Moreover, the graphical model in Figure 2 gives

p(zn, z) = p(zn)p(z), p(x,y|z, zn) = p(x|z)p(y|z, zn).
(7)

Combining (6) with (7), the ELBO given in (5) satisfies

ELBO =Eq(z|x,y) log p(x|z) + Eq(z|x,y)q(zn|y) log p(y|zn, z)︸ ︷︷ ︸
Reconstruction

−DKL(q(z|x,y)‖p(z))−DKL(q(zn|y)‖p(zn))︸ ︷︷ ︸
KL

.

Due to the existence of q(z|x,y) in ELBO, it still needs the
paired information. To further decouple this relationship,
we define the inference invariant condition as

q(z|x) = q(z|y), ∀(x,y) ∼ p(x,y). (8)

The above condition means that for paired data (x,y), the
latent image information z can be obtained from either clean
image x or noisy image y. In other words, the latent code z
represents the common features between the source domain
and target domain. In practice, this condition can be satisfied
using a pre-trained network or predefined operations. More
discussions related to this condition is present in Section 3.3.

Under the inference invariant condition (8) and setting the
inference model q(z|x,y) to

q(z|x,y) := q(z|x) = q(z|y), (9)

we have ELBO = ELBOx + ELBOy where

ELBOx := Eq(z|x) log p(x|z)− 1

2
DKL(q(z|x)‖p(z)), (10)

ELBOy := Eq(z|y)q(zn|y) log p(y|zn, z) (11)

− 1

2
DKL(q(z|y)||p(z))−DKL(q(zn|y)‖p(zn)).

It is clear that ELBOx is only related to clean images x and
ELBOy is only related to noisy images y. Thus, no paired
data is needed in the above formulation. In summary, the
loss of the proposed LUD-VAE model is

Total Loss = −(ELBOx + ELBOy).

Remark 1. The recent DeFlow model [1] also estimate
the joint density p(x,y) by directly maximizing two
marginal log-likelihood functions log p(x) and log p(y).
In [1], it assumes that there are two latent variables zx
and zy where zx and zy are not independent, which is
the main difference with our method. If zy = zx + u
where u ∼ N (µu,Σu), the log-likelihood of the joint
density contains marginal log-likelihood functions and
one extra cross term that requires the clean-noisy image
pairs. See the Appendix for the detailed derivation. It is
worth mentioning that the DeFlow method introduces
a domain invariant function and the conditional flow
model. This modified model may help decorrelate the
latent representations, but investigating the exact mech-
anism requires more discussion.
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3.3 Method settings
In this subsection, we introduce the details of ELBOx and
ELBOy by specifying the choices of latent variables z, zn
and the network architecture.
Hierarchical structure. In ELBOx and ELBOy, the choices of
inference models q(z|x), q(zn|y) and the prior distributions
p(z), p(zn) are important for the performance of our model.
In classical VAE model [55], it sets p(z) and p(zn) as the
normal distribution that facilitates the computation of KL
terms in the loss function. However, this may restrict the
expressive ability of the prior distribution, and it is pointed
out in [58] that classical VAE models usually suffer from
the problem of generating unrealistic and blurry images. To
address this problem, we adopt the hierarchical representa-
tions of both inference models and prior distribution [59].
Let N be the number of layers, we assume

z = (z1, . . . , zN ), zn = (z1n, . . . , z
N
n ).

Thus, the prior distributions p(z) and p(zn) are

p(z) = p(z1)p(z2|z1) · · · p(zN |z<N ),

p(zn) = p(z1n)p(z2n|z1n) · · · p(zNn |z<Nn ),
(12)

where z<K = (z1, . . . , zK−1) and z<Kn = (z1n, . . . , z
K−1
n ).

Similarly, we impose the same order on the inference models
to generate latent variables:

q(z|x) = q(z1|x)q(z2|z1,x) · · · q(zN |z<N ,x),

q(zn|y) = q(z1n|y)q(z2n|z1n,y) · · · q(zNn |z<Nn ,y).
(13)

Combining (12) and (13), the KL divergence in ELBOx is

DKL(q(z|x)‖p(z)) = DKL(q(z1|x)‖p(z1))

+
N∑
l=2

Eq(z<l|x)

[
DKL(q(zl|z<l,x)‖p(zl|z<l))

]
,

(14)

and the two KL terms in ELBOy are

DKL(q(z|y)‖p(z)) = DKL(q(z1|y)‖p(z1))

+
N∑
l=2

Eq(z<l|y)

[
DKL(q(zl|z<l,y)‖p(zl|z<l))

]
, (15)

DKL(q(zn|y)‖p(zn)) = DKL(q(z1n|y)‖p(z1n))

+
N∑
l=2

Eq(z<l
n |y)

[
DKL(q(zln|z<ln ,y)‖p(zln|z<ln ))

]
. (16)

Remark 2. The hierarchical structures on latent variables z
and zn impose the conditional dependence of for dif-
ferent layers. Compared to the classical VAE method, it
significantly improves the expressive ability of the prior
distributions for modeling the complex degradation in
image processing.

The choice of latent space. Besides the hierarchical structure
on latent variables zn, z, we specify their distributions for
facilitating the computation. For p(zn), we assume

p(z1n) = N (0, I), p(zln|z<ln ) = N (µlp(z
<l
n ), σlp(z

<l
n )),

q(zln|z<ln ,y) = N (µlq(z
<l
n ,y), σlq(z

<l
n ,y)),

where µlp, σlp, µlq , σlq are encoding neural networks for
the degrading part. Thus, the KL divergence in (16) is
computable.

For p(z), we assume

p(z1) = U(Ω1), p(zl|z<l) = U(Ωl),

q(zl|z<l,x) = δ(el(z<l,x)), q(zl|z<l,y) = δ(el(z<l,y)),

where el is the encoding neural network for the image
contents, Ωl is the range of network el, U(Ωl) denotes the
uniform distribution on Ωl, δ(·) denotes the delta distribu-
tion. In this case, we have

DKL(q(z|x)‖p(z)) = c, DKL(q(z|y)‖p(z)) = c, (17)

where c is a constant. Moreover, let d(·) be the decoding
neural network and assume

p(x|z) = p(x|zN ) = N (d(zN ), I)),

d(x) = d(zN ), zl = el(z<l,x),

the reconstruction term in ELBOx becomes

Eq(z|x) log p(x|z) = −1

2
‖d(x)− x‖2. (18)

Similarly, the reconstruction term in ELBOy is

Eq(z|y)q(zn|y) log p(y|zn, z) = −1

2
Eq(zn|y)‖d(y)−y‖2, (19)

where we assume

p(y|z, zn) = p(y|zN , zNn ) = N (d(zN , zNn ), I)),

d(y) = d(zN , zNn ), zl = el(z<l,y),

zln ∼ N (µlq(z
<l
n ,y), σlq(z

<l
n ,y)).

The reparametrization technique [55] can be used for es-
timating (19). In this work, we set the number of layers
N = 3. See Figure 3 for the details of the network archi-
tecture.
Remark 3. To synthetic the paired training data, it is suffi-

cient to generate the degradation of clean images rather
than the image content. Thus, we model the image part
as an auto-encoder without generation ability and the
degradation part as the hierarchical VAE model [60],
[61]. This choice can strengthen the reconstruction ability
of our model. A similar idea has been proposed in the
VQ-VAE model [62], [63], which uses a discrete latent
space and shows excellent generative ability. However,
in the VQ-VAE model, it needs to construct a discrete
codebook for p(z) and sample with a PixelCNN [64]
model that increases the training difficulty. In our model,
since there are no constraints on the inference model
q(z|·) for the image part, we do not need to construct
a codebook for latent variable z.

Inference invariant condition. The inference invariant con-
dition (8) is a key tool for disentangling the image part
and degradation part. In fact, it assumes that for the paired
clean and noisy data (x,y) ∼ p(x,y), the inferred latent
variable z is the same. This condition holds if we can extract
the common information between x and y. In our method,
we pass the input data through a pre-processing operator
h, which can be manually designed or trained by an extra
dataset. In LUD-VAE, we propose h based on the following
principle. Given a paired data (x,y) and assume y = x+n,
we add Gaussian noise on both x and y:

h(x) = x + nx, h(y) = x + n + ny, (20)
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TABLE 1: Quantitative comparison on real-world super-resolution datasets AIM19 and NTIRE20. All synthetic datasets are
trained with the ESRGAN model [11].

AIM19 NTIRE20
Method

PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓

ESRGAN-Bicubic 21.69 0.5517 0.517 20.45 0.3241 0.675
FSSR [30] 20.81 0.5242 0.387 21.07 0.4356 0.414

Impressionism [54] 21.99 0.6060 0.420 25.27 0.6731 0.229
DASR [31] 21.06 0.5658 0.375 23.70 0.5748 0.328

DeFlow-NP [1] 21.06 0.5842 0.346 24.81 0.6777 0.225
LUD-VAE (ours) 22.32 0.6197 0.341 25.72 0.7173 0.232

DeFlow [1] 22.25 0.6214 0.349 25.87 0.7005 0.218
CinCGAN [65] 21.60 0.6129 0.461 24.83 0.6752 0.509

L2CN N2C C2N

Fig. 4: Three methods to generate paired data. C2N is used
in LUD-VAE.

where nx ∼ N (0, σ2
xI) and ny ∼ N (0, σ2

yI). In this case,
the inference model becomes

q(z|x) = Ep(nx)q(z|x + nx),

q(z|y) = Ep(ñy)q(z|x + ñy),
(21)

where ñy = n + ny ∼ N (n, σ2
yI). Thus, the difference

between q(z|x) and q(z|y) comes from the distance between
p(nx) and p(ñy), and it has

DKL(p(ñy)‖p(nx)) = log
σKx
σKy
− K

2
+
Kσ2

y

2σ2
x

+
‖n‖22
2σ2

x

, (22)

whereK is the dimension of random variable nx. The above
KL divergence approaches to 0 as σx, σy go to infinity.
In this sense, it is reasonable that the inference invariant
condition approximately hold. See the quantitative results
Table 4 with different noise levels.
Remark 4. In this work, we use Monte Carlo method to

estimate the above expectation terms in (21) and the
number of sampling is set to 1 for each iterations.

Generate synthetic paired data. After the training proce-
dure, there are three methods to generate paired data.

1) L2CN: Latent to clean and noisy pair. Sample zn ∼
p(zn), z ∼ p(z), then generate (x,y) from p(y|z, zn)
and p(x|z).

2) N2C: Noisy to clean. Sample y ∼ p(y), inference
the latent variable z with q(z|y), then generate the
corresponding x from p(x|z).

3) C2N: Clean to noisy. Sample x ∼ p(x), inference the
latent variable z with q(z|x), sample zn ∼ p(zn),
then generate the corresponding y from p(y|z, zn).

See Figure 4 for the graphical explanations, and we adopt
C2N to generate paired training data for the downstream
tasks. This choice is consistent with the choice of the space of
latent variable z since it does not have the generation ability.
Moreover, the results in Table 3 show that C2N achieves
better performance than the N2C method.

4 EXPERIMENTS AND RESULTS

We evaluate the performance of our LUD-VAE method
on real-world image denoising and super-resolution tasks.
First, we use LUD-VAE to learn the unknown degradation
model under the unpaired learning settings, generate the
synthetic training dataset, and then use an off-the-shelf su-
pervised learning algorithm to learn the restoration model.
All experiments are evaluated in the sRGB space.

4.1 Datasets and evaluation metrics
Two real-world super-resolution datasets and one real-
world denoising dataset are chosen to evaluate our method:
AIM19: Track 2 of the AIM 2019 real-world super-resolution
challenge [2] provides a dataset of unpaired noisy-clean
images. The noisy images are synthesized with an unknown
combination of noise and compression, which mainly be-
have as structural and low frequency noises. The task is to
learn a super-resolution model from the unpaired dataset,
which restores high-resolution clean images from the low-
resolution noisy inputs. The challenge also provides a val-
idation set of 100 paired images, where different models
can be compared with quantitative metrics. We refer to this
dataset as the AIM19 dataset.
NTIRE20: Track 1 of NTIRE 2020 super-resolution chal-
lenge [33] follows the same setting as the AIM19 dataset,
where it features an entirely different type of degradation,
namely highly correlated high-frequency noise. As AIM19,
there is a validation set containing 100 paired images that
can be quantitatively evaluated. We refer to this dataset as
the NTIRE20 dataset.
SIDD: The smartphone image denoising dataset (SIDD) [13]
provides 30,000 noisy images from 10 scenes under different
lighting conditions using five representative smartphone
cameras and generates their ground truth images. We use
the SIDD-Small Dataset and ignore the original index of
clean noisy images to set up an unpaired dataset. It also
provides the validation and benchmark datasets, each of
which is cropped into 32 blocks of size 256× 256, resulting
in 1024 image blocks in each dataset. We refer to this dataset
as the SIDD dataset.

For all three datasets, we report the peak signal-to-noise
ratio (PSNR) and the structural similarity index (SSIM) [66].
For AIM19 and NTIRE20 datasets, we also compute the
LPIPS [67] distance, which is based on the comparison
between features of a neural network. Here we use a pre-
trained AlexNet [68] model.
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ESRGAN-Bicubic FSSR Impressionism DASR DeFlow-NP LUD-VAE Ground Truth

Fig. 5: Visual comparison on real-world super-resolution dataset AIM19.

4.2 Implementation details
We train all LUD-VAE models for 200k iterations with the
Adam [69] optimizer. The initial learning rate is set to 1e−4
and is halved after 100k iterations. We use a batch size
of 16, containing random crops of size 64 × 64. Batches
are sampled randomly so that images from each domain
are drawn with the same possibility. Random flips and
rotates are used as data augmentation. Besides, to avoid the
posterior collapse, we apply the KL annealing method [70],
and use the linear anneal scheme for DKL(q(zn|yi)‖p(zn))
in the first 10k iteration.
Super-resolution case. For real-world super-resolution, the
degradation process is

y = D(x) + n, (23)

where D is an unknown downsample operator, and n is an
unknown noise. To simplify this problem, we replace D by
the bicubic downsample B and put the approximation error
of B and D into n, i.e.,

y = B(x) + n′, (24)

where n′ = n + T (x) − B(x). Then for the given unpaired
high-resolution clean dataset {xi} and low-resolution noisy
dataset {yj}, we first bicubic downsample {xi} to low-
resolution clean dataset {B(xi)}, and then use LUD-VAE to

learn the noise n′ from {B(xi)} and {yj}. After the training
process, we use LUD-VAE to transfer the low-resolution
clean dataset {B(xi)} to the synthetic degraded dataset,
forming a paired training set with the high-resolution clean
dataset {xi}. For the AIM19 dataset, we normalize the noisy
image to make it has the same channel-wise mean and stan-
dard deviation as the clean domain, and then de-normalize
the synthetic noisy image to constitute the training dataset.
In AIM19, we set the σx = 15, σy = 10 in (20) for AIM19
and σx = 10, σy = 5 for NTIRE20.
Denoising case. For the denoising case, the degradation
process becomes

y = x + n. (25)

We use LUD-VAE to learn the noise n from unpaired clean
{xi} and noisy {yj} datasets directly. After training, we
transform the clean image into the corresponding noisy
image to obtain the paired training set. In this case, we set
σx = 40, σy = 20 in (20).

4.3 Results in real-world super-resolution
We compare LUD-VAE with four unpaired degradation
modeling methods namely FSSR [30] the winner of the AIM
2019 real-world super-resolution challenge [2]; Impression-
ism [54] the winner of the NTIRE 2020 real-world super-
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Fig. 6: Visual comparison on real-world super-resolution dataset NTIRE20.

Bicubic downsample without degradation

Add degradationBicubic downsample

Downsample with degradation

ESRGAN-Bicubic

DeFlow, LUD-VAE

FSSR, DASR, Impressionism

Fig. 7: The synthesis of training data in super-resolution.

resolution challenge [33]; DASR [31] a recently proposed
GAN-based method; DeFlow [1] a flow-based method. We
use the settings without the pre-trained network to re-
train the DeFlow model, denoted as DeFlow-NP. We use
LUD-VAE and these four methods to learn the unknown
degradation model, then downsample the high-resolution
images and generate the low-resolution noisy images to
obtain the paired training dataset. In addition, we use the

downsampled data without degradation as the baseline,
denoted as ESRGAN-Bicubic, see Figure 7. When we have
the training dataset, we use the real-world super-resolution
model ESRGAN [11] to obtain the final super-resolution
results for all methods. We use the training code from Im-
pressionism and train the ESRGAN model for 60k iterations
and choose the final model with the best LPIPS score on the
validation dataset after 50k, 60k iterations. We also compare
LUD-VAE with the unsupervised super-resolution model
CinCGAN [65].

The quantitative results are shown in Table 1. For the
evaluation metrics, PSNR and SSIM focus on the restoration
of the overall content of the image, while LPIPS pays more
attention to the image details, so these two types of metrics
are mutually exclusive from each other. Many methods
perform well on only one metric type, whereas LUD-VAE
performs uniformly well on these three metrics. For the
AIM19 dataset, the degradation mainly behaves as low-
frequency and structured noise, while the NTIRE20 dataset
is primarily high-frequency noise. We found that LUD-
VAE can learn these different degradation models without
paired data. It is worth noting that the performance of
ESRGAN-Bicubic, which only uses bicubic downsampling
without any other degradation, is not satisfactory (Figure 5
and Figure 6). Thus, the results illustrate the necessity of
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Noisy MCWNNM NC AWGN DeFlow-NP LUD-VAE DnCNN

Fig. 8: Visual comparison on real-world image denoising dataset SIDD benchmark.

TABLE 2: Quantitative comparison on real-world image
denoising dataset SIDD

SIDD benchmark SIDD validation
Method

PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑

CBM3D [71] 25.65 0.685 25.65 0.475
MCWNNM [72] 33.37 0.875 33.40 0.815

NC [73] 31.26 0.826 31.31 0.725
N2S [51] 29.56 0.808 30.72 0.787
AWGN 32.12 0.868 32.06 0.809

DeFlow-NP [1] 33.54 0.875 33.53 0.817
LUD-VAE (ours) 34.82 0.926 34.91 0.892

DeFlow [1] 33.81 0.897 33.82 0.846
DnCNN [6] 36.54 0.927 36.83 0.870

considering the noisy model in real-world super-resolution
tasks.
Comparison with flow-based methods. Our model
achieves comparable results with the DeFlow model. On
the AIM19 dataset, our model outperforms DeFlow on the
PSNR and LPIPS metrics, and on the NTIRE20 dataset, our
model outperforms the DeFlow model on the SSIM metric.
It is worth noting that the DeFLow model requires the use
of a pre-trained model, which is trained on paired low-

resolution and high-resolution data, which provides strong
prior knowledge. Our method performs better than the
DeFlow-NP model that does not use the pre-trained model.
At the same time, the parameters of the DeFlow model are
much larger than our model, which will bring difficulties to
practical use, see Table 6. From the visual results in Figure 5
and Figure 6, our result removes the noise and is smoother
and clearer than the DeFlow-NP model.
Comparison with GAN-based methods. We find that our
model is more robust and effective. This may be because
GAN-based methods often need to fine-tune different loss
functions, and the cycle-consistency constraint is too weak
to attain the theoretical guarantee for image restoration
tasks. In the LUD-VAE model, we do not use any heuristic
loss function, such as perceptual loss or GAN-style loss, to
further improve the quantitative score. The visual results
in Figure 5 and Figure 6 show that the performance of the
GAN-based method is unstable; some images are still noisy,
while our approach is more robust.

4.4 Results in real-world image denoising

We compare LUD-VAE with the unsupervised denoising
method CBM3D [71], MCWNNM [72], NC [73], the dataset-
based denoising method N2S [51], the degradation model-
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ing method DeFlow/DeFlow-NP [1], and the fully super-
vised method DnCNN [6]. We also set up a baseline method
as additive white Gaussian noise degradation, denoted as
AWGN. Since the SIDD dataset contains images with differ-
ent noise levels, we synthetic the degraded images with dif-
ferent noise levels using different degradation methods. For
AWGN, we randomly apply Gaussian noise with zero mean
and standard deviation σ ∈ [20, 120] to each image; for
DeFLow/DeFlow-NP, we randomly apply synthetic noise
with the noise level parameter t ∈ [1, 4] to each image; for
LUD-VAE we choose σx ∈ [30, 70] in (20) for each image
randomly; For AWGN, LUD-VAE, and DeFlow/DeFlow-
NP, we use the DnCNN [6] for the downstream denoising
tasks for 100k iterations with an initial learning rate 1e − 4
and halved in 50k iteration. We test each method on the
validation set every 500 iterations, and choose the final
model with the best PSNR to evaluate on the benchmark
set.

The quantitative results are shown in Table 2. We find
that LUD-VAE has achieved the best results except for the
supervised method DnCNN. DeFlow does not perform very
well on this dataset; the reason may be the incomplete loss
function of the model (see Appendix) and the instability of
the training process. The dataset-based denoising method
N2S performs poorly because the noise does not satisfy
the spatial uncorrelated assumption. The visual results in
Figure 8 show that our results are closer to DnCNN’s, with
complete noise removal compared with the other methods.

4.5 Ablation study and discussion

Generation method. We compare different methods in Fig-
ure 4 to generate paired data in our model. For L2CN,
we need to train an additional PixelCNN [64] to sample
from the prior distribution p(z), which is inconvenient for
practical use; thus, we do not adopt this method. For N2C
and C2N, we evaluate them on the SIDD dataset. The results
are shown in Table 3, and we find that C2N achieves better
performance than N2C. One possible reason is that N2C is
a deterministic mapping, while C2N is stochastic. Since one
clean image has many different degraded counterparts, C2N
is more suitable for the downstream denoising model.
Inference invariant condition. We verify the inference in-
variant condition on the AIM19 dataset. Firstly, we evaluate
our method with different pre-processing noise levels σx
and σy, and then use the Maximum Mean Discrepancy [74]
(MMD) to measure the distance between q(z|x) and q(z|y)
for validating the establishment of the Inference invariant
condition (8). We use the validation set of AIM19 and central
crop the images to size 128× 128. For each image, we draw
10 samples {zi|x}10i=1, {zi|y}10i=1 from q(z|x), q(z|y) respec-
tively, and then calculate MMD metric between {zi|x}10i=1

and {zi|y}10i=1. We compute the average MMD metric on the
whole validation set, and the results are shown in Table 4.
From the table, we find that in case σx = 0, σy = 0, the
MMD is the largest, which means the inference invariant
condition does not hold, and the model cannot learn the un-
known degradation process, resulting in poor performance.
In addition, the performance of σy = 10, 15 is better than
σy = 5. One possible explanation is that when σy is rela-
tively large, the Gaussian noise will overwhelm the original

TABLE 3: Different generation methods on SIDD dataset.

SIDD benchmark SIDD validation
Method

PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑

N2C 34.74 0.901 34.78 0.858
C2N 34.82 0.926 34.91 0.892

TABLE 4: Validate inference invariant condition on AIM19
dataset.

σx σy PSNR ↑ SSIM ↑ LPIPS ↓ MMD

0 0 21.66 0.5349 0.519 7.64
10 5 21.87 0.5510 0.374 4.42
15 10 22.32 0.6197 0.341 2.34
20 10 22.47 0.6355 0.389 2.08
15 5 22.96 0.6492 0.402 4.66
20 15 22.20 0.6199 0.343 1.35

unknown noise, making the inference invariant condition
more satisfied, which is shown as the lower MMD metrics.
Meanwhile, comparing the results of σx = 15, σy = 10 with
σx = 20, σy = 10, we find that increasing the gap between
σx and σy, which means the degradation level of y is larger
will make LPIPS worse and make PSNR and SSIM better.
This may be because when the degradation level of y is
chosen to exceed the real degradation level, our model will
synthesize higher degraded images than the real degraded
images. The denoising performance of the image restoration
model will trend to make the image smoother and lose
the details. Increasing the pre-processing noise level can
decrease the MMD metric, making the inference invariant
condition more established. However, injecting higher-level
noise will impair more image information, reducing the
method’s representation ability. Therefore, we need to bal-
ance inference invariant condition with an appropriate level
of pre-processing noise and the model representation ability
in practical applications.
Stochastic latent layer. We investigate the structure of our
hierarchical VAE model with different stochastic layers,
see Table 5 for the results. From the table, we find that
the hierarchical VAE model outperforms the single layer
structure significantly, indicating the necessity of using the
hierarchical structure. Moreover, there is little difference
in the final performance when the latent depth is larger
than three. To reduce the number of parameters, our model
adopts the three-layer structure.
Synthetic degradation comparison. We compute Fréchet
Inception Distance [75] (FID) score to compare the quality of
generated degradation images between different methods.
FID is a metric that calculates the distance between the real

TABLE 5: Different stochastic layers of LUD-VAE on AIM19
dataset.

Num of Layer PSNR ↑ SSIM ↑ LPIPS ↓

1 Layer 21.24 0.5364 0.375
2 Layers 21.96 0.6139 0.344
3 Layers 22.32 0.6197 0.341
4 Layers 22.14 0.6209 0.346
5 Layers 22.07 0.6137 0.341
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Fig. 9: Synthetic degradation comparison with FID score.

TABLE 6: Model parameters and GPU running time.

#Parameters Times
Method

(Million) (Seconds)

FSSR [30] 1.62 0.011
DASR [31] 1.70 0.011
DeFlow [1] 62.94 2.548

LUD-VAE (ours) 5.71 0.387

and the generated images, where a smaller score means
better generation quality. We central crop the images to
128 × 128 from the validation set of AIM19 and NTIRE20
datasets and compare the FID scores of different degra-
dation modeling methods between the real and synthetic
degradation images on these cropped images, and the re-
sults are shown in Figure 9. We find that the FID score of our
method is better than other methods, except slightly inferior
to Impressionism [54] on the NTIRE20 dataset, whereas the
score of Impressionism on AIM19 is far worse than our
method. One possible reason is that Impressionism is a
handcrafted method with poor generalization. We also find
that the FID score cannot fully reflect the performance of the
downstream image restoration algorithm; for instance, the
DeFlow [1] model has a poor score on the AIM19 dataset,
but the restoration result outperforms other GAN-based
models.
Model parameter. We compare the model parameters and
the GPU running time for generating paired data (the di-
mension of the input image is 256×256×3) of different un-
paired learning models, see Table 6 for the results. The table
shows that DASR and FSSR have the lowest model param-
eters and running times, but their restoration performance
is beneath DeFlow and LUD-VAE methods. Compared with
DeFlow, our model has much fewer parameters and running
time, which is convenient for practical uses.

5 CONCLUSION

This paper proposes LUD-VAE, a degradation modeling
method using unpaired data based on variational infer-
ence. We disentangle the clean and corrupted data domains
through a probabilistic graphical model, which enables the
transformation from clean to corrupted data by estimat-
ing the joint probability density function of the two do-
mains using unpaired data from each domain individually.
Moreover, we establish the equivalency between paired

and unpaired learning for LUD-VAE under the inference
invariant condition, which provides the mathematical ratio-
nale for our approach. We use LUD-VAE to generate syn-
thetic training datasets for downstream supervised learning
methods and evaluate them on real-world denoising and
super-resolution tasks. Experimental results show that our
method achieves state-of-the-art results on real-world image
datasets.
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APPENDIX
DISCUSSIONS ON MAXIMUM LIKELIHHOOD

Fig. 10: Generative process in DeFlow model.

Considering the generative model in Figure 10 that is
suggested by the DeFlow method, where zx ∼ N (0, I),
zy = zx + u, u ∼ N (µu,Σu). In the DeFlow method, it
maximizes the log-likelihood function of the two marginal
densities:

max
θ

∑
i

log p(xi) +
∑
j

log p(yj). (26)

where

log p(x) = log |detDfθ(x)|+ logN (fθ(x); 0, I)

log p(y) = log |detDfθ(y)|+ logN (fθ(y);µu, I + Σu)
(27)

by the change of variables formula, where fθ is an invertible
normalizing flow. In the next, we show that the objective
function in (26) is incomplete for representing the log-
likelihood log p(x,y). Define

F (x,y) = (fθ(x), fθ(y)) = (zx, zy), (28)

where (zx, zy) ∼ N
([

0
µu

]
,

[
I I
I I + Σu

])
as zy = zx + u.

Using the change of variables formula, we have

p(x,y) = |detDF (x,y)| N
(
F (x,y);

[
0
µu

]
,

[
I I
I I + Σu

])
.

(29)
Since

F

([
x
y

])
=

[
fθ(x)
fθ(y)

]
⇒ DF

([
x
y

])
=

[
Dfθ(x) 0

0 Dfθ(y)

]
,

(30)
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we have

p(x,y) =
|detDfθ(x)| |detDfθ(y)|√

(2π)2n det Σu
×

exp

{
−1

2

[
fθ(x)

fθ(y)− µu

]T [
I + Σ−1u −Σ−1u
−Σ−1u Σ−1u

] [
fθ(x)

fθ(y)− µu

]}
,

(31)
where n is the dimension of random variables zx and zy.
Then the log-likelihood function log p(x,y) can be decom-
posed into

log p(x,y) = logN (fθ(x); 0, I) + log |detDfθ(x)|
+ logN (fθ(y);µu, I + Σu) + log |detDfθ(y)|
+ logN (fθ(x);−µu,Σu) + fTθ (x)Σ−1u fθ(y)

+
1

2
log ((2π)n det(Σu))− 1

2
µTuΣ−1u µu.

(32)
Using marginal distribution notation, the maximal likeli-
hood estimation is

max
θ

∑
i

log p(xi,yi)

= max
θ

∑
i

log p(xi) +
∑
j

log p(yj)

+
∑
i

logN (fθ(xi);−µu,Σu) + fTθ (xi)Σ
−1
u fθ(yi)

+
1

2
log ((2π)n det(Σu))− 1

2
µTuΣ−1u µu.

(33)

The additional term
∑
i f

T
θ (xi)Σ

−1
u fθ(yi) in (33) requires

the paired information. But, in the DeFlow model, it fur-
ther introduces conditional marginal likelihood and its re-
lationship with conditional likelihood is still unknown and
deserves further exploration. Inspired by the above deriva-
tions, we propose our generative graph in which the two
latent variables are independent that is relatively easy for
constructing an approximation of the log-likelihood.

REFERENCES

[1] V. Wolf, A. Lugmayr, M. Danelljan, L. Van Gool, and R. Timofte,
“Deflow: Learning complex image degradations from unpaired
data with conditional flows,” in CVPR, 2021, pp. 94–103.

[2] A. Lugmayr, M. Danelljan, R. Timofte, M. Fritsche, S. Gu, K. Puro-
hit, P. Kandula, M. Suin, A. Rajagoapalan, N. H. Joon et al., “Aim
2019 challenge on real-world image super-resolution: Methods
and results,” in ICCVW. IEEE, 2019, pp. 3575–3583.

[3] A. Buades, B. Coll, and J.-M. Morel, “A non-local algorithm for
image denoising,” in CVPR, vol. 2. IEEE, 2005, pp. 60–65.

[4] K. Dabov, A. Foi, V. Katkovnik, and K. Egiazarian, “Image denois-
ing by sparse 3-d transform-domain collaborative filtering,” IEEE
Trans Image Process, vol. 16, no. 8, pp. 2080–2095, 2007.

[5] S. Gu, L. Zhang, W. Zuo, and X. Feng, “Weighted nuclear norm
minimization with application to image denoising,” in CVPR,
2014, pp. 2862–2869.

[6] K. Zhang, W. Zuo, Y. Chen, D. Meng, and L. Zhang, “Beyond
a gaussian denoiser: Residual learning of deep cnn for image
denoising,” IEEE Trans Image Process, vol. 26, no. 7, pp. 3142–3155,
2017.

[7] K. Zhang, W. Zuo, and L. Zhang, “Ffdnet: Toward a fast and
flexible solution for cnn-based image denoising,” IEEE Trans Image
Process, vol. 27, no. 9, pp. 4608–4622, 2018.

[8] S. Guo, Z. Yan, K. Zhang, W. Zuo, and L. Zhang, “Toward convo-
lutional blind denoising of real photographs,” in CVPR, 2019, pp.
1712–1722.

[9] C. Dong, C. C. Loy, K. He, and X. Tang, “Learning a deep convo-
lutional network for image super-resolution,” in ECCV. Springer,
2014, pp. 184–199.

[10] C. Dong, C. C. Loy, and X. Tang, “Accelerating the super-
resolution convolutional neural network,” in ECCV. Springer,
2016, pp. 391–407.

[11] X. Wang, K. Yu, S. Wu, J. Gu, Y. Liu, C. Dong, Y. Qiao, and
C. Change Loy, “Esrgan: Enhanced super-resolution generative
adversarial networks,” in ECCVW, 2018, pp. 0–0.

[12] A. Lugmayr, M. Danelljan, L. Van Gool, and R. Timofte, “Srflow:
Learning the super-resolution space with normalizing flow,” in
ECCV. Springer, 2020, pp. 715–732.

[13] A. Abdelhamed, S. Lin, and M. S. Brown, “A high-quality denois-
ing dataset for smartphone cameras,” in CVPR, 2018, pp. 1692–
1700.

[14] A. Castillo, M. Escobar, J. C. Pérez, A. Romero, R. Timofte,
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