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Abstract. The Chan-Vese (CV) model is a classic region-based method in image seg-
mentation. However, its piecewise constant assumption does not always hold for prac-
tical applications. Many improvements have been proposed but the issue is still far
from well solved. In this work, we propose an unsupervised image segmentation ap-
proach that integrates the CV model with deep neural networks, which significantly
improves the original CV model’s segmentation accuracy. Our basic idea is to apply
a deep neural network that maps the image into a latent space to alleviate the vio-
lation of the piecewise constant assumption in image space. We formulate this idea
under the classic Bayesian framework by approximating the likelihood with an evi-
dence lower bound (ELBO) term while keeping the prior term in the CV model. Thus,
our model only needs the input image itself and does not require pre-training from
external datasets. Moreover, we extend the idea to multi-phase case and dataset based
unsupervised image segmentation. Extensive experiments validate the effectiveness
of our model and show that the proposed method is noticeably better than other un-
supervised segmentation approaches.
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1 Introduction

Image segmentation is one of the fundamental problems in image processing and has
many applications in computer vision such as object detection [16], recognition [43] and
medical image analysis [35]. Despite great improvements in image segmentation in re-
cent years, it remains challenging and deserves further exploration. Specifically, given an
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open and bounded domain Ω⊂R2 and an image I : Ω→R, segmentation aims at find-
ing a decomposition of the region Ω=(∪N

i=1Ωi)∪Γ, where Γ is the closed segmentation
curve and Ωi,i=1,2,.. .,N are disjoint open regions of interests. One seminar work is the
so-called Mumford-Shah model [29] that minimizes the following functional:

EMS(J,Γ) :=
∫

Ω
(I− J)2dx+µ

∫
Ω\Γ
|∇J|2dx+ν|Γ|, (1.1)

where J is a piecewise smooth approximation of I and |Γ| is the length of Γ. Here, µ and ν
are two positive constants and |Γ| can be written as H1(Γ), which is the 1-dimensional
Hausdorff measure. The difficulty in studying (1.1) is that it involves two unknowns J
and Γ of different natures: J is a function defined on a 2-dimensional space, while Γ is
a 1-dimensional set. It is not easy to minimize the Mumford-Shah functional EMS and
the simplified Chan-Vese (CV) model [11] is proposed by using the piecewise constant
assumption and thus the functional is reduced to:

ECV(c1,c2,Ω)=
∫

Ω1

(I−c1)
2dx+

∫
Ω\Ω1

(I−c2)
2dx+ν|∂Ω1|, (1.2)

where c1,c2 are constants for foreground (fg) and background (bg) respectively and ∂Ω1
is the boundary of Ω1. Throughout this paper, we called Ω1 as the fg and Ω\Ω1 as the
bg. Also, under the maximum a posterior (MAP) framework, the Chan-Vese model (1.2)
is derived in [14] by assuming that fg/bg are random variables that generated from two
Gaussian distributions and the prior distribution of the boundary is the length regular-
ization term in (1.2). The Gaussian distribution assumptions for fg/bg are key factors
for the success of segmentation but they do not hold for complex scenes. In Figure 1,
we illustrate two typical cases: (i) The fg or bg does not satisfy the Gaussian distribution
hypothesis (see the first row in Figure 1 (b)); (ii) the distributions of fg and bg have been
significantly overlapped (see the second row in Figure 1 (b)). The results of the CV model
are present in Figure 1 (c). It is clear that the CV model fails in both cases due to the viola-
tion of its basic assumption. To widen the CV model’s application range, there is a need
to construct a more accurate model applicable to complex scenes.

In recent years, deep learning methods have achieved state-of-the-art performance in
image segmentation [20, 26], which trains a deep neural network from a set of training
samples. However, their performance heavily depends on a large number of high-quality
training samples in which each pixel has a label. In practice, the labeling process is time-
consuming [50] and need many human efforts, especially in domain-specific applications
such as medical images and seismic data. To relax the supervision requirements, some
recent works utilize weakly or semi-supervised image segmentation, e.g., relaxations of
the pixel-level annotations to image level [32] or bound box level [15]. These methods
still need many training pairs to achieve good performance such that sufficiently many
complex scenes are covered. Therefore, further relaxing the supervision requirements to
the unsupervised setting has its own practical and scientific values and deserves to be
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(a) (b) (c) (d) (e) (f)

Figure 1: (a) Original image. (b) Foreground/background (fg/bg) distribution in image space. (c) Segmentation
result by the CV model (1.2). (d) Latent space representations of the original image. (e) Fg/bg distributions in
latent spaces. (f) Our segmentation results.

studied. One recent unsupervised learning method uses deep image prior [45] for im-
age recovery and decomposition problems. Yet, it suffers from the overfitting problem,
and the result is inferior to traditional methods in some tasks, e.g., image denoising. Be-
sides the dataset dependency, the supervised networks may not be stable and suffer from
adversarial perturbations, which cause false predictions [42]. Meanwhile, the trained net-
works’ generalization problem exists when the scene is complicated, and the object is not
contained in the training set. More importantly, due to the ”black box” property of deep
neural networks, it is difficult to analyze the internal mechanism, especially for the failure
cases. On the contrary, the traditional model based approaches have a clear and rigor-
ous mathematical foundation. Thus, combining traditional methods with deep learning
approaches and fully exploring both advantages is important for unsupervised image
segmentation.

1.1 Summary of Contributions

Motivated by the above analysis, our work aims at promoting the unsupervised image
segmentation framework by combining the deep neural networks with the traditional
maximum a posterior (MAP) framework. The basic idea is to map the input image to
a latent image using a deep neural network. The fg/bg distributions are simplified in
the latent space such that the CV model is applicable. In Figure 1 (d)-(f), it shows the la-
tent representations for fg/bg and validates our basic idea, which leads to more accurate
segmentation results than CV model.

Formally, we formulate our idea in a classic MAP framework that desires to maximize
the posterior distribution. It is known that the posterior is proportion to the product of
the likelihood and prior distribution. In the CV model (1.2), the prior distribution is an ex-
ponential function for the length of the segmentation curve. The likelihood assumes to be
Gaussian distribution for fg and bg, which is not always accurate in practice. To address
the above problem, we assume that each region corresponds to a latent variable that sat-
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Figure 2: The proposed unsupervised image segmentation framework. The input image is transformed by
the encoder to the latent space, where the mask separates the latent image into the given foreground and
background distribution. The decoder recovers the original image from the latent image.

isfies the Gaussian distribution and derive an evidence lower bound (ELBO) term to ap-
proximate the likelihood. The ELBO term is derived from the Variational Auto-Encoder
(VAE) [24] that contains encoder and decoder networks. The above two networks build
up the connections between image space and latent space and contains two terms: the
Kullback-Leibler (KL) divergence loss and the reconstruction loss. More specifically, the
KL loss represents the distance between the latent representations of foreground and
background and the Gaussian distribution, while the reconstruction loss maintains the
connection between image space and latent space. Figure 2 demonstrates the workflow
of our model. Replacing the likelihood in MAP with the derived ELBO, we can derive
an unsupervised loss. Each term can be explained as model-driven approaches rather
than designing by heuristics. Thus, our model does not need any pre-training or training
samples except for the input image itself. We summarize our contributions as follows.

• An unsupervised image segmentation method that integrates deep neural networks
with the CV model is proposed by coupling each region with a latent variable. Us-
ing the expressive power of deep neural networks, the input image is mapped into
a latent space in which the piecewise constant assumption for the fg and bg holds,
thus significantly improving the CV model’s segmentation accuracy. Also, a con-
vergent numerical algorithm is proposed for solving the resulted non-convex and
non-smooth optimization problem.

• Based on the MAP framework, we derive an ELBO term for approximating the
likelihood, which naturally improves each term’s explainability in our loss func-
tion and makes our network diagnosable. Moreover, this method’s idea can be ex-
tended to multi-phase image segmentation and dataset based image segmentation
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problems.

• Extensive numerical experiments validate our method’s robustness. They show
that the proposed model improves the CV model’s segmentation accuracy by a
large margin and outperforms other unsupervised learning or classical approaches.

The rest of the paper is organized as follows. The related work is present in section 2.
In section 3, we derive the proposed model, which is based on the traditional CV model.
We then give a numerical algorithm to solve this model and show that the proposed al-
gorithm converges. In section 4, we extend this idea to multi-phase segmentation, and
dataset based segmentation tasks. In section 5, we compare our two-phase segmentation
method with other four algorithms [11, 14, 18, 34] on the Weizmann dataset [2], com-
pare our multi-phase segmentation method with the Double-DIP [18], the Normal Cut
method [41], and compare our dataset based segmentation with the CV model [11] and
one Generative Adversarial Network (GAN) based model ReDO [13]. In section 6, we
discuss the performance of the proposed method from six perspectives. Conclusions are
given in section 7.

2 Related Work

The image segmentation problem is important, and there are many works in this direc-
tion. In this section, we briefly review the papers that are closely related to this work.
Active contour-based segmentation methods. An early attempt in image segmentation
is the Snakes model, which used PDEs to find the optimal segmentation curve [22]. The
Snakes model belongs to edge models, which heavily rely on the choice of initial curves.
The level-set method [40] is an alternative method for representing the segmentation
region and can handle the topological change of the segmentation curve. The geodesic
active contours method is proposed in [8], but it is sensitive for initialization and has
many local minima. The Chan-Vese model [11] is a region-based segmentation model,
and the statistical understandings for these region-based models are given in [14]. To
avoid from getting stuck in local minima, convex relaxation approaches [6, 7, 10, 36] and
the graph cut method [19] are proposed for improving the convergence behavior. The
LBF model [25] is proposed for intensity inhomogeneous images. Convex shape prior
is introduced in [9, 27]. Unlike the above work, our method is a VAE based method
that takes advantage of deep networks’ high expressive power to model complex scenes,
leading to better segmentation results.
Variational Auto-Encoders (VAEs). VAE is an important generative model based on
variational inference [24]. A lower bound of the original distribution is estimated by in-
troducing a latent space, which contains random variables following simple distribution.
Deep neural networks parameterize the relationship between latent space and original
space. There have been many signs of progress along this direction in image processing,
such as image denoising [38], image compression [52], and image super-resolution [47].



6

However, these methods need a large number of training samples to approximate accu-
rate distribution. Our work is an early attempt at using VAEs for unsupervised single
image segmentation to the best of our knowledge.
Deep image prior. Deep image prior [45] explicitly represents the real images by deep
neural networks with low dimensional random input. It is shown that deep image prior
can be applied for many image processing tasks such as image denoising, inpainting,
and super-resolution. Since deep image prior does not need external learning, it in-
spires many follow-ups works. Gandelsman et al. [18] propose a double deep image
prior method which uses two deep neural networks with different regularization for
representing two layers for given images. It shows good performance in many image
decomposition tasks, including segmentation, dehazing, and transparent layer separa-
tion. However, the objective function in these methods is heuristically designed and
lacks mathematical understanding. Instead, our model is constructed from the traditional
MAP framework, which improves each term’s interpretability in the object function.

3 The Proposed Approach

In this section, we firstly review the statistical model for segmentation [14] and then
propose our method for image segmentation based on VAEs. For the sake of simplicity,
we represent the I as a matrix in Rn×m, and denote Ix = I(x), where x runs for the set of
matrix indexes Ω={(i, j) | i=1,.. .,n; j=1,.. .,m}.

3.1 Statistical Model for Image Segmentation

Given an image I∈Rn×m, the segmentation problem can be formulated to maximize the
posterior probability p(P(Ω) | I) where P(Ω) denotes a partition of Ω, i.e., there exist
N non-overlapped sub-regions Ωi such that Ω = ∪N

i=1Ωi. Using the Bayesian rule, the
posterior is

p(P(Ω) | I)∝ p(I |P(Ω))p(P(Ω)), (3.1)

where p(I | P(Ω)) is the likelihood and p(P(Ω)) is the prior information. Specifically,
in binary segmentation, there are only two phases Ω1, Ω2, we introduce a binary valued
segmentation mask u∈{0,1}m×n to represent the regions, i.e.,

Ω1={x∈Ω |ux =1}, Ω2={x∈Ω |ux =0}. (3.2)

Thus, the model (3.1) is reduced to

p(u | I)∝ p(I |u)p(u). (3.3)

The term p(u) is the prior, and there are many types of prior knowledge of the segmen-
tation curves such as shape and length [27]. In CV model [11], p(u) is chosen as

p(u)= ∏
x∈Ω

p(ux), p(ux)∝exp(−ν‖∇ux‖2), (3.4)
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where ‖∇ui,j‖2 =
√
(ui,j−ui−1,j)2+(ui,j−ui,j−1)2. Under the independent assumption of

each region and pixels, the first term in (3.3) is

p(I |u)= ∏
x∈Ω

p(Ix |ux). (3.5)

Let N (0,1) to be the standard Gaussian distribution and set

p(Ix |ux)=

{
N (c1,1), if ux =1,
N (c2,1), if ux =0,

(3.6)

combing (3.6) with (3.4), we obtain the energy function of the discretized CV model

ECV(c1,c2,u)= ∑
x∈Ω

ν‖∇ux‖2+ux(Ix−c1)
2+(1−ux)(Ix−c2)

2. (3.7)

It is clear that the Gaussian assumption (3.6) does not always hold in practice, and thus
one extended version of the CV model is imposing more complex assumptions on Ix |ux
such as the mixture of Gaussian [17]. However, it is not easy to find a universal method
for modeling the likelihood accurately in practical applications. To address this prob-
lem, we apply the deep neural network-based generative models that approximate the
likelihood term p(I |u).

3.2 The Deep CV Model

In this subsection, we propose an unsupervised image segmentation framework by using
the VAE [24], which is a powerful generative model. To approximate the likelihood p(I |
u), we associate I with a latent variable Z∈Rn×m×d, where d is the dimension of the latent
space, and impose the Gaussian assumptions on the latent variable Z, i.e.,

p(Z |u)= ∏
x∈Ω

p(Zx |ux), p(Zx |ux)=

{
N (µ1,Σ1), if ux =1,
N (µ2,Σ2), if ux =0,

(3.8)

where µi ∈Rd is the first order moment, and Σi is the covariance matrix. Moreover, the
likelihood p(I |u) has the relationship:

lnp(I |u)= ln
∫

p(I,Z |u)dZ= ln
∫ p(I,Z |u)

q(Z | I) q(Z | I)dZ

≥
∫

ln
(

p(I,Z |u)
q(Z | I)

)
q(Z | I)dZ,

(3.9)

where the last inequality follows from the Jensen’s inequality. Define the evidence of
lower bound (ELBO) as the right hand side in (3.9), i.e.

ELBO=
∫

ln
(

p(I,Z |u)
q(Z | I)

)
q(Z | I)dZ, (3.10)
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it provides a lower bound for the log-likelihood lnp(I |u) which is originally given in [24].
By direct calculation, the ELBO term is equal to

Eq(Z|I) ln(p(I |Z,u))−KL(q(Z | I)‖p(Z |u)), (3.11)

where KL is the Kullback–Leibler (KL) divergence. Choosing

p(I |Z,u)= ∏
x∈Ω

p(Ix |Z)= ∏
x∈Ω
N (F (Z)x,1),

q(Z | I)= ∏
x∈Ω

q(Zx | I)= ∏
x∈Ω
N (Gµ(I)x,Gσ(I)x),

(3.12)

where F and G=(Gµ,Gσ) are the decoder map and encoder map, respectively. The next
proposition shows that (3.11) has an analytical form.

Proposition 3.1. Let u be a binary function on Ω, we set Ω1={x|ux=1} and Ω2={x|ux=
0}. If Z satisfies (3.8) and choose p(I |Z,u) and q(Z | I) as (3.12), then the ELBO in (3.11)
is equal to

− 1
2

Eη‖F (Gµ(I)+
√
Gσ(I)η)− I‖2−∑

x∈Ω

(
uxKLΩ1

x +(1−ux)KLΩ2
x

)
+c (3.13)

where η∼N (0,I), c is a constant, and for i=1,2,

KLΩi
x =

1
2

(
ln
|Σi|
|Gσ(I)x|

−d+tr(Σ−1
i G

σ(I)x)+(Gµ(I)x−µi)
TΣ−1

i (Gµ(I)x−µi)

)
. (3.14)

The proof of Proposition 3.1 is shown in section 7.1 in Appendix. In our model, we
replace the likelihood term lnp(I | u) by the ELBO term derived in Proposition 3.1 and
obtain our loss function as

E(u,F ,G)= 1
2

Eη‖F (Gµ(I)+
√
Gσ(I)η)− I‖2︸ ︷︷ ︸

Reconstruction

+ ∑
x∈Ω

ν‖∇ux‖2︸ ︷︷ ︸
Regularization

+uxKLΩ1
x +(1−ux)KLΩ2

x︸ ︷︷ ︸
KL

.

(3.15)
In this paper, we parameterize the decoderF and the encoder G by deep neural networks,
and the concrete settings of F and G are given in section 5.

3.3 Numerical Algorithm

The minimization of (3.15) is a challenging problem due to its non-convexity and non-
smoothness. Similar to [10,37], we formulate (3.15) as the following binary labeling prob-
lem,

E(θ,γ,u)=ν‖∇u‖1,2+
1
2

Eη‖Fθ(G
µ
γ(I)+

√
Gσ

γ(I)η)− I‖2+KLΩ1
u +KLΩ2

1−u, u∈{0,1}n×m,
(3.16)
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where F and G are parameterized by deep neural networks Fθ and Gγ, θ and γ are pa-
rameters,∇vi,j=(vi,j−vi−1,j,vi,j−vi,j−1)

>∈{−1,0,1}, ‖∇v‖1,2=∑x∈Ω‖∇vx‖2, and KLΩi
u =

∑x∈Ω uxKLΩi
x , i= 1,2. To relax the combinatorial constraints on u, we approximate u by

S(φ) where S(x)= 1/(1+exp(−x)) is the sigmoid function which is a one-to-one map-
ping between R and (0,1). Thus, the model (3.16) is relaxed to

E(θ,γ,φ)=ν‖∇S(φ)‖1,2+
1
2

Eη‖Fθ(G
µ
γ(I)+

√
Gσ

γ(I)η)− I‖2+KLΩ1
S(φ)+KLΩ2

1−S(φ). (3.17)

Moreover, we introduce a squared `2-term for penalizing the∇S(φ) in (3.17), which leads
to the following loss function:

ELS(θ,γ,φ,w)=ν‖w‖1,2+
λ

2
‖w−∇S(φ)‖2

2+
1
2

Eη‖Fθ(G
µ
γ(I)+

√
Gσ

γ(I)η)− I‖2

+KLΩ1
S(φ)+KLΩ2

1−S(φ),
(3.18)

where λ>0 is the penalty parameter.
To minimize (3.18), we adopt the alternating optimization method. Specifically, given

the current estimate (θk,γk,φk,wk), our method consists of the following two steps: fixing
wk, update (θk+1,γk+1,φk+1) via

θk+1= θk−α1∇θELS(θ
k,γk,φk,wk)

γk+1=γk−α2∇γELS(θ
k,γk,φk,wk)

φk+1=φk−α3∇φELS(θ
k,γk,φk,wk)

, (3.19)

where αi >0,i=1,2,3 are step sizes; fixing (θk+1,γk+1,φk+1), update wk+1 via

wk+1=argmin
w

{
ν‖w‖1,2+

λ

2
‖w−∇S(φk+1)‖2

2

}
. (3.20)

It is noted that ∇θELS and ∇γELS can be efficiently estimated by the auto-differentiation
scheme in open source software, e.g., TensorFlow [1] or PyTorch [33]. Moreover, we give
the analytic solution for the sub-problem (3.20) in the next proposition, and the proposed
unsupervised segmentation is present in Algorithm 1.

Proposition 3.2. The solution of (3.20) is given by

wk+1
i,j =max

(
‖∇S(φk+1)i,j‖2−

ν

λ
,0
) ∇S(φk+1)i,j

‖∇S(φk+1)i,j‖2
,∀i, j=1,.. .,n. (3.21)

Remark 1. The reconstruction loss in (3.15) can be efficiently estimated by the Monte-
Carlo method [28]. In this work, the number of sampling is set as 1. Moreover, the
formulation can be easily extended for the color image by setting Ix∈R3, and the results
are shown in section 5.
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Algorithm 1 The proposed unsupervised segmentation
Input: Image I : Ω→R needs to be segmented.
Output: The foreground and background region mask u : Ω→{0,1}.

1: Initial encoder, decoder network Fθ ,Gγ and the region function φ.
2: for k=0,1,2,3,... do
3: Update network parameters γ,θ and function φ by (3.19).
4: Update w by (3.21).
5: end for
6: Take the sign of φ to get the final region mask u.
7: return u.

Remark 2. In this work, we choose the decoder map F and the encoder map G as the
classic U-nets [39]. Specifically, a U-net h can be represented by

h(x)=HK◦HK−1◦···◦H1(x), (3.22)

and Hi(x) = σ◦P◦A(x) where σ is the nonlinear activation function, P is the identity,
downsampling or upsampling operator, A is the linear operator that represents the con-
volution layer or fully connected layer.

3.4 Convergence analysis

In this subsection, we establish the convergence properties for Algorithm 1 based on the
analysis of the multi-block iteration scheme [4,5,48] for solving non-convex minimization
problems. Before proceeding to the analysis, we make the following assumptions on ELS.

Assumption 1. There exists a bounded setM such that the sequence {(θk,γk,φk,wk)}⊂
M. Moreover, there exists LM such that for all (θi,γi,φi,w)∈M,i=1,2, we have

‖∇θ,γ,uELS(θ1,γ1,φ1,w)−∇θ,γ,uELS(θ2,γ2,φ2,w)‖≤LM‖(θ1,γ1,φ1)−(θ2,γ2,φ2)‖. (3.23)

The boundedness of the sequence can be guaranteed by imposing the physical con-
straints on θ,γ,φ, which is a common clip operation in network training. Following the
convergence proof framework proposed in [5], the next theorem establishes the conver-
gence property of Algorithm 1.

Theorem 3.3. Suppose Assumption 1 holds and F , G are deep neural networks defined
in (3.22) with sigmoid activation. Let {xk}= {(θk,γk,φk,wk)} be the sequence generated
by Algorithm 1 with step sizes αi ≤ 2/LM, i = 1,2,3 in (3.19). Then, the sequence {xk}
converges to a stationary point of ELS defined in (3.18).

Proof. The proof is present in Section 7.2 in Appendix.

Remark 3. The ReLU activation can be replaced by the other differentiable activation
functions, e.g., CReLU. It is noted that the softplus function can be seen as the smooth
approximation of the ReLU, which is a common activation used in deep learning.
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4 Extensions

In this section, we extend our idea to multi-phase segmentation and dataset based seg-
mentation problems.

4.1 Multi-phase Image Segmentation

Assume there are N phases Ω1,Ω2,...,ΩN , denote the indicator function of Ωi as ui, i.e.,

ui(x)=

{
1,x∈Ωi

0,x /∈Ωi
and ∑N

i=1 ui = 1 for disjoint regions. Then the loss function in (3.15)

becomes

E({ui}N
i=1,F ,G)= 1

2
Eη‖F (Gµ(I)+

√
Gσ(I)η)− I‖2︸ ︷︷ ︸

Reconstruction

+∑
x

ν
N

∑
i=1
‖∇uix‖2︸ ︷︷ ︸

Regularization

+
N

∑
i=1

uixKLΩi
x︸ ︷︷ ︸

KL

, (4.1)

where η ∼N (0,I). Instead of directly using N independent level-set functions [51] or
the vector valued Heaviside function [46], we represent phases (u1,u2,. . .,uN) by Φ =
(φ1,φ2,. . .,φN) with

ui =Si(Φ)=
expφi

∑N
j=1expφj

, i=1,2,.. .,N. (4.2)

The smoothed relaxation of (4.1) is

E(Φ,F ,G)= 1
2

Eη(F‖Gµ(I)+
√
Gσ(I)η)−I‖2+∑

x
ν

N

∑
i=1
‖∇Si(Φ)x‖2+

N

∑
i=1

Si(Φ)xKLΩi
x . (4.3)

Same as section 3.3, the object function of our multi-phase segmentation model becomes

Ẽ(θ,γ,Φ)=
1
2

Eη‖Fθ(G
µ
γ(I)+

√
Gσ

γ(I)η)− I‖2+
N

∑
i=1

ν‖∇Si(Φ)‖1,2+
N

∑
i=1

KLΩi
S(φ), (4.4)

with introducing a squared `2-term for penalizing ∇Si(Φ), we obtain the following loss
function

ELS(θ,γ,Φ)=
N

∑
i=1

(
ν‖wi‖1,2+

λ

2
‖wi−∇Si(Φ)‖2

2

)
+

1
2

Eη‖Fθ(G
µ
γ(I)+

√
Gσ

γ(I)η)− I‖2+
N

∑
i=1

KLΩi
S(φ),

(4.5)

where λ>0 is the penalty parameter. Denote (wk
1,...,wk

N) by Wk, with the same alternative
optimization method in section 3.3, we update (θk+1,γk+1,Φk+1) via

θk+1= θk−α1∇θELS(θ
k,γk,Φk,Wk)

γk+1=γk−α2∇γELS(θ
k,γk,Φk,Wk)

Φk+1=Φk−α3∇ΦELS(θ
k,γk,Φk,Wk)

, (4.6)
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where αi >0,i=1,2,3 are step sizes; fixing (θk+1,γk+1,Φk+1), update Wk+1 via

wk+1
i =argmin

wi

{
ν‖wi‖1,2+

λ

2
‖wi−∇Si(Φk+1)‖2

2

}
, ∀i=1,.. .,N. (4.7)

In particular, from Proposition 3.2 we have:

wk+1
i k,l =max

(
‖∇Si(Φk+1)k,l‖2−

ν

λ
,0
) ∇Si(Φk+1)k,l

‖∇Si(Φk+1)k,l‖2
,∀i=1,.. .,N; k,l=1,.. .,n. (4.8)

In summary, the proposed multi-phase segmentation algorithm is present in Algorithm 2.

Algorithm 2 The proposed unsupervised multi-phase segmentation
Input: Image I : Ω→R needs to be segmented and N the number of regions
Output: The multi-phase region mask u : Ω→{1,.. .,N}.

1: Initial encoder, decoder network Fθ , Gγ and the region function Φ=(φ1,. . .,φN).
2: for k=0,1,2,3,... do
3: Update network parameters γ, θ and function Φ by (4.6).
4: Update w by (4.8).
5: end for
6: Let u(x)=argmaxi{φi(x) | i=1,.. .,N}.
7: return u.

4.2 Dataset Based Image Segmentation

In this section, we extend the proposed idea to train a deep neural network on a set of un-
labeled images. Once the training process is finished, the network is fixed for estimating
the segmentation masks on the test images, and thus significantly accelerates the infer-
ence speed comparing to classical single image based methods. Mathematically, given an
image dataset S={Ii} sampled from the image distribution p(I), e.g., image of flowers,
human faces. Our goal is to learn a segmentation function U such that it can separate
each input image Ii into two disjoint parts: the fg Ωi

1 and the bg Ωi
2. To achieve this

goal, we propose our dataset based segmentation objective function by modifying the
loss function in (3.15) to

E(U ,F ,G)= ∑
I∈S

1
2

Eη(F‖Gµ(I)+
√
Gσ(I)η)− I‖2︸ ︷︷ ︸

Reconstruction

+ ∑
x∈Ω
U (I)xKLΩ1

x +(1−U (I)x)KLΩ2
x︸ ︷︷ ︸

KL

+ R(U (I))︸ ︷︷ ︸
Regularization

,
(4.9)
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where η∼N (0,I), andR denotes the regularization functions. Compared to the previous
models in single image case, we use a deep neural network that outputs the segmentation
results. Thus, we impose additional constraints on U such that it is applicable for the
images in the whole dataset.
Augmentation invariant. The segmentation function U is exchangeable with the aug-
mentation operators. Denote these operators as O, for each iteration, we rotate the mini-
batch images Sk for 90◦, or 180◦, or 270◦, and flip the images randomly, then compute the
binary cross entropy loss between U (O(Sk)) and O(U (Sk)), i.e.,

BCE(U )=− ∑
I∈Sk

∑
x
O(U (I))x lnU (O(I))x−(1−O(U (I))x)ln(1−U (O(I))x). (4.10)

Conservation of region information. To avoid generating empty regions, we use a dis-
criminator network D to distinguish whether the outputs of decoder F are generated
from empty regions. For each iteration, we sample mini-batch images Sk from dataset S ,
and sample fake empty fg/bg images SΩ1 /SΩ2 from decoder F by setting SΩi =F (ZΩi),
where ZΩi ∼N (µi,Σi), i= 1,2. Then we compute the classification binary cross entropy
loss for discriminator D to distinguish real images Sk from fake fg and bg images SΩ1 ,
SΩ2 , i.e.,

BCE(D)=− ∑
I∈Sk

lnD(I)− ∑
I∈SΩ1

ln(1−D(I))− ∑
I∈SΩ2

ln(1−D(I)). (4.11)

Then we fix discriminator D and decoder F compute the conservation of region infor-
mation loss for segmentation function U ,

CRI(U )=− ∑
I∈Sk

lnD(F (ZΩ1�U (I)+ZΩ2�(1−U (I)))) (4.12)

which force U generate non-empty regions.
Thus, the regularization loss R(U (I)) in (4.9) is the summation of the augmentation

invariant loss (4.10) and the conservation of region information loss (4.11)-(4.12). More-
over, we adopt the alternating minimization method for solving (4.9). For each iteration,
we first update F , G, U with the reconstruction and KL losses in (4.9), then we update U
with the regularization loss. See Algorithm 3 for the details.

Remark 4. The loss function (4.9) can be derived under the variational inference frame-
work. Specifically, we assume that I has two latent variables: Z is the latent image that
satisfies the Gaussian assumption, and u is the segmentation mask for I. Maximizing the
ELBO obtained by variational inference is equivalent to the minimize loss function we
proposed in (4.9). From this perspective, our method is interpretable, see section 7.3 in
Appendix for the details.
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Algorithm 3 The proposed dataset based segmentation
Input: Image dataset S={Ii}
Output: The segmentation function U .

1: Initial encoder, decoder network F ,G, segmentation function U , and discriminator
D.

2: for k=0,1,2,3,... do
3: Sample a mini-batch Sk from S .
4: Update network F ,G and U with the reconstruction and KL losses in energy func-

tion (4.9).
5: Choose an augmentation operator O randomly, and update U with the binary

cross entropy loss (4.10).
6: Fix decoder F , generate fake foreground/background images SΩ1/SΩ2 , and up-

date discriminator D with binary classification loss (4.11).
7: Fix decoder F and discriminator D, Update U by (4.12).
8: end for
9: return segmentation function U .

5 Experiments and Results

In this section, we show results of our segmentation method. All experiments are evalu-
ated in the sRGB space.

5.1 Implementation Details

All encoder, decoder maps are parameterized by the U-net [39], which includes an en-
coder part (the down-sampling) and a decoder part (the up-sampling). For each down-
sampling module, it halves the data size and doubles the number of channels. Cor-
respondingly, for each up-sampling module, it doubles the data size and reduces the
number of channels by half. U-net includes 4 down-sampling and 4 up-sampling mod-
ules. The result of each down-sampling module is transferred to the corresponding up-
sampling module through a skip connection.

For single image based fg/bg segmentation, the regularization parameter ν is fixed
as 1, the dimension d of the latent space is fixed as 1, µ1, µ2 in latent space are set as
µ1=10, µ2=−10, and Σ1, Σ2 are set as 1. For multi-phase segmentation, we set the latent
dimension to be the number of segment regions, µi = 5ei, where ei =(0,··· ,1(i-th),··· ,0),
Σi = I, and the regularization parameter ν is fixed as 1. For dataset based segmentation,
the latent dimension is fixed as 1, and we set µ1 =−3, µ2 = 3, Σ1 = 1, Σ2 = 1. We use the
Monte-Carlo method to estimate the reconstruction loss, where the number of sampling
is set as 1.

For single image based fg/bg and multi-phase segmentation, we choose Gσ(·)= I to
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Table 1: Segment coverage test results on Weizmann database.

D-DIP [18] N-Cuts [41] CV [11] SA [14] Ours
F-measure 0.83 0.70 0.79 0.85 0.87

mIoU 0.73 0.56 0.68 0.77 0.79

reduce the parameters. In this case, the objective function in (3.15) is reduced to

E(u,F ,G)=1
2

Eη‖F (Gµ(I)+η)− I‖2+ ∑
x∈Ω

ν‖∇ux‖2

+
1
2
(
ux‖Gµ(I)x−µ1‖2+(1−ux)‖Gµ(I)x−µ2‖2).

(5.1)

The experimental results show that this setting can achieve a satisfactory performance
in single image based segmentation tasks. For dataset based image segmentation, we
use 4 neural networks in total, i.e., encoder G decoder F , segmentation network U , and
discriminator D. For F , G and U we use the U-net, and for D, the network consists of 5
convolutional layers and one fully connected layer. The number of channels of the con-
volutional layers are set to 32, 64, 128, 256, 512. We use instance normalization [44] to ac-
celerate the training process. In two phase segmentation, we initialize u using a saliency
detection method [34]. In multiphase segmentation and dataset based segmentation, we
random initialize u and the segmentation function U .

We use ADAM [23] algorithm to optimize the network parameters. For our single im-
age based model, the learning rate is set to 1e−1, and for our dataset based segmentation,
we set learning rate to 1e−3, and use mini-batches of size 128. The auto-gradient frame-
work calculates the discretization of the gradient. Experiments with single images are
running on a single NVIDIA GeForce GTX 1080TI GPU, and dataset based experiments
are running on an 8 × NVIDIA GeForce GTX 1080TI GPU server.

5.2 Fg/bg Segmentation

We evaluate our fg/bg segmentation method on the Weizmann dataset [2], which con-
tains 100 color images with fg/bg segmentation results manually annotated by people.
The Double-DIP model [18], the Chan-Vese model [11], the statistical model [14] and the
Normal Cut method [41] are chosen for comparison. Following the same settings in the
Double-DIP model [18], we use the result of a saliency detection method [34] to make
an initialization of the segmentation mask u for Ours model, the Double-DIP model [18],
the Chan-Vese model [11] and the statistical model [14]. For the Normal Cut method [41],
we evaluate different numbers of regions range from 2 to 10 and choose the best for the
whole dataset. We further apply guided filtering [21] on the segmentation result to obtain
a refined result.

For quantitative analysis, we evaluate segmentation results by assessing their consis-
tency with the ground truth segmentation. F-measure and mIoU results of each method
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(a) Inputs (b) CV [11] (c) SA [14] (d) D-DIP [18] (f) Ours

Figure 3: Visual results of our fg/bg segmentation on Weizmann dataset.
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are evaluated here. Denote TP, FP, TN and FN the true positive, false positive, true neg-
ative, and false negative values of a particular segmentation, then

Recall=
TP

TP+FN
Precision=

TP
TP+FP

, (5.2)

F-measure is the combination of Recall (R) and Precision (P)

F-measure=
2RP
R+P

. (5.3)

Whereas mean intersection over union (mIoU) is the ratio between the area of the inter-
section between the inferred segmentation and the ground truth over the area of their
union

mIoU=
TP

FN+FP+TP
. (5.4)

See Table 1 for the results. From the table, we see that our method gives the highest scores
for both F-measure and mIoU. The visual results are given in Figure 3, where we find our
method achieves more accurate segmentation results than other methods.

5.3 Multi-phase Segmentation

Four images are chosen for testing the performance of the Normal Cut model [41], the
multi-phase version Chan-Vese model [46], and our proposed method. The results are
shown in Figure 4. For Normal Cut model [41], we set the number of regions ranging
from 3 to 20 and choose the best one. For the multi-phase Chan-Vese model [46], we use
two level-set functions to represent the regions. For our model, we set the region’s num-
ber to 4, 3, 3, 3 for the test images in Figure 4. We find our model achieves a satisfactory
result for all images while Normal Cut and Chan-Vese model are less accurate.

5.4 Dataset Based Segmentation

We evaluate our dataset based segmentation method on the Flower dataset [30, 31]. The
dataset is provided with a set of masks obtained via an automated method built specif-
ically for flowers [30]. We split into sets of 6149 training images, 1020 validation, and
1020 test images, same as in ReDO [13], and use the provided masks as ground truth for
evaluation purposes only. All images have been resized and then cropped to 128×128.
To evaluate our method, we use the commonly used metrics as ReDO [13]. The pixel
classification accuracy (Acc) measures the proportion of pixels that have been assigned
to the correct region. The mean intersection over union (mIoU) is the ratio between the
intersection area between the inferred mask and the ground truth over the area of their
union. In both cases, higher is better. We train our model on the training set without the
ground truth mask and save the models with the highest mIoU score on the validation set
within 50 epochs. For quantitative analysis, we compare our method with the Chan-Vese
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(a) Inputs (b) N-Cut [41] (c) CV [46] (d) Ours

Figure 4: Multi-phase image segmentation.

Figure 5: Visual results of our dataset segmentation method on the Flower test dataset.
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Table 2: Segmentation results on on Flower dataset

Train Acc Train mIoU Test Acc Test mIoU
CV [11] 0.569 0.366 0.567 0.357

ReDO [13] 0.886 0.789 0.879 0.764
Ours 0.901 0.796 0.891 0.778

Table 3: Ablation study on the Flower dataset.

AuI CRI Train Acc Train mIoU Test Acc Test mIoU
0.887 0.778 0.879 0.761

X 0.889 0.782 0.882 0.767
X 0.894 0.785 0.886 0.766

X X 0.901 0.796 0.891 0.778

method [11], and the ReDO method [13], see Table 2 for the results. From the table, we
find our method is greatly improved compared to the Chan-Vese method and achieves
better results than the recently proposed method ReDO on both training and testing sets.
Moreover, after the training process, our method inference much faster than the original
Chan-Vese method. To process one 128×128 images, Chan-Vese takes 1.95s, while ours
is 0.02s. See Figure 5 for the visual results of our method.
Ablation Study. We use ablation experiments to analyze the effect of the regularization
used in our method. For each experiment we train a individual model and evaluate
its performance on the Flower dataset using the same settings as in the main experi-
ment. See Table 3 for the results, where ”AuI” represents ”Augmentation Invariant”,
and ”CRI” represents ”Conservation of Region Information”. From the table, we find
both constraints have relatively little influence on the final results. This is because the
purpose of these constraints is to prevent model collapse. For example, the network U
output empty foreground or background for all inputs, then model will degenerate to the
traditional VAE model, where the ”Conservation of Region Information” constraint can
prevent this situation.

6 Discussion

In this section, we evaluate the performance of our segmentation method in the following
six perspectives:
Different architectures. Two networks [45] and [39] as the decoder and encoder maps
i.e., F , G, are tested, the results are shown in Figure 6. For network [45], we test for
different network depths from 2 to 5 while for network [39] we use the standard network
structure of the original model. It is shown that the segmentation results are stable as the
depth or architecture of the network varies.
Latent space visualization. As the latent dimension is set as 1 in fg/bg segmentation, we
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(a) (b) (c) (d) (e) (f)

Figure 6: Segmentation results with different architectures of decoder/encoder maps. (a) Input images. (b)-(e)
Network [45] with depth 2-5. (f) U-net [39].

σ=100 CV [11] SA [14] D-DIP [18] Ours σ=120 CV [11] SA [14] D-DIP [18] Ours

σ=140 CV [11] SA [14] D-DIP [18] Ours σ=160 CV [11] SA [14] D-DIP [18] Ours

Figure 7: Noisy image segmentation.

(a1) (b1) (c1) (d1) (a2) (b2) (c2) (d2)

Figure 8: Visualization of latent representations. (a1), (a2) input images. (b1), (b2) latent representations.
(c1), (c2), (d1), (d2) foreground/background distributions of input images and latent representations.
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(a) (b) (c) (d) (e) (f) (g) (h)

Figure 9: Segmentation process. (a) input images. (b) loss curves. (c)-(g) results of 0 iteration, 10 iteration,
20 iteration, 40 interaction and 100 iteration. (h) final results.
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Figure 10: (a) segmentation results of different number of samples of η on 20 images from Weizmann database.
(b) total time on a GTX 1080 TI.

can visualize the latent space representations of the Weizmann dataset images in Figure 8.
In latent space, the contrast between fg and bg is magnified by the encoding map G. This
magnification ignores irrelevant contents in intensity space and simplifies the represen-
tations, crucial for accurate segmentation. Also, we see the fg/bg distributions in image
space are not Gaussian while fg/bg of the latent representations are more like Gaussian
distributions.
Noisy image segmentation. Let input images (range from 0 to 255) be corrupted by the
additive Gaussian noise with mean zero and σ=100, 120, 140 and 160. We compare our
model with Chan-Vese model [11], statistical model [14] and Double-DIP method [18].
Due to noise, all the compared methods failed while our method can still capture enough
details for all noise levels as shown in Figure 7.
The dynamics of the proposed method. The segmentation process of our approach is
shown in Figure 9. The total loss has the energy dissipation property, and the result
is improving as the iteration increases, which verifies that our algorithm is stable and
convergent numerically.
The Monte-Carlo sampling number for η. We use the Monte-Carlo method to sample η
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and estimate the expectation in the reconstruction term. The sampling number is set to 1
as suggested by the classical VAE method [24]. In the following experiment, we randomly
choose 20 images from the Weizmann dataset [2] and test the performance with different
sampling numbers of η. The result is given in Figure 10 (a) and shows that increasing the
sampling numbers of η will not greatly increase the segmentation accuracy.
Running time. The relationship between the running time and image size is reported in
Figure 10 (b) by using a single NVIDIA GeForce GTX 1080 Ti GPU. Comparing to the
Double-DIP [18] model, we need less time for all image sizes. In particular, for 128×128
image, we need 29.73s while Double-DIP [18] need 549.39s, which brings problems to
actual use; also, the time increasing with image sizes in Double-DIP [18] grows more
drastically than our method.

7 Conclusion

This paper proposes the deep CV model, a variational inference based approach for un-
supervised image segmentation by combining the traditional segmentation model with
deep neural networks. Under the framework of variational inference, each term in the
proposed objective function can be well explained, and the latent space assumption can
be numerically verified. Experiments show that our proposed method is robust for the
choice of architecture and noise corruption. Moreover, this idea can be extended to
multi-phase segmentation and dataset based segmentation, experiment results show the
promising performance of the proposed methods.
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Appendix

7.1 Derivation of Proposition 3.1

Proof. We first estimate the first term in ELBO (3.11). Using the the reparameterization
trick [24], it has

Z | I=Gµ(I)+
√
Gσ(I)η, (7.1)

where η∼N (0,I). Then we have

Eq(Z|I) lnp(I |Z,u)=Eq(Z|I) lnp(I |Z)

=−1
2

Eq(Z|I)‖F (Z)− I‖2+c

=−1
2

Eη‖F (Gµ(I)+
√
Gσ(I)η)− I‖2+c,

(7.2)

where c =−ln
√

2πnm. The second term is the KL divergence between two Gaussian
distributions, q(Z | I)=∏x q(Zx | I)=∏xN (Gµ(I)x,Gσ(I)x)) and p(Z |u)=∏x p(Zx |ux),

where p(Zx |ux)=

{
N (µ1,Σ1), if ux =1
N (µ2,Σ2), if ux =0

, then

KL(q(Z | I)‖p(Z |u))= ∑
x∈Ω

KL(q(Zx | I)‖p(Zx |ux)). (7.3)

Then ∀x∈Ω,

KL(q(Zx | I)‖p(Zx|ux))=KL(N (Gµ(I)x,Gσ(I)x))‖N (µi,Σi)) (7.4)

which has a closed form solution [24]:

1
2

(
ln
|Σi|
|Gσ(I)x|

−d+tr(Σ−1
i G

σ(I)x)+(Gµ(I)x−µi)
TΣ−1

i (Gµ(I)x−µi)

)
, (7.5)

where i=1 if ux =1, i=2 if ux =0. Sum over indexes x∈Ω, the KL term is

KL(q(Z | I)‖p(Z |u))= ∑
x∈Ω

uxKLΩ1
x +(1−ux)KLΩ2

x , (7.6)
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where

KLΩi
x =

1
2

(
ln
|Σi|
|Gσ(I)x|

−d+tr(Σ−1
i G

σ(I)x)+(Gµ(I)x−µi)
TΣ−1

i (Gµ(I)x−µi)

)
,i=1,2.

(7.7)
So the proposition holds.

7.2 Derivation of Theorem 3.3

In addition, the encoder and decoder networks are differentiable when choosing a differ-
entiable activation function such as sigmoid function, CReLU.

Proposition 7.1. Suppose Assumption 1 holds. Let {xk}= {(θk,γk,φk,wk)} be the se-
quence generated by Algorithm 1 and αi≤2/LM for i=1,2,3. Then, there exist c0,c1 >0
such that

ELS(xk)−ELS(xk+1)≥ c0‖xk−xk+1‖2, (7.8)

dist(0,∂ELS(xk+1))≤ c1‖xk−xk+1‖, (7.9)

where dist(0,∂ELS(xk+1)) := inf{‖v‖ : v∈∂ELS(xk+1)}.

Proof. Let yk =(θk,γk,φk). Applying Lemma 3.2 [12] to (3.20), we know

ν‖wk+1‖1,2+
λ

2
‖wk+1−∇S(φk+1)‖2≤ν‖w‖1,2+

λ

2
‖w−∇S(φk+1)‖2−λ

2
‖w−wk+1‖2, ∀ w,

which implies

ELS(xk+1)≤ELS(yk+1,w)− λ

2
‖w−wk+1‖2 ∀ w.

Thus, one can obtain

ELS(xk+1)≤ELS(yk+1,wk)− λ

2
‖wk−wk+1‖2

≤ELS(xk)+〈∇θ,γ,φELS(xk),yk+1−yk〉+ LM

2
‖yk+1−yk‖2− λ

2
‖wk−wk+1‖2

=ELS(xk)−
(

1
α1
− LM

2

)
‖θk−θk+1‖2−

(
1
α2
− LM

2

)
‖γk−γk+1‖2

−
(

1
α3
− LM

2

)
‖φk−φk+1‖2− λ

2
‖wk−wk+1‖2

≤ELS(xk)−c0‖xk−xk+1‖2,

where c0 :=min
{(

1
maxi αi

− LM

2

)
,
λ

2

}
, the second inequality and the equality hold due

to (3.23) and (3.19), respectively.
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By the fact that wk+1=argminw ELS(yk+1,w), it clear that 0∈∂wELS(yk+1,wk+1)=∂wELS(xk+1).
Then, we get

dist(0,∂ELS(xk+1))= inf{‖v‖ : v∈∂ELS(xk+1)}
≤ inf{‖∇θ,γ,φELS(xk+1)‖+‖ω‖ : ω∈∂wELS(xk+1)}
≤‖∇θ,γ,φELS(xk+1)‖
=‖((θk−θk+1)/α1,(γk−γk+1)/α2,(φk−φk+1)/α3)‖
≤ c1‖xk−xk+1‖,

where c1=1/mini αi.

Theorem 7.2. Suppose Assumption 1 holds. Let {xk}={(θk,γk,φk,wk)} be the sequence
generated by Algorithm 1. Then, for any limit point x∗ of {xk}, we have 0∈∂ELS(x∗).

Proof. By assumption, we know {xk} ⊂M and thus bounded. Then, the set of limit
points of {xk} is nonempty. Let y=(θ,γ,φ). For any limit point x∗=(y∗,w∗), there exist
a subsequence {xk j} such that xk j→ x∗ as j→∞. By Proposition 7.1, we know {ELS(xk)}
is a decreasing sequence. Together with the fact that ELS is bounded below, there exists
some Ē such that ELS(xk)→ Ē as k→∞. Moverover, it has

ELS(x0)− Ē= lim
K→∞

K

∑
j=0

(
ELS(xj)−ELS(xj+1)

)
≥ c0 lim

K→∞

K

∑
j=0
‖xj−xj+1‖2, (7.10)

and implies ‖xk−xk−1‖→ 0 as k→∞. Together with (7.9), it follows that there exists
vk j ∈∂wELS(xk j) such that

lim
j→∞
‖vk j‖=0. (7.11)

From (3.20), we know E(xk j)≤ E(yk j ,w) for any w. Let w = w∗ and j→∞, we get
limsup

j→∞
ELS(xk j)≤ ELS(x∗) as ELS(y,w) is continuous with respect to y. By the fact that

ELS(x) is lower semi-continuous, it has lim
j→∞

ELS(xk j)=ELS(x∗). Moreover, by the convexity

of ELS with respect to w, we have

ELS(yk j ,w)≥ELS(xk j)+〈vk j ,w−wk j〉, ∀ vk j ∈∂wELS(xk j). (7.12)

Let j→∞ in (7.12) and using the fact that wk j→w∗, ELS(xk j)→ELS(x∗) as j→∞ and (7.11),
we get 0∈∂wELS(x∗). Then, it follows 0∈∂ELS(x∗).

Furthermore, the sub-sequence convergence can be strengthen by using the next propo-
sition on ELS which is known as the Kurdyka-Lojasiewicz (KL) property [5]. In particular,
we have Theorem 2.9 in [3]:
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Theorem 7.3. Let f :Rn→R∪{+∞} be a proper lower semicontinuous function. Consider
a sequence (xk)k∈N that satisfies, for a,b are positive constants,

H1. (Sufficient decrease condition.) For each k∈N,

f (xk)− f (xk+1)≥ a‖xk+1−xk‖; (7.13)

H2. (Relative error condition) For each k∈N, there exists wk+1∈∂ f (xk+1) such that

‖wk+1‖≤b‖xk+1−xk‖; (7.14)

H3. (Continuity condition). There exists a subsequence (xk j)j∈N and x̃ such that

xk j→ x̃ and f (xk j)→ f (x̃), as j→∞. (7.15)

If f has the Kurdyka-Lojasiewicz (KL) property at the cluster point x̃ specified in H3 then
the sequence (xk)k∈Nconverges to x̄= x̃ as k goes to infinity, and x̄ is a critical point of f .
Moreover the sequence (xk)k∈N has a finite length, i.e.,

∞

∑
k=0
‖xk+1−xk‖<+∞. (7.16)

From the Proposition 2 in [49], the objective function ELS in (3.18) satisfies the KL
property at x∗. Moreover, ELS(x) and {xk} satisfy H1, H2, and H3 from Proposition 7.1
and Theorem 7.2 and the continuity of ELS. Thus, from Theorem 7.3 and Theorem 7.2, we
have the sequence{xk} converges to x∗, which is a stationary point of ELS.

7.3 Variational inference for dataset based segmentation

We give the dataset based segmentation loss function from the perspective of variational
inference. Assume image I has two latent variables: the latent image Z and the segmen-
tation mask u. Then the data likelihood has

lnp(I)≥Eq(Z,u|I) ln
(

p(I,Z,u)
q(Z,u | I)

)
=Eq(Z,u|I) lnp(I |Z,u)−KL(q(Z,u | I)‖p(Z,u))︸ ︷︷ ︸

ELBO

, (7.17)

and the the second term in (7.17) is

KL(q(Z,u | I)‖p(Z,u))=
∫ ∫

q(Z,u | I)ln
q(Z,u | I)

p(Z,u)
dZdu

=
∫ ∫

q(u | I)q(Z | I,u)ln
q(u | I)q(Z | I,u)

p(Z |u)p(u)
dZdu

=
∫

q(u | I)ln
q(u | I)

p(u)

(∫
q(Z | I,u)dZ

)
du

+
∫

q(u | I)
(∫

q(Z | I,u)ln
q(Z | I,u)
p(Z |u) dZ

)
du

=KL(q(u | I)‖p(u))+Eq(u|I)KL(q(Z | I,u)‖p(Z |u)).

(7.18)
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Combing (7.17) with (7.18), we obtain the ELBO term as:

ELBO=Eq(Z,u|I) lnp(I |Z,u)−KL(q(u | I)‖p(u))−Eq(u|I)KL(q(Z | I,u)‖p(Z |u)). (7.19)

Compared to the ELBO defined in (3.11), the additional term q(u | I) is imposed for get
the segmentation function U from variational inference methods. More specifically, we
choose q(u | I) as

q(u | I)=δ(U (I)), (7.20)

where δ is the Delta distribution. For other distributions in (7.19), recall from section 3.2,
we adopt the Gaussian hypothesis in the latent space:

p(Z |u)= ∏
x∈Ω

p(Zx |ux), p(Zx |ux)=

{
N (µ1,Σ1), if ux =1,
N (µ2,Σ2), if ux =0,

(7.21)

and
p(I |Z,u)= p(I |Z)=N (F (Z),I),

q(Z | I,u)= ∏
x∈Ω

q(Zx | I)= ∏
x∈Ω
N (Gµ(I)x,Gσ(I)x). (7.22)

As before, we choose
p(u)∝exp(−R(u)), (7.23)

where R denotes some regularizations of the segmentation mask. Now, with all these
assumptions, we have

Proposition 7.4. Suppose the latent variable Z satisfies the Gaussian hypothesis in (7.21),
q(u | I) satisfies (7.20), and p(I | Z,u), q(Z | I,u) satisfy (7.22), then the ELBO in (7.19) is
equal to

− 1
2

Eη‖F (Gµ(I)+
√
Gσ(I)η)− I‖2

2︸ ︷︷ ︸
Reconstruction

−∑
x∈Ω
U (I)xKLΩ1

x −(1−U (I)x)KLΩ2
x︸ ︷︷ ︸

KL

− R(U (I))︸ ︷︷ ︸
Regularization

+c,

(7.24)
where η∼N (0,I), c is a constant, and

KLΩi
x =

1
2

(
ln
|Σi|
|Gσ(I)x|

−d+tr(Σ−1
i G

σ(I)x)+(Gµ(I)x−µi)
TΣ−1

i (Gµ(I)x−µi)

)
,i=1,2.

(7.25)

Proof. There are three terms in (7.19). For the first term:

Eq(Z,u|I) lnp(I |Z,u)=Eq(Z,u|I) lnp(I |Z)=Eq(Z|I) lnp(I |Z), (7.26)

since we assume p(I |Z,u)= p(I |Z) and q(Z | I,u)=q(Z | I) in (7.22). Then we have

Eq(Z|I) lnp(I |Z)=−1
2

Eη‖F (Gµ(I)+
√
Gσ(I)η)− I‖2

2+c. (7.27)
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where c is a constant. For the second term:

KL(q(u | I)‖p(u))=
∫

q(u | I)ln
q(u | I)

p(u)
du=−H(q(u | I))−Eq(u|I) lnp(u), (7.28)

where H(q(u | I)) is the entropy of q(u | I). Since q(u | I)=δ(U (I)) and u∈{0,1}n×m, thus
q(u | I) is a discretized distribution, so we have H(q(u | I))=H(δ(U (I))=0. Futhermore,
we have

Eq(u|I) lnp(u)=−R(U (I))− c̃ (7.29)

since p(u)∝exp(−R(u)), and c̃ is a constant. so

KL(q(u | I)‖p(u))=R(U (I))+ c̃. (7.30)

For the third term, we have

Eq(u|I)KL(q(Z | I,u)‖p(Z |u))=KL(q(Z | I)‖p(Z |U (I)))

= ∑
x∈Ω
U (I)xKLΩ1

x −(1−U (I)x)KLΩ2
x

(7.31)

where the last equation is the same as the derivation of Proposition 3.1. So the proposition
holds.

We can obtain the objective function for our dataset segmentation by minimizing the
negative ELBO in Proposition 7.4, which is the same as the loss function we proposed
in (4.9).
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