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Abstract—In recent years, sparse coding has been widely used in many applications ranging from image processing to pattern

recognition. Most existing sparse coding based applications require solving a class of challenging non-smooth and non-convex

optimization problems. Despite the fact that many numerical methods have been developed for solving these problems, it remains an

open problem to find a numerical method which is not only empirically fast, but also has mathematically guaranteed strong

convergence. In this paper, we propose an alternating iteration scheme for solving such problems. A rigorous convergence analysis

shows that the proposed method satisfies the global convergence property: the whole sequence of iterates is convergent and

converges to a critical point. Besides the theoretical soundness, the practical benefit of the proposed method is validated in applications

including image restoration and recognition. Experiments show that the proposed method achieves similar results with less

computation when compared to widely used methods such as K-SVD.

Index Terms—Dictionary learning, sparse coding, non-convex optimization, convergence analysis

Ç

1 INTRODUCTION

SPARSE coding aims to construct succinct representations
of input data, i.e., a linear combination of only a few

atoms of the dictionary learned from the data itself. Sparse
coding techniques have been widely used in applications,
e.g., image processing, audio processing, visual recognition,
clustering and machine learning [1]. Given a set of signals
Y :¼ fy1; y2; . . . ; ypg, sparse coding aims at finding a dictio-
nary D :¼ fd1; d2; . . . ; dmg such that each signal y 2 Y can be
well-approximated by a linear combination of fdjgmj¼1, i.e.,

y ¼ Pm
‘¼1 c‘d‘; and most coefficients c‘s are zero or close to

zero. Sparse coding can be typically formulated as the fol-
lowing optimization problem:

min
D;fcigpi¼1

Xp
i¼1

1

2
kyi �Dcik2 þ �kcik0; (1)

subject to kdik ¼ 1; 1 � i � m. The dictionary dimension m
is usually larger than the signal dimension n.

1.1 Overview of the Problem

The problem (1) is a non-convex problem whose non-convex-
ity comes from two sources: the sparsity-promoting ‘0-norm,
and the bi-linearity between the dictionary D and codes
fcigpi¼1 in the fidelity term. Most sparse coding based applica-
tions adopt an alternating iteration scheme: for k ¼ 1; 2; . . . ;

(a) sparse approximation: update codes fcigpi¼1 via solving
(1) with the dictionary fixed from the previous itera-

tion, i.e.,D :¼ Dk.

(b) dictionary refinement: update the dictionary D via
solving (1) with codes fixed from the previous itera-

tion, i.e., ci :¼ ckþ1
i for i ¼ 1; . . . ; p:

Thus, each iteration requires solving two non-convex
sub-problems a and b.

The sub-problem (a) is an NP-hard problem [2], and thus
only a sub-optimal solution can be found in polynomial
time. Existing algorithms for solving (a) either use greedy
strategies to obtain a local minimizer (e.g., orthogonal
matching pursuit (OMP) [3]), or replace the ‘0-norm by its
convex relaxation, the ‘1-norm, to provide an approximate
solution (e.g., [4], [5], [6], [7]).

The sub-problem (b) is also a non-convex problem due to
the existence of norm equality constraints on atoms fdigmi¼1.
Furthermore, some additional non-convex constraints on D
are used for better performance in various applications, e.g.,
compressed sensing and visual recognition. One such con-
straint is an upper bound on the mutual coherence
mðDÞ ¼ maxi6¼jjhdi; djij of the dictionary, whichmeasures the
correlation of atoms. A model often seen in visual recogni-
tion (see, e.g., [8], [9], [10]) is defined as follows,

min
D;C

kY �DCk2 þ �kCk0 þ
m

2
kD>D� Ik2; (2)

subject to kdik ¼ 1; 1 � i � m. Due to the additional term

kD>D� Ik2, the problem (2) is harder than (1).

1.2 Motivations and Our Contributions

Despite the wide use of sparse coding techniques, the study
of algorithms for solving (1) and its variants with rigorous
convergence analysis has been scant in the literature. The
most popular algorithm for solving the constrained version
of (1) is the K-SVD method [11], which calls OMP for
solving the sparse approximation sub-problem. The OMP
method is a greedy algorithm known for its high computa-
tional cost. For problem (2), existing applications usually
call some generic non-linear optimization solver. Although
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these alternating iteration schemes generally can guarantee
that the objective function value is decreasing, the generated
sequence of iterates may diverge. Indeed, the sequence gen-
erated by K-SVD is not always convergent; see Fig. 1 for the
convergence behavior of the sequence generated by K-SVD
in a typical image denoising problem. Recently, the so-
called Proximal Alternating Method (PAM) [12] and the
Proximal Alternating Linearized Method (PALM) [13] were
proposed to solve a class of non-convex optimization prob-
lems, with strong convergence. However, problems consid-
ered in [12] and [13] are rather general—a direct call of
these two methods is not optimal when being applied to
sparse coding.

There certainly is a need for developing new algorithms
to solve (1) and its variants. The new algorithms should
not only be computationally efficient in practice, but also
have strong convergence guaranteed by theoretical analy-
sis, e.g., the global convergence property: the whole sequence
generated by the method converges to a critical point of
the problem.

This paper proposes fast alternating iteration schemes
satisfying the global convergence property, applicable to
solving the non-convex problems arising from sparse cod-
ing based applications, including (1), (2), and discriminative
extensions of the K-SVD method [14], [15]. Motivated by
recent work on multi-block coordinate descent [16], PAM
[12] and PALM [13], we propose a multi-block hybrid proxi-
mal alternating iteration scheme, which is further combined
with an acceleration technique from the implementation of
the K-SVD method. The proposed dictionary learning meth-
ods have their advantages over existing dictionary learning
algorithms. Unlike most existing sparse coding algorithms,
e.g., K-SVD, the proposed method satisfies the global con-
vergence property and is more computationally efficient
with comparable results. Compared to some recent generic
methods, e.g., PALM [13]), for solving these specific non-
convex problems, the proposed dictionary learning method
decreases the objective function value faster than PALM
and yields better results in certain applications such as
image denoising.

The preliminary version of this work appeared in [17],
whereas this paper introduces several extensions. One is the
extension of the two-block alternating iteration scheme to
the multi-block alternating iteration scheme, which has
wider applicability. Another improvement over the original
is that the new scheme allows choosing either the proximal
method or the linearized proximal method to update each
block, which makes it easier to optimize the implementation
when applied to solving specific problems. Furthermore,
this paper adds more visual recognition experiments.

2 RELATED WORK

In this section, we briefly review the most related sparse
coding methods and optimization techniques.

Based on the choice of sparsity-promoting function,
existing sparse coding methods fall into one of the following
three categories: (a) ‘0-norm based methods, (b) ‘1-norm
based methods, and (c) methods based on some other non-
convex sparsity-promoting function. One prominent exist-
ing algorithm for solving ‘0-norm based problems is the so-
called K-SVD method [11]. The K-SVD method considers
the constrained version of (1) and uses an alternating itera-
tion scheme between D and fcig: with the dictionary fixed,
it uses the OMP method [18] to find sparse coefficients fcig,
and then with sparse coefficients fixed, atoms in the dictio-
nary D are sequentially updated via the SVD. The K-SVD
method is widely used in many sparse coding based appli-
cations with good performance. However, the computa-
tional burden of OMP is not trivial, and thus there exists
plenty of room for improvement. In addition, there is no
convergence analysis for K-SVD.

Anther approach to sparse coding is using the ‘1-norm as
the sparsity-promoting function.Many ‘1-norm based sparse
coding methods have been proposed for various applica-
tions; see e.g., [5], [6], [19], [20]. The variational model con-
sidered in these works can be formulated as follows,

min
D2D;C2C

Xp
i¼1

1

2
kyi �Dcik2 þ �kcik1; (3)

where D; C are predefined feasible sets of the dictionary D
and coefficients C, respectively. It is evident that the sparse
approximation sub-problem now only requires solving a
convex problem. Many efficient numerical methods are
available for ‘1-norm based sparse approximation, e.g., the
homotopy method [21] used in [5] and the fast iterative
shrinkage thresholding algorithm [22] used in [6]. Methods
for dictionary refinement either sequentially updates atoms
(e.g., [5], [6]) or simultaneously updates all atoms using the
projected gradient method [7]. None of the methods men-
tioned above has any convergence analysis. Recently, an
algorithm with convergence analysis was proposed in [23],
based on the multi-block alternating iteration scheme [16].

The ‘1-norm based approach has its drawbacks, e.g., it
results in over-penalization on large elements of a sparse
vector [24], [25]. To correct such biases caused by the
‘1-norm, several non-convex relaxations of ‘0-norm were
proposed for better accuracy in sparse coding, e.g., the
non-convex minimax concave in [26] and the smoothly
clipped absolute deviation in [24]. Proximal algorithms
have been proposed in [27], [28], [29] to solve these prob-
lems containing non-convex relaxations. Again, these met-
hods can only guarantee that sub-problems during each
iteration can be solved using some convergent method.
The question of global convergence of the whole iteration
scheme remains open.

The block coordinate descent (BCD) method was pro-
posed in [30] for solving multi-convex problems, which are
generally non-convex but convex in each block of variables.
It is known that the BCD method may cycle and stagnate
when being applied to solve non-convex problems; see,
e.g., [31]. A multi-block coordinate descent method was

Fig. 1. Convergence behavior: the increments of the coefficient
sequence Ck generated by K-SVD and by the proposed method in image
denoising.
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proposed in [16] which updates each block via either the
original method, the proximal method, or the linearized
proximal method. Its global convergence property was
established for multi-convex problems, which are not
applicable to the cases discussed in this paper. The recently
proposed PAM [32] updates each block using the proximal
method. The sub-sequence convergence property was
established in [32], and the global convergence property
was established in [12] for the case of two-block alternating
iterations. In [13], PALM, which satisfies the global conver-
gence property, was proposed to solve a class of non-con-
vex and non-smooth optimization problems; it updates
each block using the linearized proximal method. PALM is
applicable to problems in sparse coding.

The work presented in this paper is closely related to
these block coordinate descent methods. The proposed
scheme is also a multi-block alternating iteration scheme,
but it is different from these previous methods in several
aspects, owing to it being tailored for sparse coding prob-
lems. It enables block-wise granularity in the choice of
update scheme (i.e., between the proximal method and
the linearized proximal method). Such flexibility is help-
ful to develop efficient numerical methods that are
optimized for the specific problems in practical applica-
tions. In addition, motivated by the practical performance
gain of an acceleration technique used in the K-SVD
method, we developed an accelerated plain dictionary
learning method. The proposed dictionary learning meth-
ods show their advantages over existing ones in various
sparse coding based applications. The global convergence
property is also established for all the algorithms pro-
posed in this paper.

3 NUMERICAL ALGORITHM

3.1 Preliminaries on Non-Convex Analysis

In this section, we introduce some notation and preliminar-
ies which will be used in the remainder of this paper. Vec-
tors and matrices are denoted by lower and uppercase
letters, respectively. Sets are denoted by calligraphic letters.
Given a vector y 2 Rn, yj denotes the jth entry. For a matrix
Y 2 Rm�n, Yj 2 Rn denotes the jth column and Yij denotes
the ith entry of Yj. Given a matrix Y 2 Rm�n, its infinity
norm is defined as kY k1 ¼ maxi;jjYijj, and its ‘0 norm,
denoted by kY k0, is defined as the number of nonzero
entries in Y . The ‘2 norm of vectors and the Frobenius norm
of matrices are uniformly denoted as k � k. Given a positive
constant � > 0, the so-called hard-thresholding operator
T�ðY Þ is defined as

T�ðxÞ ¼
x; if jxj > �;
f0; �g; if jxj ¼ �;
0; otherwise,

8<:
when applied to scalar variables. When applied to matrix Y ,
T�ðY Þ applies T� on each entry of Y . For a set S, its associate
indicator function dS is defined by

dSðY Þ ¼ 0; if Y 2 S;
þ1; if Y =2 S:

�

For a proper and lower semi-continuous (PLS) function,
denoted as f : Rn ! R [ fþ1g, the domain of f is defined
by domf ¼ fx 2 Rn : fðxÞ < þ1g. Next, we define the crit-
ical points of a PLS function.

Definition 3.1 ([13]). Consider a PLS function f .

� The Fr�echet subdifferential of f is defined as

@̂fðxÞ ¼ u : lim inf
y!x;y6¼x

fðyÞ � fðxÞ � hu; y� xi
ky� xk � 0

� �
if x 2 domf , and ; otherwise.

� The limiting subdifferential of f is defined as

@fðxÞ ¼ fu : 9 xk ! x; fðxkÞ ! fðxÞ
and uk 2 @̂fðxkÞ ! ug:

� x is a critical point of f if 0 2 @fðxÞ.
It can be seen that if x is a local minimizer of f , then

0 2 @fðxÞ. If f is convex, then

@fðxÞ ¼ @̂fðxÞ ¼ fujfðyÞ � fðxÞ þ hu; y� xi; 8yg;
i.e., 0 2 @fðxÞ is the first order optimal condition. If ðfcig; DÞ
is a critical point of (1), then it satisfies

ðD>DciÞj ¼ ðD>yiÞj; if ðciÞj 6¼ 0:

Definition 3.2 (Lipschitz Continuity). A function f is a Lip-
schitz continuous function on the set V, if there exists a con-
stant L0 > 0 such that

kfðx1Þ � fðx2Þk � L0kx1 � x2k 8x1; x2 2 V:

L0 is called the Lipschitz constant.

Definition 3.3. A function H is called m-strongly convex if and

only ifHðxÞ � m
2 kxk2 is convex.

IfH ism-strongly convex and differentiable, then

HðxÞ � HðyÞ þ hrfðyÞ; x� yi þm

2
kx� yk2; 8x; y: (4)

In the following, we introduce the so-called proximal oper-
ator ([33]) defined as

Proxf�ðxÞ :¼ argmin
y2Rn

fðyÞ þ �

2
ky� xk2: (5)

For any PLS function and bounded below function F , the
proximal operator defined in (5) is non-empty and compact
for all � 2 ð0;þ1Þ; see, e.g., [13]. For certain functions, the

proximal operator (5) is explicitly defined, e.g., Proxf�ðxÞ ¼
T ffiffiffiffiffiffi

2=�
p ðxÞwhen f ¼ k � k0.

3.2 Problem Formulation

The optimization arising from most existing sparse coding
based approaches can be expressed as follows,

min
D;C;W

QðD;C;W Þ þ �CðCÞ þ mFðDÞ þ tGðWÞ
subject to D 2 D; C 2 C;

(6)
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where D ¼ ½D1; . . . ; Dm� denotes the dictionary, C ¼
½C1; . . . ; Cp� denotes sparse codes, W denotes an optional
variable such as a linear classifier and D; C are feasible sets
for D and C, respectively. The most often used feasible set
D is the normalized dictionary

D ¼ fD 2 Rn�m : kDik ¼ 1; i ¼ 1; . . . ;mg: (7)

In this paper, we also define a feasible set for the code C for
better stability of the model (6):

C ¼ fC 2 Rp�m : kCk1 � Mg; (8)

where M is the upper bound, which can be set arbitrarily
large to make it applicable in any application.

The terms in the objective function of (6) vary among dif-
ferent approaches. The fidelity term QðD;C;WÞ is usually
based on the Frobenius norm. The term Cð�Þ is a sparsity
promoting function such as k � k0. The term FðDÞ is some
regularizer for the dictionary, e.g., a regularizer based on

mutual coherence kD>D� Ik2. The last term is a regularizer

for the optional variable, e.g., GðW Þ ¼ kWk2, used in some
sparse coding based classifiers.

Example 3.4. A list of some instances of (6) that have
appeared in sparse coding based applications.

(a) In the K-SVD method for sparse image modeling
[34],

QðD;CÞ ¼ 1

2
kY �DC>k2;CðCÞ ¼ kCk0; (9)

where Y denotes the collection of image patches
and m ¼ t ¼ 0.

(b) In discriminative K-SVD based recognition [15],

QðD;C;W Þ ¼ 1

2
kY �DC>k2 þ a

2
kL�WC>k2; (10)

where Y denotes the training samples, W denotes
a multi-class linear classifier and L denotes the

class labels of training samples. GðWÞ ¼ kWk2,
CðCÞ ¼ kCk0 or dK0

ðCÞ where K0 denotes the set

of all vectors with k0 non-zero elements.
(c) In label consistent K-SVD based visual recogni-

tion [14], the function Q has the same form as
(10) but with different definitions of W , and
L—the variable W contains both a linear classi-
fier and a linear transform and L contains both
class labels of training samples and label consis-
tency of atoms.

(d) In incoherent dictionary learning for signal proc-
essing and face recognition, besides the same
term Q as (b), we have an additional non-convex
term for lowering mutual coherence:

FðDÞ ¼ kD>D� Ik2: (11)

In this paper, we propose a method for solving a class of
‘0-norm related optimization problems which covers all
examples listed in Example 3.4.

3.3 Multi-Block Proximal Alternating Iterations

We first rewrite most existing sparse coding related optimi-
zation problems in the following manner:

min
x¼ðx0;...;xN Þ

HðxÞ ¼ P ðxÞ þ
XN
i¼0

riðxiÞ; (12)

where xi 2 Rni ; i ¼ 0; 1; . . . ; N . Let

Pk
i ð�Þ :¼ P ðxk

0; � � � ; xk
i�1; �; xk�1

iþ1 ; . . . ; x
k�1
N Þ

be a function with respect to variable xi when xj ¼ xk
j ; j 6¼ i.

Throughout this paper, we make the following assumptions
about the objective functionH.

Assumption 3.5. Let domðHÞ ¼ X0 � X1 � . . .�XN . The

function H ¼ P þPN
i¼1 ri defined in (12) satisfies the follow-

ing conditions:

1) The functionH is a semi-algebraic function.
2) ri; i ¼ 0; 1; . . . ; N are PLS functions.
3) infH > �1, inf P > �1 and inf ri > �1; 8i.
4) P is a C1 function and rP is Lipschitz continuous on

any bounded set.
5) For each block of variables xi, riP is Li-Lipschitz con-

tinuous in Yi where Li is a function of ðx1; . . . ;
xi�1; xiþ1; . . . ; xNÞ, and Yi ¼ fx : kxk � 2Mg if X i

is bounded in a volume with diameter M and Rni

otherwise.

We propose a multi-block hybrid proximal alternating
method for solving the optimization problem (12), which
allows updating each block of variables using either the proxi-
mal method or the linearized proximal method. In other
words, there are two schemes available for updating xk

i :

xkþ1
i 2 Prox

Pk
i
þri

mk
i

ðxk
i Þ ð13aÞ;

Prox
ri
mk
i

ðxk
i �rPk

i ðxk
i Þ=mk

i Þ: ð13bÞ

8<:
During each iteration, each block can be either updated via
the proximal method (13a) or via the linearized proximal
method (13b). Such flexibility facilitates optimizing for per-
formance when applied to specific problems in practice, an
advantage over methods such as PALM, which updates
each block using the linearized proximal method. The pro-
posed algorithm is outlined in Algorithm 1.

Algorithm 1. Multi-Block Hybrid Proximal Alternating
Method for Solving (12)

1: Main Procedure:

1. Initialization: x0
i and m0

i , i=0, . . . ,N.

2. For k ¼ 0; . . . ;K;

(a) For 0 ¼ 1; . . . ; N ,

xkþ1
i 2 Prox

Pk
i
þri

mk
i

ðxki Þ [ Proxri
mk
i

ðxk
i �rPk

i ðxk
i Þ=mk

i Þ
End

(b) Update mkþ1
i .

End

Remark 3.6 (Parameter updating). Let V1 denote the set
of variables using (13a) and let V2 denote the set of
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variables using (13b). Then, mk
i is updated according to

the following criteria:

1) For xi 2 V1, m
k
i 2 ða; bÞwhere a; b > 0.

2) For xi 2 V2, mk
i 2 ða; bÞ and mk

i > Lk
i , where Lk

i

denotes the Lipschitz constant ofrPk
i .

The details of updating mk
i will be discussed when

applying Algorithm 1 to solving specific problems.

Theorem 3.7. [Global Convergence] The sequence fxkg generated
by Algorithm 1 converges to a critical point of (12), if the fol-
lowing two conditions are both satisfied:

1) the objective function H defined in (12) satisfies
Assumption 3.5.

2) the sequence fxkg is bounded.
Proof. see Appendix A. tu

As we will show in the next section, Theorem 3.7 is appli-
cable to all of the cases listed in Example 3.4.

3.4 Applications of Algorithm 1 in Sparse Coding

In this section, based on Algorithm 1, we present two dictio-
nary learning methods for sparse coding based applications.
The main one is the accelerated plain dictionary learning
method which covers case (a) in Example 3.4, as well as the
cases (b) and (c) with very minor modifications. It is not
applicable to case (d) owing to the existence of the term

kD>D� Ik2. The other is the discriminative dictionary learn-
ing method which covers all four cases in Example 3.4,
including the case (d). These two methods differ from each
other in how the blocks of variables are formed and how
they are updated.

3.4.1 Accelerated Plain Dictionary Learning

Recall that the minimization problem for plain dictionary
learning can be expressed as

min
D2Rn�m;C2Rp�m

1

2
kY �DC>k2 þ �kCk0; (14)

subject to kDik2 ¼ 1; i ¼ 1; . . . ;m and kCk1 � M. we split
ðC;DÞ into the following variable blocks:

ðx0; x1; . . . ; xNÞ :¼ ðC;D1; D2; . . . ; DmÞ:
Then, Algorithm 1 can be applied to solve (14), in which

r0ðCÞ ¼ �kCk0 þ dCðCÞ;
riðDiÞ ¼ dDðDiÞ; i ¼ 1; 2 . . . ;m;
P ðC;D1; . . . ; DmÞ ¼ 1

2 kY � ½D1; D2; . . . ; Dm�C>k2;

8<:
where D; C are defined in (7) and (8) respectively.

During each iteration, we propose the following update
strategy: code C is updated via the linearized proximal
method and the dictionary atoms Dis are updated via the
proximal method. In other words,

Ckþ1 2 Prox
r0
mkðCk �rPk

0 ðCkÞ=mkÞ ð15aÞ;
Dkþ1

i 2 Prox
Pk
i
þri

�k
i

ðDk
i Þ; i ¼ 1; 2; . . . ;m: ð15bÞ

8<:

Both sub-problems, (15a) and (15b), have closed-form
solutions. Define

Uk ¼ Ck � 1
mk rPk

0 ðCkÞ;
Ck;i ¼ ðCkþ1

1 ; . . . ; Ckþ1
i�1 ; C

k
iþ1; . . . ; C

k
pÞ;

Dk;i ¼ ðDkþ1
1 ; . . . ; Dkþ1

i�1 ; D
k
iþ1; . . . ; D

k
mÞ;

Rk;i ¼ Y �Dk;iðCk;iÞ>;
pk;i ¼ Rk;iCk

i þ �k
iD

k
i :

8>>>>><>>>>>:
(16)

Then we have

Proposition 3.8. SupposeM is chosen such thatM >
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2�=mk

p
.

Then, both (15a) and (15b) have closed form solutions which
are given by

Ckþ1 ¼ signðUkÞ 	minð T ffiffiffiffiffiffiffiffiffiffi
2�=mk

p ðUkÞ
��� ���;MÞ;

Dkþ1
i ¼ ðkpk;ik2Þ�1pk;i; i ¼ 1; ; 2 . . . ;m;

(
(17)

where 	 denotes Hadamard product, and Uk; pk;i are given by
(16).

Proof. By direct computation, we know minimization prob-
lems (15a) and (15b) are equivalent to

Ckþ1 2 argminC2C
mk
2� kC � Ukk2 þ kCk0;

Dkþ1
i 2 argminkdk2¼1

c0
2 kd� pk;i=c0k2;

(
(18)

where c0 ¼ �k
j þ kCk

j k22. Then, it can be seen that the solu-
tions of two sub-problems are given by (17). tu

Remark 3.9 (Setting of step sizes mk; f�k
i g). There are mþ 1

step sizes that need to be set: mk in (15a) and f�k
i gmi¼1 in

(15b). Let 0 < a < b be two constants; step size mk can

be chosen as mk ¼ maxðrLðDkÞ; aÞ, where r > 1 and

LðDkÞ satisfies

krCP ðC1; DkÞ � rCP ðC2; DkÞk � LðDkÞkC1 � C2k:
The step sizes �k

i are simply chosen as �k
i 2 ða; bÞ. More-

over, we can set LðDkÞ to be the maximum eigenvalue of

the matrix Dk>Dk. It can be seen that LðDkÞ is a bounded
sequence as each column inD is of unit norm.

The iterative scheme (18) can be further improved by
adding an additional acceleration step in each iteration.
Such an acceleration technique was first introduced in the
approximated K-SVD method [35]. In the approximated K-
SVD method, after updating one atom during dictionary
refinement, one immediately updates the associated coeffi-
cients to further decrease the objective function value. Thus,
we can also incorporate such a technique into the iterative
scheme (18) for faster convergence.

Let RI denote the sub-matrix of R whose columns are
indexed in the index set I. Then, we immediately update Ci

via solving the following optimization problem:

bCkþ1
i 2 argmin

kck1�M

1

2
kRk;i �Dkþ1

i c>k2 (19)

subject to c‘ ¼ 0; ‘ 2 Ii, where Ii ¼ f‘ 2 ZN : Ck
‘;i ¼ 0g and

Rk;i is defined in (16). The minimization problem (19) has a
closed form solution given by
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bCkþ1
‘;i ¼ signðg‘Þminðjg‘j;MÞ; (20)

where g ¼ ðRk;i
Ii
Þ>Dkþ1

i if ‘ =2 Ii and 0 otherwise.
A detailed description of the accelerated plain dictionary

method for solving (14) is given in Algorithm 2. Even with
the additional acceleration step (b) (ii), Algorithm 2 remains
global convergent.

Theorem 3.10. The sequence, ðCk;DkÞ, generated by Algorithm 2
is bounded and converges to a critical point of (14).

Proof. see Appendix B. tu
Remark 3.11. Algorithm 2 can also be applied to solving

cases (b)-(c) in Example 3.4 by including the update of
block W . The update strategy is the same as that of the
discriminative dictionary learning method discussed in
the next section. However, Algorithm 2 is not suitable for
solving case (d) in Example 3.4. The existence of the term

kD>D� Ik2 in the objective function of the case (d)
makes the iterative scheme (18) not efficient as the sub-
problems no longer have closed form solutions.

Algorithm 2. Accelerated Plain Dictionary Learning

1: INPUT: Training signals Y ;
2: OUTPUT: Learned dictionaryD;
3: Main Procedure:

1. Initialization: D0, r > 1,K 2 N and b > a > 0.
2. For k ¼ 0; 1; . . . ; K,
(a) update sparse code C:

mk ¼ maxðrkDk>Dkk2; aÞ;
Ckþ1 ¼ signðUkÞ 	minðjT ffiffiffiffiffiffiffiffiffiffi

2�=mk
p ðUkÞj;MÞ; :

(

where Uk is defined by (16).
(b) update dictionaryD: for i ¼ 1; . . . ;m,

(i). UpdateDi via

Dkþ1
i ¼ ðkpk;ik2Þ�1pk;i;

where pk;i is defined in (16) with �k
i 2 ða; bÞ.

(ii). re-update the coefficients Ci

Ckþ1
i :¼ bCkþ1

i ;

where bCkþ1
i is given by (20).

3.4.2 Discriminative Incoherent Dictionary Learning

Discriminative incoherent dictionary learning is based on
the following model:

min
D;C;W

1

2
kY �DC>k2 þ a

2
kL�WC>k2

þm

2
kD>D� Ik2 þ �kCk0 þ

t

2
kWk2;

(21)

where D 2 D; C 2 C and D; C are defined in (7) and (8)
respectively. Clearly, all four cases in Example 3.4 are cov-
ered by this model. We propose forming the blocks of varia-
bles by splitting ðC;D;WÞ into

ðW;C1; C2; . . . ; Cm;D1; D2; . . . ; DmÞ:
Recall that the term kD>D� Ik2 in (21) is equal to

2
P

i6¼jðD>
i DjÞ2 since kDik ¼ 1; 8i ¼ 1; . . . ;m. Then we have

P ð� � �Þ ¼ 1

2
kY �DC>k2 þ a

2
kL�WC>k2 þ m

X
i 6¼j

ðD>
i DjÞ2

and

r0ðWÞ ¼ tkWk2=2;
riðCiÞ ¼ �kCik0 þ dCðCiÞ; i ¼ 1; 2 . . . ;m;
riþmðDiÞ ¼ dDðDiÞ; i ¼ 1; 2 . . . ;m;

8<: (22)

where D; C are defined in (7) and (8) respectively.
Based on Algorithm 1, we propose the following update

strategy: both the linear classifier W and the sparse code C
are updated using the proximal method, and the dictionary
D is updated using the linearized proximal method. In other
words,

Wkþ1 2 Prox
Pk
0
þr0

gk
ðWkÞ;

Ckþ1
i 2 Prox

Pk
i
þri

mk
i

ðCk
i Þ; i ¼ 1; 2; . . . ;m;

Dkþ1
i 2 Prox

riþm

�k
i

ðdki Þ; i ¼ 1; . . . ;m;

8>>>><>>>>: (23)

where dki ¼ Dk
i �rPk

i ðDk
i Þ=�k

i . In (23), all three sub-prob-
lems have closed form solutions. Define

V k ¼ aCk>Ck þ ðt þ gkÞI;
qk;i ¼ Rk;i>Dk

i þ mk
i C

k
i þ Sk;i>Wkþ1

i ;
Dk;i ¼ ðDkþ1

1 ; . . . ; Dkþ1
i�1 ; D

k
i ; . . . ; D

k
mÞ;

8<: (24)

where Rk;i is defined in (16) and

Sk;i ¼ L�
X
j< i

Wkþ1
i Ckþ1>

i �
X
j> i

Wkþ1
i Ck>

i :

Then, we have

Proposition 3.12. Suppose M is chosen such that M >ffiffiffiffiffiffiffiffiffiffiffiffiffi
2�=aki

q
, where aki ¼ kDk

i k2 þ mk
i . Then, all sub-problems in

(23) have closed form solutions given by

Wkþ1 ¼ ðaLCk þ gkWkÞðV kÞ�1;

Ckþ1
i ¼ signðqk;iÞ 	min T ffiffiffiffiffiffiffiffiffi

2�=ak
i

p ðqk;i=aki Þ
���� ����;M� �

;

Dkþ1
i ¼ ðkdk;ik2Þ�1dk;i:

8>><>>: (25)

Proof. By direct computation, the minimization problems in
(23) are equivalent to

minW
a
2 kL�WCk>k2 þ gk

2 kW �Wkk2 þ t
2 kWk2;

minkck1�M
ak
i

2� kc� qk;i=aki k2 þ kck0; 1 � i � m;

minkdk2¼1kd� dk;ik2; 1 � i � m:

8>><>>:
It can be seen that the solutions of the above minimiza-
tion problems are given by (25). tu
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Remark 3.13 (Updating step sizes gk;mk
i ; �

k
i ). There are

2mþ 1 step sizes. Let a > b be two positive constants;

we simply set gk;mk
i 2 ða; bÞ. Step sizes �k

i can be set as

�k
i ¼ maxðrLk

i ; aÞ, where Lk
i is the Lipschitz constant of

rPk
iþm in X ¼ fd 2 Rn : kdk � 2g. Although it is not easy

to compute Lk
i , kCk

i k2 þ 2mkDk;i>Dk;ik is no smaller than

the Lipschitz constant Lk
i .

A detailed description of the discriminative dictionary
learning method for solving (21) is given in Algorithm 3.
The global convergence property of Algorithm 3 can be
shown using similar analysis as that of Algorithm 1.

Algorithm 3. Discriminative Incoherent Dictionary
Learning

1: INPUT: Training signals Y ;
2: OUTPUT: Learned Incoherent DictionaryD;
3: Main Procedure:

1. Initialization:D0; C0, r > 1, and b > a > 0.
2. For k ¼ 0; 1; . . . ;
(a) UpdateW : gk 2 ða; bÞ and

Wkþ1 ¼ ðaLCk þ gkWkÞðV kÞ�1;

where V k is defined in (24).
(b) Update sparse code Ci: for i ¼ 1; ;m,

Ckþ1
i ¼ signðqk;iÞ 	minðjT ffiffiffiffiffiffiffiffiffi

2�=ak
i

p ðqk;i=aki Þj;MÞ;

where qk;i is defined in (24) with mk
i 2 ða; bÞ.

(c) EstimateDi: for i ¼ 1; . . . ;m,

�k
i ¼ maxðrðkCk

i k22 þ 2mkDk;i>Dk;ik2Þ; aÞ;
Dkþ1

i ¼ dk;i=kdk;ik2;
:

(

where dk;i is defined in (24).

Corollary 3.14. The sequence, ðWk;Ck;DkÞ, generated by Algo-
rithm 3 is bounded and converges to a critical point of (21).

Proof. see Appendix C. tu
Remark 3.15. The acceleration step used in Algorithm 2 is

not helpful for further improving the performance of
Algorithm 3, as the coefficients C are sequentially
updated in Algorithm 3, while they are updated in Algo-
rithm 2 as one block.

4 EXPERIMENTS

In this section, the two proposed dictionary learning methods
are evaluated in two applications: image denoising and visual
recognition. Most existing sparse coding based image denois-
ing approaches are based on model (9) of case (a) in Exam-
ple 3.4. The three models in cases (b)-(d) in Example 3.4 have
been used in various visual recognition applications.

4.1 Image Denoising

In image denoising, we follow the same procedure in [11].
Through all the experiments in image denoising, the dimen-
sion of the dictionary is set to be the same as the K-SVD
method [34], i.e., m ¼ 4n, The dictionary is learned from

4� 104 image patches randomly chosen from the input
noisy image. The patch size is 8� 8. The parameter � is set

to 15s2 for the dictionary learning process, where s denotes
noise standard deviation. level, the parameter r is set to

1þ 10�3. All methods used in experiments were set to run
for at most 30 iterations. All experiments were preformed in
the Linux version of MATLAB R2011b (64 bit) running on a
PC workstation with an INTEL CPU (2.4 GHZ) and 48 GB
of RAM. The experiments are done on six test images (see
Fig. 3) with different noise standard deviations.

Four dictionary learning methods were tested in image
denoising: the K-SVD method [35],1 PALM [13], Algo-
rithm 2 and Algorithm 3. Same as the K-SVD method, the
dictionary is initialized using an over-complete DCT dictio-
nary (see [11] for more details). Algorithm 3 was applied to
solving (1) by setting the weight of the incoherence term
and the weight of discriminative term to zero and remov-
ing the corresponding computational steps. The implemen-
tation of PALM is done by splitting ðC;DÞ into the blocks
ðC;D1; D2; . . . ; DmÞ and updating each block using the line-
arized proximal method.

4.1.1 Computational Efficiency

Fig. 2 shows how fast the objective function value is reduced
by each of the three methods. The K-SVD method is not
included as it considers an un-constrained model whose
objective function is different from the other three. It can be
seen that bothAlgorithm 2 andAlgorithm 3 reduce the objec-
tive function value noticeably faster than PALM. The differ-
ence betweenAlgorithm 2 andAlgorithm 3 is ratherminor.

A comparison of running time is shown in Table 1. It can
be seen that Algorithm 2 and PALM are the fastest one,
while the K-SVD method and Algorithm 3 are noticeably
slower. The speed of Algorithm 2 and PALM on running
time agrees with the theoretical computational complexity.
Let K denote the average number of nonzero entries in each
column of C. By direct counting, the total number of the
dominant operations per iteration in Algorithm 2 is

Fig. 2. Objective function value versus iteration number in sparse coding
based image de-noising.

1. http://www.cs.technion.ac.il/
ronrubin/software.html
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TAlg: 2 ¼ pð2nmþ 6Kmþ 4KnÞ þ 6nm2:

When K � n 
 m � p, it is about 2pnm, while it is about

2pnmþ pK2m in the K-SVD method ([35]).
Overall, Algorithm 2 is the best performer as it is notice-

ably faster at reducing the objective function value per itera-
tion while at the same time not requiring significantly more
time per iteration.

4.1.2 Quality of Results

The denoising performance is measured in terms of the
PSNR value. See Table 2 for a comparison of the PSNR
values of the denoised results from five methods: the
DCT-based thresholding method, the K-SVD method [34],
PALM, Algorithm 2 and Algorithm 3. It can be seen that
in terms of the average PSNR value, the K-SVD method,
Algorithm 2 and Algorithm 3 are comparable, and they

are all better than the other two methods. Fig. 4 shows
the dictionaries learned from noisy image by both the K-
SVD method and Algorithm 2, and Fig. 5 gives a visual
illustration of the results from Algorithm 2. Given these
results, it is evident that Algorithm 2 yields results very
close to K-SVD while at the same time requiring signifi-
cantly less computation.

The proposed algorithms only can guarantee finding a
critical point of the relating non-convex problem. Thus,
same as the K-SVD method, they will yield different out-
comes when using different initializations. See Table 3 for
a comparison of the average PSNR value of the denoised
results from the proposed methods using two different
initial dictionaries: DCT and RND. DCT refers to the
aforementioned over-complete DCT dictionary, and RND

TABLE 1
Running Time (Seconds) versus Dimension of Dictonary Atom

atom dimension 6x6 8x8 10x10 12x12 14x14 16x16

K-SVD 39 70 114 164 228 308
PALM 9 16 28 42 60 86
Algorithm 2 10 18 30 45 66 96
Algorithm 3 71 217 465 1,011 1,848 3,094

TABLE 2
PSNR Values of the Denoised Results

Image Boat512 Fingerprint512 Hill512

s 5 10 15 20 25 5 10 15 20 25 5 10 15 20 25

DCT 36.79 33.49 31.34 29.96 28.90 36.34 32.25 29.68 28.29 26.85 36.54 32.93 31.11 30.02 29.00
K-SVD 37.17 33.64 31.73 30.36 29.28 36.59 32.39 30.06 28.47 27.26 36.99 33.34 31.43 30.17 29.19
PALM 37.08 33.48 31.46 30.05 28.95 36.50 32.21 29.84 28.18 26.85 36.98 33.28 31.35 30.07 29.06
Algorithm 3 37.11 33.58 31.63 30.18 29.07 36.58 32.27 29.87 28.24 26.94 36.91 33.36 31.44 30.04 29.11
Algorithm 2 36.97 33.53 31.65 30.31 29.18 36.59 32.35 30.03 28.44 27.17 36.94 33.31 31.29 30.02 29.06

Image Lena512 Man512 Peppers512
s 5 10 15 20 25 5 10 15 20 25 5 10 15 20 25

DCT 38.29 35.25 33.39 32.03 30.96 37.16 33.12 31.01 29.65 28.67 37.06 34.48 33.02 31.89 30.95
K-SVD 38.59 35.47 33.70 32.38 31.32 37.61 33.62 31.45 30.13 29.11 37.77 34.72 32.37 32.26 31.39
PALM 38.46 35.35 33.50 32.15 31.08 37.42 33.45 31.31 29.92 28.86 37.50 34.58 33.02 31.79 30.80
Algorithm 3 38.48 35.37 33.55 32.21 31.16 37.46 33.53 31.45 30.09 29.02 37.57 34.67 33.19 31.99 31.02
Algorithm 2 38.49 35.41 33.57 32.25 31.19 37.46 33.47 31.43 30.02 29.00 37.68 34.64 33.22 32.14 31.18

Fig. 4. The dictionaries learned from the image “Lena512” with noise
level s ¼ 25 using the K-SVD method and algorithm 2.

Fig. 3. Six test images for image denoising.

Fig. 5. Visual illustration of a noisy image and the denoised one by
algorithm 2.
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refers to a random subset of the collection of image
patches. It can be seen that the denoising performance is
influenced by how the dictionary is initialized, but such
influence is not significant.

4.2 Image Recognition

In this section, the proposed methods were tested in sparse
coding based recognition tasks, composed of three methods
in Example 3.4, cases (b-d). Case (b) is the D-KSVD method
[15], case (c) is the LC-KSVD method [14], and case (d) is
the dictionary learning method with structured incoherence
[8]. Both the D-KSVD method and the LC-KSVD method
simultaneously perform dictionary learning and classifier
training using the K-SVD method. The dictionary learning
method with structured incoherence uses some standard
non-linear optimization solver.

Algorithm 2 was applied to solving the dictionary
learning problems in both the D-KSVD method and the
LC-KSVD method, and Algorithm 3 was applied to solv-
ing the optimization problem in case (d). Throughout the
experiments in this sub-section, the model parameters of
each model were set the same [14], independent of the
choice of numerical algorithm. The sparsity level was
also fixed by only keeping coefficients with the k0 largest
magnitudes when thresholding.

4.2.1 Face Recognition

The methods are evaluated on two face datasets: Extended
YaleB dataset [36] and AR face dataset [37].

Extended YaleB Dataset. The dataset [36] contains 2,414
images of 38 human frontal faces, with approximately 64
images (representing different illumination conditions and
facial expressions) for each person and original images were
cropped to 192� 168 pixels. Following [15], we projected
each face image into a 504-dim feature vector using a zero-
mean random Gaussian matrix. The database was randomly

split into two halves: one half containing 32 images per per-
son used for training, and the remaining for validation.

AR Face Dataset. The dataset [37] consists of over 4,000
frontal images from 126 individuals. For each individual, 26
pictures were taken in two separate sessions. Following the
standard evaluation procedure from [14], [15], we used a sub-
set of the database consisting of 2,600 images from 50 male
subjects and 50 female subjects. For each person, 20 images
were randomly chosen for training and the remaining images
were used for test. Each image was cropped to 165� 120 and
then is projected itoto a 540-dim vector.

4.2.2 Object Classification

The Caltech-101 dataset [38] is a data set with 8;677 images
from 101 object categories and 467 images from an additional
background category. Same as [39], for each image, the SIFT
feature based spatial pyramid feature [40] was extracted and
further reduced to 3;000-dim via PCA. Following standard
protocol, we randomly picked f5; 10; 15; 20; 25; 30g samples
per category for training and used the rest for test.

4.2.3 Scene Classification

The experiments were done on the Scene-15 dataset [40],
which contains both outdoor and indoor scenes. The number
of images per category varies from 210 to 410, and the resolu-
tion of each image is about 250� 300. For each image, the
SIFT feature based spatial pyramid feature [40] was extracted
and further reduced to 3;000-dim via PCA. Following the
experimental settings of [14], we randomly selected 100
images per category for training and used the rest for test.

4.2.4 Results and Discussion

The results are listed in Table 4. It can be seen that the per-
formance of Algorithm 2 is at least comparable to that of the
K-SVD method or PALM in all scenarios. Overall, the classi-
fication performance using the sparse coding model in the
case (d) of Example 3.4 is better than the other three models,
and Algorithm 3 can be used for solving the non-convex
problem in case (d) of Example 3.4.

5 SUMMARY AND FUTURE WORK

In this paper, we proposed amulti-block alternating proximal
method with global convergence property for solving a class
of ‘0-norm related optimization problems arising from sparse
coding. The proposed algorithms are not only theoretically

TABLE 3
Average PSNR Value of the Denoised Results

Using Different Initializations

Initialization s ¼ 5 s ¼ 10 s ¼ 15 s ¼ 20 s ¼ 25

Algorithm 2, DCT 37.36 33.79 31.87 30.53 29.46
Algorithm 2, RND 37.17 33.65 31.70 30.31 29.25
Algorithm 3, DCT 37.35 33.80 31.86 30.46 29.38
Algorithm 3, RND 37.16 33.64 31.68 30.33 29.27

TABLE 4
Classification Accuracies (Percent) on Four Datasets

Dataset Training Case (b) Case (c) Case (d)

size K-SVD Algorithm 2 PALM K-SVD Algorithm 2 PALM Algorithm 3

Yale B 1,216 94.10 94.04 94.12 95.00 95.02 95.05 95.12
AR 2,000 88.80 88.48 88.52 93.70 93.58 93.80 93.88

Caltech 5 49.6 49.9 49.8 54.0 54.2 54.2 54.8
10 59.5 59.9 60.1 63.1 63.1 63.2 63.6
15 65.1 65.2 65.0 67.7 67.5 67.6 68.3
20 68.6 68.7 68.5 70.5 70.2 70.2 72.2
25 71.1 70.8 71.0 72.3 72.3 72.1 72.7
30 73.0 73.2 73.2 73.6 73.4 73.5 73.9

Scene 1,500 89.1 88.8 89.2 92.9 92.7 92.9 93.1
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sound for non-convex problems arising from sparse coding
based applications, but were also shown to be computation-
ally efficient in practical sparse coding based applications. In
future, wewill further investigate stochasticmethods for solv-
ing the optimization problems in sparse coding with the aim
of converging to globalminimizers.

APPENDIX A
PROOF OF THEOREM 3.7

At first, we define KL functions and semi-algebraic func-
tions used for the convergence analysis.

Definition A.1 (Kurdyka-ºojasiewicz property [13]). Let

f : Rd ! ð�1;þ1� be a PLS function. The function is said

to have the KL property at �x 2 dom@f :¼ fx 2 Rd : @f 6¼ ;g
if there exist h > 0, a neighborhood X of �x and a concave and
continuous function c : ½0; hÞ ! Rþ which satisfies cð0Þ ¼ 0,

c is C1 on ð0; hÞ and continuous at 0 and c
0 ðsÞ > 0; 8s 2

ð0; hÞ, such that for all

x 2 X \ fx : fð�xÞ < fðxÞ < fð�xÞ þ hg;
the following inequality holds:

c
0 ðfðxÞ � fð�xÞÞdistð0; @fðxÞÞ � 1: (26)

If f satisfy the KL property at each point of dom@f then f is
called a KL function.

Definition A.2. (Semi-algebraic sets and functions [12]) A sub-
set S of Rn is called the semi-algebraic set if there exists a finite
number of real polynomial functions gij; hij such that
S ¼ S

j

T
ifx 2 Rn : gijðxÞ ¼ 0; hijðxÞ < 0g: A function f

is called the semi-algebraic function if its graph fðx; tÞ 2 Rn �
R; t ¼ fðxÞg is a semi-algebraic set.

The main tool for the proof is the following theorem.

Theorem A.3 ([41]). Assume HðzÞ is a PLS function with

infH > �1, the sequence fzkgk2N is a Cauchy sequence and
converges to a critical point of HðzÞ, if the following four con-
ditions hold:

(P1) Sufficiently decreasing: there exists some positive con-
stant r1, such that

HðzkÞ �Hðzkþ1Þ � r1kzkþ1 � zkk2; 8k:
(P2) Relative error: there exists some positive constant

r2 > 0, such that for any wk 2 @HðzkÞ,

kwkþ1kF � r2kzkþ1 � zkk; 8k:
(P3) Continuity: there exists a subsequence fzðkjÞgj2N and �z

such that

zðkjÞ ! �z; Hðzkj Þ ! Hð�zÞ; as j ! þ1:

(P4) KL property: H satisfies the KL property in its effective
domain.

By the theorem above, we only need to check that the
sequence generated by Algorithm 1 satisfies the conditions
(P1)-(P4). Let V1;V2 denote the index sets of the variables

that use proximal update (13a), linearized proximal update
(13b) respectively, and define

Pk
i ð�Þ :¼ P ðxkþ1

0 ; � � � ; xkþ1
i�1 ; �; xk

iþ1; . . . ; x
k
NÞ;ePk

i ð�Þ :¼ Pk
i ðxk

i Þ þ hrPk
i ðxk

i Þ; � � xki i:

(

Condition (P1). Before proceeding, we first present a
lemma about continuous differentiable functions which can
be derived from [13, Lemma 3.1].

Lemma A.4. Let h : Rn ! R be a continuously differentiable
function and rh is Lh-Lipschitz continuous in V ¼ fx :
kxk � Mg. Then, we have

hðuÞ � hðvÞ þ hu� v;rhðvÞi þ Lh

2
ku� vk2F ; 8u; v 2 �V;

where �V ¼ fx : kxk � M=2g.
Proof. For any x; y 2 �V, by the triangular inequality, we

know xþ ay 2 V where 0 � a � 1. Define gðaÞ ¼
hðxþ ayÞ. Then, we have

hðxþ yÞ � hðxÞ ¼ gð1Þ � gð0Þ ¼
Z 1

0

dg

da
ðaÞda

�
Z 1

0

y>rhðxÞdaþ j
Z 1

0

y>ðrhðxþ ayÞ � rhðxÞÞdaj

�y>rhðxÞ þ kyk
Z 1

0

Lhakykda ¼ y>rhðxÞ þ Lhkyk2=2;

which completes the proof. tu

When i 2 V1, the term Pk
i ðxk

i Þ þ riðxki Þ is no less than

Pk
i ðxkþ1

i Þ þ riðxkþ1
i Þ þ mk

i
2 kxkþ1

i � xk
i k2: (27)

When i 2 V2, the term Pk
i ðxk

i Þ þ riðxk
i Þ is no less than

ePk
i ðxk

i Þ þ riðxkþ1
i Þ þ mk

i
2 kxkþ1

i � xk
i k2: (28)

By the Lipschitz continuity ofriP and lemma 6.4,

Pk
i ðxkþ1

i Þ � ePk
i ðxki Þ þ

Lk
i

2
kxkþ1

i � xk
i k2: (29)

The combination of (28) and (29) leads to the fact that

Pk
i ðxk

i Þ þ riðxk
i Þ is no less than

Pk
i ðxkþ1

i Þ þ riðxki Þ þ
mk
i � Lk

i

2
kxkþ1

i � xk
i k2: (30)

Summing up (27) and (30) gives the term

HðxkÞ �Hðxkþ1Þ ¼ Pk
0 ðxk

0Þ � Pk
Nðxkþ1

N Þ
is no less than

X
i2V1

mk
i

2
kxkþ1

i � xk
i k2 þ

X
i2V2

mk
i � Lk

i

2
kxkþ1

i � xk
i k2;

as Pk
iþ1ðxk

iþ1Þ ¼ Pk
i ðxkþ1

i Þ. Let r1 ¼ minfðmk
i � Lk

i Þ=2 : k 2
N; i 2 V2g. Then, r1 > 0 since mk

i > Lk
i which gives mk

i 2
ða; bÞ. Thus, Condition (P1) is satisfied.
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Condition(P2). If i 2 V1, we have

0 2 rPk
i ðxkþ1

i Þ þ mk
i ðxkþ1

i � xk
i Þ þ @riðxkþ1

i Þ: (31)

Define V k
i ¼ �rPk

i ðxkþ1
i Þ � mk

i ðxkþ1
i � xk

i Þ. Then,

vk
i :¼ V k

i þriP ðxkþ1Þ 2 @iHðxkþ1Þ:

If fxkg is bounded, since rP is Lipschitz continuous on any
bounded set, there existsM1 > 0 such that

kwk
i k � M1kxkþ1 � xkk; 8i 2 V1: (32)

Similarly, if i 2 V2, we have

0 2 rPk
i ðxki Þ þ mk

i ðxkþ1
i � xk

i Þ þ @riðxkþ1
i Þ:

Define V k
i ¼ �rPk

i ðxk
i Þ � mk

i ðxkþ1
i � xk

i Þ. Then,

vk
i :¼ V k

i þriP ðxkþ1Þ 2 @iHðxkþ1Þ:

By the boundedness of fxkg and Lipschitz continuity ofrP ,
we know there existsM2 > 0 such that

kwk
i k � M2kxkþ1 � xkk; 8i 2 V2: (33)

Define M ¼ N maxðM1;M2Þ. Then (32) and (33) lead to

kvkk � Mkxkþ1 � xkk; where vk ¼ ðv1; . . . ;vNÞ such that

vi ¼ vk
i when i 2 V1 or i 2 V2. Therefore, Condition (P2) is

satisfied.
Condition (P3). Consider two convergent sub-sequences

xkj ! �x and xkj�1 ! �y of a bounded sequence fxkg. We first
show that �x ¼ �y. Given any positive integer j, from Condi-
tion (P1), we have

Hðx0Þ �Hðxjþ1Þ > r
Xj

k¼0

kxk � xkþ1k2: (34)

Since fHðxjÞg is decreasing and infH > �1, there exist

some �H such that HðxjÞ ! �H as j ! þ1. Let j ! þ1 in
(34), we have

Xþ1

k¼0

kxk � xkþ1k2 < Hðx0Þ � �H < þ1:

which implies lim kxk � xk�1k ¼ 0. Then, we have

lim kxkjþ1 � xkjk ¼ 0 and �x ¼ �y.
Denote �x ¼ ð�x1; . . . ; �xNÞ. For i 2 V1, we have for all

xi 2 X i

P k
i ðxkþ1

i Þ þ riðxkþ1
i Þ þ mk

i

2
kxkþ1

i � xki k2

� Pk
i ðxiÞ þ riðxiÞ þ mk

i

2
kxi � xk

i k2:
(35)

Let k ¼ kj � 1, xi ¼ �xi in (35) and j ! þ1, we have then

lim supj!þ1riðxkji Þ � rið�xiÞ:

For i 2 V2;we have

ePk
i ðxkþ1

i Þ þ riðxkþ1
i Þ þ mk

i

2
kxkþ1

i � xk
i k2

� ePk
i ðxiÞ þ riðxiÞ þ mk

i

2
kxi � xk

i k2:
(36)

Let k ¼ kj � 1, xi ¼ �xi in (36) and j ! þ1, by the Lip-
schitz continuity of rP and Condition (P1), we have

lim supj!þ1riðxkj
i Þ � rið�xiÞ: Together with the fact that ri

is lower semi-continuous, we have limj!þ1 riðxkj
i Þ ¼

rið�xiÞ; 8i ¼ 1; 2 . . . ; N: Therefore, by the continuity of P ,
we conclude that

lim
j!þ1

P ðxkjÞ þ
XN
i¼1

riðxkj
i Þ ¼ P ð�xÞ þ

XN
i¼1

rið�xiÞ:

Condition (P4). The function H in Theorem 3.7 is a semi-
algebraic function [13], which automatically satisfies the so-
calledKLproperty according to the following theorem in [13].

Theorem 6.5. ([13]) Let f is a PLS and semi-algebraic function,
then f satisfies the KL property in domf .

APPENDIX B
PROOF OF THEOREM 3.10

Due to space limitation, we only prove the convergence
of Algorithm 2 for m ¼ 1. The proof can be easily
extended to the case of m > 1 with small modifications.
For m ¼ 1, the objective function in (14) can be rewritten
as Hðc; dÞ ¼ F ðcÞ þQðc; dÞ þGðdÞ; c 2 Rn; d 2 Rp, where
F; Q;G are defined as

F ðcÞ ¼ Pp
i¼1 FiðciÞ ¼

Pp
i¼1 �kcik0 þ dXðciÞ;

GðdÞ ¼ dUðdÞ; Qðc; dÞ ¼ 1
2 kY � dc>k2;

�
(37)

where U ¼ fd : kdk ¼ 1g and X ¼ fc : jcij � Mg. For a vector
c, let cI denote the sub-vector of c contains the entries

indexed in I. Define Qk
d ¼ Qðvk; dÞ. Then, Algorithm 2 can

be re-written as

vk 2 ProxF
2�=mkðck � 1

mk rcQðck; dkÞÞ; ð38aÞ
dkþ1 2 Prox

GþQk
d

�k
ðdkÞ; ð38bÞ

ckþ1 : ckþ1
Ic
k

¼ 0 and ckþ1
Ik

2 argmin~c2X fk
i ð~cÞ; ð38cÞ

8>><>>:
where Ik ¼ fi : vki 6¼ 0g, bY ¼ YIk and fkð~cÞ ¼ 1

2 k bY� dkþ1~c>k2.
It is noted that fk is strongly convex since kdkþ1k ¼ 1. Define

zk ¼ ðck; dkÞ and

ukþ1 ¼ kvk � ckk þ kckþ1 � vkk þ kdkþ1 � dkk:
In the next, we introduce a series of lemmas which are the
main ingredients of the proof.

Lemma B.1. Let fzkg denote the sequence generated by (38a)-
(38c). Then, there exists r > 0 such that

HðzkÞ �Hðzkþ1Þ � ru2
kþ1 (39)
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and X1
k¼1

u2
k < 1; lim

k!þ1
uk ¼ 0: (40)

Proof. By (27) and (30), the updates (38a) and (38b) imply
that there exists r1 > 0 such that

Hðck; dkÞ �Hðvk; dkÞ � r1kckþ
1
2 � ckk2;

Hðvk; dkÞ �Hðvk; dkþ1Þ � r1kdkþ1 � dkk2:
�

(41)

From (38c) and (4), we have

fkðvkIkÞ � fkðckþ1
Ik

Þ � 1

2
kvkIk � ckþ1

Ik
k2 ¼ 1

2
kckþ1 � vkk2

as kdkþ1k2 ¼ 1 and ckþ1
Ic
k

¼ vkIc
k
, which implies

Hðvk; dkþ1Þ �Hðckþ1; dkþ1Þ � 1

2
kckþ1 � vkk2:

Together with (41), we have

HðzkÞ �Hðzkþ1Þ � ru2kþ1 (42)

by the Cauchy-Schwarz inequality, where r ¼
minðr1; 1=2Þ=3. Thus, fHðZkÞg is a decreasing sequence

and HðZÞ � 0. Let �H be the limit of HðzkÞ. Telescoping
the inequality (42) gives

X1
k¼1

u2
k �

1

r
ðHðz0Þ � �HÞ < 1;

which leads to limk!þ1 uk ¼ 0. tu
Lemma B.2. Let fzkg denote the sequence generated by (38a)-

(38c). Then, there exists

wkþ1 :¼ ðwkþ1
c ; wkþ1

d Þ 2 @Hðzkþ1Þ
andM > 0, such that kwkþ1k � Mukþ1:

Proof. By (31), the scheme (38b) implies

�rdQðvk; dkþ1Þ � �kðdkþ1 � dkÞ 2 @Gðdkþ1
i Þ:

Then, we have

vkþ1
d :¼rdQðzkþ1Þ � rdQðvk; dkþ1Þ � �kðdkþ1 � dkÞ

2rdQðzkþ1Þ þ @Gðdkþ1
i Þ ¼ @dHðzkþ1Þ;

and

kvkþ1
d k � Lkckþ1 � vkk þ bkdkþ1 � dkk (43)

by the Lipschitz continuity of rQ. Additionally, we have

�ðrcQðzkÞ þ mkðvk � ckÞÞ 2 @F ðvkÞ from (38a), and

@ciF ðckþ1
i Þ ¼ @ciF ðvkÞ; 8i 2 Ick;

from (38c). So, define

vkþ1
cIc

k

:¼ @cIc
k

Qðzkþ1Þ � @cIc
k

QðzkÞ � mkðvkIc
k
� ckIc

k
ÞÞ;

then, vkþ1
cIc

k

2 @cIc
k

Hðzkþ1Þ. By the Lipschitz continuity of

rH and the boundedness of zk, there exists M1 > 0 such
that

kvkþ1
cIc

k

k � M1ukþ1: (44)

For any i 2 Ik we have

�@cif
kðckþ1

Ik
Þ 2 @ciF ðckþ1Þ;

as 0 2 @kxk0; 8x. Consequently, we have

vkþ1
cIk

:¼ @cIk
Qðzkþ1Þ � @cIk

fkðckþ1
Ik

Þ 2 @cIk
Hðzkþ1Þ:

It is easy to know that vkþ1
cIk

¼ 0: Let

vkþ1 ¼ ðvdþ1
c ;vkþ1

d Þ ¼ ðvkþ1
cIk

;vkþ1
cIc

k

;vkþ1
d Þ:

Then, from (43), (44), we have vkþ1 2 @Hðzkþ1Þ and

kvkþ1k � Mukþ1, whereM ¼ maxðL; b;M1Þ. tu
Lemma B.3. Let fzkg denote the sequence generated by (38a)-

(38c). For any convergent sub-sequence zkj ! �z ¼ ð�c; �dÞ of

fzkg, then �z is a critical point of (14).

Proof. Recall that limj!þ1 ukj ¼ 0. Thus, vkj�1 ! ĉ, zkj�1 ! ẑ
and ĉ ¼ �c; ẑ ¼ �z. From (38a), we have

bQkj�1
c ðvkj�1Þ þ F ðvkj�1Þ � bQkj�1

c ðcÞ þ F ðcÞ; (45)

where

bQk
cðcÞ ¼ hrcQðc; dkÞ; c� cki þ mk

2
kc� ckk2:

Replacing c by �c in (45) and let j ! þ1, we have

lim sup
j!þ1

F ðvkj�1Þ � F ð�cÞ;

by the Lipschitz continuity of rQ, the boundedness of

fzkg and (40). As kckjk0 � kvkj�1k0, we have

lim sup
j!þ1

F ðckjÞ � lim sup
j!þ1

F ðvkj�1Þ � F ð�cÞ:

Together with the fact that F is lower semi-continuous,

we have limj!þ1 F ðckjÞ ¼ F ð�cÞ. Since dk 2 U and Q is

continuous, limj!þ1 HðzkjÞ ¼ Hð�zÞ. From Lemma B.2,

there exists vkj 2 @HðzkjÞ such that vkj ! 0 by (40),
which means �z is a critical point of (14). The proof is
complete. tu
The next lemma [13] presents a uniformized KL property

related to KL functions which will be used to prove the
global convergence of the sequence fzkg.
Lemma B.4 ([13]). Let V be a compact set and let s be a PLS

function. Assume that s is constant on V and satisfies the KL
property at each point of V. Then, there exist � > 0, h > 0

and a concave c : ½0; h� ! Rþ with cð0Þ ¼ 0, c
0 ðsÞ > 0 for

all s 2 ð0; hÞ and c 2 C1, continuous at 0, such that for all �u
in V and all u in the following intersection:

fu : distðu;VÞ � �g \ fu : sð�uÞ < sðuÞ � sð�uÞ þ hg;

one has, c
0 ðsðuÞ � sð�uÞÞdistð0; @sðuÞÞ � 1:
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The global convergence of the sequence fzkg is estab-
lished the following theorem, whose proof is similar to that
of [13, Theorem 1].

Theorem B.5. The sequence fzkg generated by (38a)-(38c) con-
verges to a critical point ofH.

Proof. As shown in Appendix C, HðzÞ is a semi-algebraic

function and thus is a KL function. Let wðz0Þ be the set of
limit points of the sequence fzkg starting from the point

z0. By the boundedness of fzkg, wðz0Þ is a nonempty,

compact set as wðz0Þ ¼ T
q2N

S
k�qfzkg. Furthermore, as

HðzkÞ is decreasing and bounded below, there exists H

such that �H ¼ limk!þ1 HðzkÞ. Then, for any �z 2 wðz0Þ,
there exists a sub-sequence zkj converging to �z as

j ! þ1. First of all, we know HðzkjÞ converges to �H as

HðzkÞ converges to �H. From Lemma B.3, we have
�H ¼ limHðzkjÞ ¼ Hð �ZÞ. It implies that HðzÞ ¼ �H for all

z 2 wðz0Þ.
In the next, we assume HðzkÞ < Hð�zÞ. Otherwise,

assume Hðzk0Þ ¼ �H, from the decreasing property of the

sequence fzkg, we know zk ¼ zk0 for all k > k0. Then,

from Lemma B.4 with V ¼ wðz0Þ, there exists ‘, such that
for k > ‘, we have

c
0 ðHðzkÞ �Hð�zÞÞdistð0; @HðzkÞÞ � 1: (46)

From Lemma B.2, we have

c
0 ðHðzkÞ �Hð�zÞÞ � 1

M
uk; (47)

whereM > 0. Meanwhile, as c is concave, we have

cðHðzkÞ �Hð�zÞÞ � cðHðzkþ1Þ �Hð�zÞÞ
� c

0 ðHðzkÞ �Hð�zÞÞðHðzkÞ �Hðzkþ1ÞÞ: (48)

Define p;q :¼ cðHðzpÞ �Hð�zÞÞ � cðHðzqÞ �Hð�zÞ: From
lemma B.1, (47) and (48), there exists c0 > 0, such that

for k > ‘, k;kþ1 � u2
kþ1=c0uk: Thus,

2ukþ1 � uk þ c0k; kþ 1 (49)

by Cauchy-Schwartz inequality. Summing (49) over i, we
have

2ukþ1 þ
Xk
i¼lþ1

ui � u‘ þ C‘þ1;kþ1;

as~p;q þ~q;r ¼p;r. Then, for any k > ‘,

Xk
i¼‘þ1

ui � u‘ þ CcðHðz‘þ1Þ �Hð�zÞÞ:

Therefore,

X1
k¼1

kzkþ1 � zkk �
X
k¼1

uk < 1;

which implies that fzkg is a convergent sequence. Since

zkj ! �z; j ! þ1, we have zk ! �z. tu

APPENDIX C

PROOF OF COROLLARY 3.14

Let Zk :¼ ðCk;DkÞ to be the sequence generated by Algo-

rithm 3. First of all, Zk is a bounded sequence asDk 2 D and

Ck 2 C. Moreover, it can be seen that all conditions in
Assumption 3.5 are satisfied. It is noted thatH is a semi-alge-
braic function as polynomial functions are semi-algebraic,

since kL�WC>k2 þ kWk2 and kD>D� Ik2, are semi-alge-
braic, which is true as both are polynomials, D; C are semi-
algebraic set and k � k0 is semi-algebraic [13, Example 5.2]).

REFERENCES

[1] I. Tosic and P. Frossard, “Dictionary learning,” IEEE Signal Pro-
cess. Mag., vol. 28, no. 2, pp. 27–38, Mar. 2011.

[2] A. L. Chistov and D. Y. Grigor’ev, “Complexity of quantifier elim-
ination in the theory of algebraically closed fields,” in Proc. 11th
Symp. Math. Found. Comput. Sci., 1984, pp. 17–31.

[3] A. Tropp, “Greed is good: Algorithmic results for sparse approx-
imation,” IEEE Trans. Inf. Theory, vol. 50, no. 10, pp. 2231–2242,
Oct. 2004.

[4] S. Chen, D. Donoho, and M. Saunders, “Atomic decomposition by
basis pursuit,” SIAM J. Sci. Comput., vol. 20, pp. 33–61, 1998.

[5] J. Mairal, F. Bach, J. Ponce, and G. Sapiro, “Online learning for
matrix factorization and sparse coding,” J. Mach. Learn. Res.,
vol. 11, pp. 19–60, 2010.

[6] R. Jenatton, J. Mairal, F. R. Bach, and G. R. Obozinski, “Proximal
methods for sparse hierarchical dictionary learning,” in Proc. Int.
Conf. Mach. Learn., 2010, pp. 487–494.

[7] J. Mairal, F. Bach, J. Ponce, G. Sapiro, and A. Zisserman,
“Supervised dictionary learning,” in Proc. Adv. Neural Inf. Process.
Syst., 2009, pp. 1033–1040.

[8] I. Ramirez, P. Sprechmann, and G. Sapiro, “Classification and
clustering via dictionary learning with structured incoherence
and shared features,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recog., 2010, 3501–3508.

[9] B. Mailh�e, D. Barchiesi, and M. D. Plumbley, “INK-SVD: Learning
incoherent dictionaries for sparse representations,” in Proc. IEEE
Int. Conf. Acoust. Speech Signal Process., 2012, pp. 3573–3576.

[10] D. Barchiesi and M. D. Plumbley, “Learning incoherent dictionar-
ies for sparse approximation using iterative projections and
rotations,” IEEE Trans. Signal Process., vol. 61, no. 8, pp. 2055–
2065, Apr. 2013.

[11] M. Aharon, M. Elad, and A. Bruckstein, “K-SVD: An algorithm for
designing overcomplete dictionaries for sparse representation,”
IEEE Trans. Signal Process., vol. 54, no. 11, pp. 4311–4322, Nov.
2006.

[12] H. Attouch, J. Bolte, P. Redont, and A. Soubeyran, “Proximal alter-
nating minimization and projection methods for nonconvex prob-
lems: An approach based on the Kurdyka-Lojasiewicz inequality,”
Math. Oper. Res., vol. 35, no. 2, pp. 438–457, 2010.

[13] J. Bolte, S. Sabach, and M. Teboulle, “Proximal alternating linear-
ized minimization for nonconvex and nonsmooth problems,”
Math. Program., vol. 146, pp. 459–494, 2014.

[14] Z. Jiang, Z. Lin, and L. Davis, “Learning a dicscriminative dictio-
nary for sparse coding via label consistent K-SVD,” in Proc. IEEE
Conf. Comput. Vis. Pattern Recog., 2011, pp. 1697–1704.

[15] Q. Zhang and B. Li, “Discriminative K-SVD for dictionary learn-
ing in face recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recog., 2010, pp. 2691–2698.

[16] Y. Xu and W. Yin, “A block coordinate descent method for multi-
convex optimization with applications to nonnegative tensor fac-
torization and completion,” SIAM J. Imag. Sci., vol. 6, no. 3,
pp. 1758–1789, 2013.

[17] C. Bao, H. Ji, Y. Quan, and Z. Shen, “‘0 norm based dictioanry
learning by proximal method with global convergence,” in Proc.
IEEE Conf. Comput. Vis. Pattern Recog., 2014, 3858–3865.

[18] A. Tropp, “Greed is good: Algorithmic results for sparse approx-
imation,” IEEE Trans. Inf. Theory, vol. 50, no. 10, pp. 2231–2242,
Oct. 2004.

[19] J. Mairal, F. Bach, J. Ponce, G. Sapiro, and A. Zisserman, “Non-
local sparse models for image restoration,” in Proc. IEEE Int. Conf.
Comput. Vis., 2009, pp. 2272–2279.

1368 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 38, NO. 7, JULY 2016

Authorized licensed use limited to: Tsinghua University. Downloaded on June 14,2022 at 08:17:13 UTC from IEEE Xplore.  Restrictions apply. 



[20] J. Mairal, M. Elad, and G. Sapiro, “Sparse representation for color
image restoration,” IEEE Trans. Image Process., vol. 17, no. 1,
pp. 53–69, Jan. 2008.

[21] B. Efron, T. Hastie, I. Johnstone, and R. Tibshirani, “Least angle
regression,” Ann. Statist., vol. 32, no. 2, pp. 407–499, 2004.

[22] A. Beck and M. Teboulle, “A fast iterative shrinkage-thresholding
algorithm for linear inverse problems,” SIAM J. Imag. Sci., vol. 2,
pp. 183–202, 2009.

[23] Y. Xu and W. Yin, “A fast patch-dictionary method for the whole
image recovery,” UCLA CAM Rep., 2013.

[24] J. Fan and R. Li, “Variable selection via nonconcave penalized
likelihood and its oracle properties,” J. Am. Statist. Assoc., vol. 96,
pp. 1348–1360, 2001.

[25] C.-H. Zhang, “Nearly unbiased variable selection under minimax
concave penalty,” Ann. Statist., vol. 38, pp. 894–942, 2010.

[26] J. Shi, X. Ren, G. Dai, J. Wang, and Z. Zhang, “A non-convex relax-
ation approach to sparse dictionary learning,” in Proc. IEEE Conf.
Comput. Vis. Pattern Recog., 2011, pp. 1809–1816.

[27] A. Rakotomamonjy, “Direct optimization of the dictionary
learning,” IEEE Trans. Signal Process., vol. 61, no. 22, pp. 5495–5506,
Nov. 15, 2013.

[28] S. Sra, “Scalable nonconvex inexact proximal splitting,” in Proc.
Adv. Neural Inf. Process. Syst., 2012, pp. 539–547.

[29] P. Gong, C. Zhang, Z. Lu, J. Huang, and J. Ye, “A general iterative
shrinkage and thresholding algorithm for non-convex regularized
optimization problems,” in Proc. Int. Conf. Mach. Learn, 2013,
pp. 37–45.

[30] J. M. Ortega and W. C. Rheinboldt, Iterative Solution of Nonlinear
Equations in Several Variables. Philadelphia, PA, USA: SIAM, 2000,
vol. 30.

[31] M. J. Powell, “On search directions for minimization algorithms,”
Math. Program., vol. 4, no. 1, pp. 193–201, 1973.

[32] L. Grippo and M. Sciandrone, “On the convergence of the block
nonlinear Gauss-Seidel method under convex constraints,” Oper.
Res. Lett., vol. 26, no. 3, pp. 127–136, 2000.

[33] R. T. Rockafellar and R. J.-B. Wets, Variational Analysis: Grundleh-
ren der Mathematischen Wissenschaften, vol. 317. New York, NY,
USA: Springer, 1998.

[34] M. Elad and M. Aharon, “Image denoising via sparse and redun-
dant representations over learned dictionaries,” IEEE Trans. Image
Process, vol. 15, no. 12, pp. 3736–3745, Dec. 2006.

[35] R. Rubinstein, M. Zibulevsky, and M. Elad, “Efficient implemen-
tation of the K-SVD algorithm using batch orthogonal matching
pursuit,” CS Technion, 2008.

[36] A. S. Georghiades, P. N. Belhumeur, and D. J. Kriegman, “From
few to many: Illumination cone models for face recognition under
variable lighting and pose,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 23, no. 6, pp. 643–660, Jun. 2001.

[37] A. Mart�ınez and R. Benavente, “The AR face database,” CVC Tech.
Rep., vol. 24, Jun. 1998.

[38] L. Fei-Fei, R. Fergus, and P. Perona, “Learning generative visual
models from few training examples: An incremental Bayesian
approach tested on 101 object categories,” in Proc. Conf. Comput.
Vis. Pattern Recog. Workshop, 2004, p. 178.

[39] L. Zhang, W. Dong, D. Zhang, and G. Shi, “Two-stage image
denoising by principle component analysis with local pixel group-
ing,” Pattern Recogn., vol. 43, pp. 1531–1549, 2010.

[40] S. Lazebnik, C. Schmid, and J. Ponce, “Beyond bags of features:
Spatial pyramid matching for recognizing natural scene catego-
ries,” in Proc. IEEE Comput. Soc. Conf. Comput. Vis. Pattern Recog.,
2006, pp. 2169–2178.

[41] H. Attouch, J. Bolte, and B. F. Svaiter, “Convergence of descent
methods for semi-algebraic and tame problems: Proximal algo-
rithms, forward-backward splitting, and regularized Gauss-Seidel
methods,”Math. Program., vol. 137, nos. 1/2, pp. 91–129, 2013.

Chenglong Bao received the BSc degree in
mathematics from Sun Yat-sen University,
Guangzhou, China, in 2009, and the PhD degree
in mathematics from National University of
Singapore, Singapore, in 2014. He is currently a
research fellow in the Department of Mathematics,
National University of Singapore. His current
research interests include computational harmonic
analysis, convex and nonconvex optimization.

Hui Ji received the PhD degree in computer sci-
ence from the University of Maryland at College
Park in 2006. Since then, he has been with
National University of Singapore, where he is cur-
rently an associate professor in the Department
of Mathematics and the director in the Centre for
Wavelets, Approximation and Information Proc-
essing. His research interests include computa-
tional harmonic analysis, optimization, computer
vision, and imaging sciences.

Yuhui Quan received the PhD degree in com-
puter science from South China University of
Technology in 2013. He is currently the postdoc-
toral research fellow in the Department of Mathe-
matics, National University of Singapore. His
research interests include computational vision,
sparse representation, and machine learning.

Zuowei Shen received the PhD degree in mathe-
matics from the University of Alberta, Canada, in
1991, then, he worked as a research associate at
the Center for the Mathematical Sciences, UW-
Madison, for two years. Since 1993, he has been
with the Department of Mathematics, National
University of Singapore, where he is currently a
Tan Chin Tuan Centennial professor. His current
research focuses on image analysis and restora-
tions using wavelet tight frames.

" For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.

BAO ETAL.: DICTIONARY LEARNING FOR SPARSE CODING: ALGORITHMS AND CONVERGENCE ANALYSIS 1369

Authorized licensed use limited to: Tsinghua University. Downloaded on June 14,2022 at 08:17:13 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


