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#### Abstract

In the past decade, tremendous efforts have been made towards understanding fermionic symmetry protected topological (FSPT) phases in interacting systems. Nevertheless, for systems with continuum symmetry, e.g., electronic insulators, it is still unclear how to construct an exactly solvable model with a finite dimensional Hilbert space in general. In this paper, we give a lattice model construction and classification for 2D interacting electronic insulators. Based on the physical picture of $\mathrm{U}(1)_{f}$-charge decorations, we illustrate the key idea by considering the well known 2 D interacting topological insulator. Then we generalize our construction to an arbitrary 2D interacting electronic insulator with symmetry $G_{f}=\mathrm{U}(1)_{f} \rtimes_{\rho_{1}, \omega_{2}} G$, where $\mathrm{U}(1)_{f}$ is the charge conservation symmetry and $\rho_{1}, \omega_{2}$ are additional data which fully characterize the group structure of $G_{f}$. Finally we study more examples, including the full interacting classification of 2D crystalline topological insulators.


Introduction. - In recent years, remarkable progress has been made in the theoretical understanding of gapped phases in quantum many-body systems, in particular for fermionic symmetry-protected topological (FSPT) phases [1-21], which include topological band insulators as the most familiar example [22, 23]. Exactly solvable lattice Hamiltonians, whose ground states are fixed-point wavefunctions, have played a vital role in these development, which often serve as proof-ofprinciple models for the existence of interacting topological phases and facilitate extraction of universal physical properties to characterize the topological order. They can often be turned into exact tensor network states, offering a convenient starting point for the study of more realistic systems. However, known constructions of SPT phases typically feature local Hilbert space isomorphic to the protecting symmetry group, which becomes problematic if the symmetry is continuous. To date, no systematic exactly-solvable constructions are available for generic electronic insulators, except for a couple of isolated examples. In this paper, we generalize the decorated domain wall construction of interacting FSPT with finite total symmetry group $G_{f}$ into interacting electronic insulators involving $\mathrm{U}(1)_{f}$ charge conservation symmetry. As a simple application, we will derive the full interacting classification of 2D crystalline topological insulators [24, 25]. Our method can also be applied to systems with other continuum symmetry such as $\mathrm{SU}(2)$ spin rotational symmetry.

2D interacting topological insulator from $\mathrm{U}(1)_{f}$-charge decorations. - We begin with a concrete example of 2D FSPT state protected by $G_{f}=\left(\mathrm{U}(1)_{f} \rtimes \mathbb{Z}_{4}^{T}\right) / \mathbb{Z}_{2}$. It is the well known topological insulator with $\mathrm{U}(1)_{f}$ charge conservation and time reversal symmetries, where fermions transform as Kramers doublets under time reversal.

Let us consider a triangular lattice shown in Fig. 1. On each vertex $i$, there is a bosonic Ising spin $\sigma_{i}=\uparrow / \downarrow= \pm 1$. At the center of each triangle $\langle i j k\rangle$, there is a spin- $1 / 2$ fermionic degrees of freedom $c_{i j k}^{\sigma}(\sigma=\uparrow / \downarrow)$. While the bosonic spin $\sigma_{i}$ does not carry $\mathrm{U}(1)_{f}$ charge, the $\mathrm{U}(1)_{f}$ charge of the fermion $c_{i j k}^{\sigma}$ is chosen to be $+1(-1)$ if $\langle i j k\rangle$ is an up-pointing triangle $\triangle$ (a down-pointing triangle $\nabla)$. On the other hand, the time reversal symmetry flips the bosonic spin $\sigma_{i}$ between $\uparrow$ and $\downarrow$, and transforms the spin- $1 / 2$ fermion as $c_{i j k}^{\uparrow} \rightarrow c_{i j k}^{\downarrow}$ and $c_{i j k}^{\downarrow} \rightarrow-c_{i j k}^{\uparrow}$.

The fixed-point wavefunction is obtained by decorating fermionic $\mathrm{U}(1)_{f}$ charges to the symmetry domain walls of $\left\{\sigma_{i}\right\}[26]$. To be more specific, let us consider the domain wall configurations of a single triangle $\langle i j k\rangle$. There are in total $2^{3}=8$ different spin (black arrow) configurations or 4 domain wall (green line) configurations, for example, in an up-pointing triangle:


If the configuration satisfies $\sigma_{i}=-\sigma_{j}=\sigma_{k}$ (see the two rightmost figures above), a fermion $c_{i j k}^{\sigma_{i}}$ with spin $\sigma_{i}$ and $\mathrm{U}(1)_{f}$ charge $+1(-1)$ will be decorated at the center when the triangle $\langle i j k\rangle$ is up-pointing (down-pointing). An explicit example of the decorations can be found in Fig. 1. The fixed-point wavefunction is a superposition of all possible bosonic spin configurations decorated with


FIG. 1: Fermionic $\mathrm{U}(1)_{f}$ charge decoration. Fermions with $\mathrm{U}(1)_{f}$ charge +1 and -1 (blue dots) are decorated at the minimum and maximum points of the domain walls (green lines), respectively. The spin of the fermion (blue arrow) depends on the bosonic spin (black arrow) at the left vertex $\sigma_{i}$ of the corresponding triangle. The terms $P_{\Delta}, P_{\nabla}$ and $A_{s}$ of the Hamiltonian are associated with triangles illustrated by blue, yellow and red colors, respectively.
fermionic $\mathrm{U}(1)_{f}$ charges using the rules above:

By solving the consistency conditions (symmetry condition and twisted super-cocycle equation), we will show later that the coefficient $\Psi(c)$ for each configuration $c$ is always $\pm 1$ depending on the order of the decorated fermions.

The above $\mathrm{U}(1)_{f}$-charge decoration is compatible with the symmetry $G_{f}=\mathrm{U}(1)_{f} \rtimes_{\rho_{1}, \omega_{2}} \mathbb{Z}_{2}^{T}$. For each domain wall loop, the numbers of minimum and maximum points are the same. Therefore, the total $\mathrm{U}(1)_{f}$ charge of the decorated configuration is always zero. On the other hand, the time reversal symmetry flips all the bosonic and fermionic spins in the configuration. By choosing the coefficient $\Psi(c)$ appropriately, one can make the ground state $|\Psi\rangle$ time reversal invariant.

Commuting-projector Hamiltonian and edge state.As a fixed-point wavefunction, the $\mathrm{U}(1)_{f}$-charge decorated state Eq. (2) is the ground state of an exactlysolvable commuting-projector Hamiltonian with finitedimensional local Hilbert spaces (see Fig. 1):

$$
\begin{equation*}
H=-\sum_{\triangle} P_{\triangle}-\sum_{\nabla} P_{\nabla}-\sum_{\text {site } s} \frac{1+A_{s}}{2} \prod_{\triangle} P_{\triangle} \prod_{\nabla} P_{\nabla} \tag{3}
\end{equation*}
$$

The triangle terms $P_{\triangle}$ and $P_{\nabla}$ are projections enforcing the decoration rules such as Eq. (1) for each triangle. The operator $A_{s}$ in the last term flips the bosonic spin at site $s$, and changes the fermionic $\mathrm{U}(1)_{f}$ charge decorations accordingly for the six surrounding triangles. We present
more details of the Hamiltonian in the Supplemental Material. In the literature, there are other constructions for the interacting topological insulator. Compared to the method of decorating multiple Majorana chains [24, 25], the state Eq. (2) we constructed is much simpler and can be systematically generalized to other symmetry group $G_{f}$, which we will describe later.

The state Eq. (2) is the interacting counterpart of the free-fermion topological insulator with charge conservation and time-reversal symmetries. They share the same nontrivial gapped, symmetry-breaking edge state. In fact, we can consider a position-dependent Zeeman field on the boundary, such that there are two edge spin domain walls, whose local profile are related to each other via time-reversal symmetry. Due to the $\mathrm{U}(1)_{f}$ charge conservation of the domain wall loop, these two edge domain wall should have total $\mathrm{U}(1)_{f}$ charge $\pm 1$. If the edge is particle-hole symmetric, each domain wall will have half $\mathrm{U}(1)_{f}$ charge (see Supplemental Material for formal derivation).

Symmetries of interacting electronic insulators.- Before generalizing the above constructions to other systems, we first need to introduce some notations and definitions about the symmetry group $G_{f}$. For insulators, there is a $\mathrm{U}(1)_{f}$ charge conservation symmetry. The element of this group is $U_{\theta}=e^{i \theta Q}$, where $Q$ is the $\mathrm{U}(1)_{f}$ charge operator. As the fermion parity operator is the order-2 element $U_{\pi}$ in this group, we will denote the charge conservation symmetry by $\mathrm{U}(1)_{f}$ with a subscript $f$. The action of $U_{\theta}$ on a bosonic/fermionic annihilation operator with $\mathrm{U}(1)_{f}$ charge $q$ is $U_{\theta} c_{j}^{\sigma, q} U_{\theta}^{\dagger}=e^{-i q \theta} c_{j}^{\sigma, q}$, where $j$ is the lattice site and $\sigma$ is the combination of other indices such as orbital and spin, etc. As $\mathrm{U}(1)_{f}$ charge symmetry is always a normal subgroup of the total symmetry $G_{f}$ for electronic insulators, we have the following short exact sequence:

$$
\begin{equation*}
1 \rightarrow \mathrm{U}(1)_{f} \rightarrow G_{f} \rightarrow G \rightarrow 1 \tag{4}
\end{equation*}
$$

where $G:=G_{f} / \mathrm{U}(1)_{f}$ is the quotient group. In this paper, we assume that $G$ is a finite group.

Conversely, given $\mathrm{U}(1)_{f}$ and $G$, we can recover the group $G_{f}=\mathrm{U}(1)_{f} \rtimes_{\rho_{1}, \omega_{2}} G$ by using two ingredients $\rho_{1}$ and $\omega_{2}$. The 1 -cocycle $\rho_{1} \in H^{1}\left(G, \mathbb{Z}_{2}\right)$ is a homomorphism from $G$ to $\operatorname{Aut}\left(\mathrm{U}(1)_{f}\right)=\mathbb{Z}_{2}$. It implements the charge conjugation action of $G$ on $U_{\theta}=e^{i \theta Q} \in \mathrm{U}(1)_{f}$ as

$$
\begin{equation*}
g \times U_{\theta} \times g^{-1}=\left(U_{\theta}\right)^{(-1)^{\rho_{1}(g)}}=U_{(-1)^{\rho_{1}(g)} \theta} \tag{5}
\end{equation*}
$$

The second ingredient $\omega_{2}$ is related to the extension of $G$. As a set, $G_{f}$ is the same as $\mathrm{U}(1)_{f} \times G$, so the elements of $G_{f}$ can be parametrized as $\left(U_{\theta}, g\right)$. But the multiplication in $G_{f}$ reads

$$
\begin{equation*}
(1, g) \times(1, h)=\left(U_{2 \pi \omega_{2}(g, h)}, g h\right) \in G_{f} \tag{6}
\end{equation*}
$$

where $\omega_{2}(g, h) \in \mathbb{R} / \mathbb{Z} \simeq \mathrm{U}(1)_{f}$ is a phase associated with $g, h \in G$. The associativity condition of $G_{f}$ implies that
$\omega_{2}$ is a 2-cocycle in $H_{\rho_{1}}^{2}\left(G, \mathrm{U}(1)_{f}\right)$ [27], where the subscript $\rho_{1}$ indicates the $G$-action on the coefficient $\mathrm{U}(1)_{f}$.

The two cocycles $\rho_{1}$ and $\omega_{2}$ fully characterize the group structure of $G_{f}=\mathrm{U}(1)_{f} \rtimes_{\rho_{1}, \omega_{2}} G$, but the action of the group $G$ or $G_{f}$ on the wavefunctions is still not full determined yet. When there is an anti-unitary symmetry in $G$, we should also introduce a third ingredient $s_{1}$ to specify its action on the wavefunctions with $i \rightarrow-i$ :

$$
s_{1}(g)= \begin{cases}0, & \text { if } g \text { is unitary }  \tag{7}\\ 1, & \text { if } g \text { is anti-unitary }\end{cases}
$$

Apparently, $s_{1}$ is also a 1-cocycle in $H^{1}\left(G, \mathbb{Z}_{2}\right)$.
In general, the 1-cocycles $s_{1}$ and $\rho_{1}$ are not the same. Combining Eqs. (5) and (7), the $G$ action on the charge operator $Q$ in $U_{\theta}=e^{i \theta Q} \in \mathrm{U}(1)_{f}$ should be

$$
\begin{equation*}
g \times Q \times g^{-1}=(-1)^{\rho_{1}(g)+s_{1}(g)} Q \tag{8}
\end{equation*}
$$

So the $\mathrm{U}(1)_{f}$ charges change sign under the $g$ action if and only if $\rho_{1}(g)$ and $s_{1}(g)$ are different.

Generalization to symmetry $G_{f}=\mathrm{U}(1)_{f} \rtimes_{\rho_{1}, \omega_{2}} G$.Now we want to generalize the construction of $\mathrm{U}(1)_{f}$ charge decoration to arbitrary 2D interacting electronic insulators protected by $G_{f}=\mathrm{U}(1)_{f} \rtimes_{\rho_{1}, \omega_{2}} G$. The degrees of freedom (d.o.f.) of our lattice model is as follows. We first triangulate the 2D spacial manifold with a branching structure. On each vertex $i$, we put a $|G|$-level spin Hilbert space spanned by $\left|g_{i}\right\rangle\left(g_{i} \in G\right)$. At the center of each triangle $\langle i j k\rangle$, we put a Hilbert space spanned by bosons/fermions $c_{i j k}^{\sigma, q}(\sigma \in G, q \in \mathbb{Z},|q|<\Lambda)$. Here $q$ is the $\mathrm{U}(1)_{f}$ charge of the boson/fermion, and $\Lambda$ is a finite positive integer depending on $G$ [28]. We choose the d.o.f. $c_{i j k}^{\sigma, q}$ to be a fermion (boson) if $q$ is odd (even) [29]. So the (anti-)commutation relation reads

$$
\begin{equation*}
c_{i j k}^{\sigma, q}\left(c_{i^{\prime} j^{\prime} k^{\prime}}^{\sigma^{\prime}, q^{\prime}}\right)^{\dagger}-(-1)^{q q^{\prime}}\left(c_{i^{\prime} j^{\prime} k^{\prime}}^{\sigma^{\prime}, q^{\prime}}\right)^{\dagger} c_{i j k}^{\sigma, q}=\delta_{i j k, i^{\prime} j^{\prime} k^{\prime}} \delta_{\sigma \sigma^{\prime}} \delta_{q q^{\prime}} \tag{9}
\end{equation*}
$$

Under the symmetries $U_{\theta} \in \mathrm{U}(1)_{f}$ and $g \in G$, these d.o.f. transform as:

$$
\begin{align*}
& U_{\theta}\left|g_{i}\right\rangle=\left|g_{i}\right\rangle, U(g)\left|g_{i}\right\rangle=\left|g g_{i}\right\rangle, U_{\theta} c_{i j k}^{\sigma, q} U_{\theta}^{\dagger}=e^{-i q \theta} c_{i j k}^{\sigma, q} \\
& U(g) c_{i j k}^{\sigma, q} U(g)^{\dagger} \\
& =e^{-2 \pi i \omega_{2}(g, \sigma)(-1)^{\rho_{1}(g)+s_{1}(g)} q} c_{i j k}^{g \sigma,(-1)^{\rho_{1}(g)+s_{1}(g)} q} \tag{10}
\end{align*}
$$

In this way, both the bosonic and fermionic d.o.f. support linear representations of the total symmetry group $G_{f}$ (see Supplemental Material for a proof).

To obtain a 2D $G_{f}$-FSPT state, we can decorate $\mathrm{U}(1)_{f}$ charges to the domain wall junctions of $G$. After proliferating $G$ domain walls, we will obtain a symmetric gapped FSPT state protected by symmetry $G_{f}$. Schematically, the wavefunction would have the form

$$
|\Psi\rangle=\sum_{\text {all conf }} \Psi(
$$

where the blue dots are the decorated $\mathrm{U}(1)_{f}$ charges similar to Eq. (2). Now we try to decorate the $\mathrm{U}(1)_{f}$ charges $c_{i j k}^{\sigma, q}$ to the domain wall junctions (triangle centers) of $G$. The decoration is specified by an integral charge function $n_{2}\left(g_{i}, g_{j}, g_{k}\right) \in \mathbb{Z}$. For a triangle $\langle i j k\rangle$ with orientation $r_{i j k}= \pm 1$ and vertex spin labels $e, g_{0}^{-1} g_{1}, g_{0}^{-1} g_{2} \in G$, we decorate the $\mathrm{U}(1)_{f}$ charge $c_{i j k}^{e, r_{i j k} n_{2}\left(e, g_{0}^{-1} g_{1}, g_{0}^{-1} g_{2}\right)}$ at the center. All other charges $c_{i j k}^{\sigma, q}$ of this triangle with $\sigma \neq e$ or $q \neq r_{i j k} n_{2}\left(e, g_{0}^{-1} g_{1}, g_{0}^{-1} g_{2}\right)$ remain empty or in the vacuum state. From this standard triangle decoration, we can obtain the decoration for arbitrary triangle under the action of $U\left(g_{0}\right)$ :


To be consistent with the symmetry transformation Eq. (10), the function $n_{2}$ should satisfy:

$$
\begin{equation*}
n_{2}\left(g_{0}, g_{1}, g_{2}\right)=(-1)^{\rho_{1}\left(g_{0}\right)+s_{1}\left(g_{0}\right)} n_{2}\left(e, g_{0}^{-1} g_{1}, g_{0}^{-1} g_{2}\right) \tag{12}
\end{equation*}
$$

So $n_{2}$ is a 2-cochain in $C_{\rho_{1}+s_{1}}^{2}(G, \mathbb{Z})$ with a $G$-action on the integral charges indicated by the subscript $\rho_{1}+s_{1}$. This nontrivial action can be traced back to Eq. (8).
$\mathrm{U}(1)_{f}$-symmetric fermionic $F$ moves. - To make the wavefunction Eq. (11) well-defined, we have to check several consistency conditions. The easiest way is to consider wavefunctions on different triangulations of the spacial manifold. They are related to each other by elementary local changes called Pachner moves ( $F$ moves). Since we want the wavefunction to be $G_{f}$-symmetric, the $F$ moves should respect the symmetry. So we have the following commuting square:


Given the standard $F$ move with the first vertex labelled
by $e \in G$, we can use the above commuting diagram to
derive the non-standard one with generic $g_{0} \in G$. They have the following explicit expressions:

$$
\begin{align*}
F(e, \overline{0} 1, \overline{0} 2, \overline{0} 3) & :=\nu_{3}(e, \overline{0} 1, \overline{0} 2, \overline{0} 3)\left(c_{012}^{e, n_{2}(e, \overline{0} 1, \overline{0} 2)}\right)^{\dagger}\left(c_{023}^{e, n_{2}(e, \overline{0} 2, \overline{0} 3)}\right)^{\dagger} c_{013}^{e, n_{2}(e, \overline{0} 1, \overline{0} 3)} c_{123}^{g_{0}^{-1} g_{1}, n_{2}(\overline{0} 1, \overline{0} 2, \overline{0} 3)},  \tag{14}\\
F\left(g_{0}, g_{1}, g_{2}, g_{3}\right) & =U\left(g_{0}\right) F\left(e, g_{0}^{-1} g_{1}, g_{0}^{-1} g_{2}, g_{0}^{-1} g_{3}\right) U\left(g_{0}\right)^{-1} \\
& :=\nu_{3}\left(g_{0}, g_{1}, g_{2}, g_{3}\right)\left(c_{012}^{g_{0}, n_{2}(012)}\right)^{\dagger}\left(c_{023}^{g_{0}, n_{2}(023)}\right)^{\dagger} c_{013}^{g_{0}, n_{2}(013)} c_{123}^{g_{1}, n_{2}(123)} \tag{15}
\end{align*}
$$

where we use abbreviations $\bar{i} j$ for $g_{i}^{-1} g_{j}$ and $n_{2}(i j k)$ for $n_{2}\left(g_{i}, g_{j}, g_{k}\right)$. We also set $r_{i j k}=1$ for all the triangles shown above. From the $U\left(g_{0}\right)$-action on the complex numbers and bosonic/fermionic $\mathrm{U}(1)_{f}$ charges in Eq. (10), the $F$ move coefficient $\nu_{3} \in C_{s_{1}}^{3}(G, \mathrm{U}(1))$ has the symmetry condition

$$
\begin{align*}
\nu_{3}\left(g_{0}, g_{1}, g_{2}, g_{3}\right)= & {\left[\nu_{3}\left(e, g_{0}^{-1} g_{1}, g_{0}^{-1} g_{2}, g_{0}^{-1} g_{3}\right)\right]^{1-2 s_{1}\left(g_{0}\right)} } \\
& \times e^{-2 \pi i \omega_{2}\left(g_{0}, g_{0}^{-1} g_{1}\right) n_{2}\left(g_{1}, g_{2}, g_{3}\right)} \tag{16}
\end{align*}
$$

Here we use the normalization condition $\omega_{2}\left(g_{0}, e\right)=0$.
Besides the $G$ symmetry, the $F$ should also preserve the $\mathrm{U}(1)_{f}$ charges. By counting the $\mathrm{U}(1)_{f}$ charges on the two sides of the $F$ move Eq. (14), we have the integer equation:

$$
\begin{align*}
& \left(\mathrm{d}_{\rho_{1}+s_{1}} n_{2}\right)\left(g_{1}, g_{2}, g_{3}\right)  \tag{17}\\
= & (-1)^{\rho_{1}\left(g_{1}\right)+s_{1}\left(g_{1}\right)} n_{2}\left(g_{2}, g_{3}\right)-n_{2}\left(g_{1} g_{2}, g_{3}\right) \\
+ & n_{2}\left(g_{1}, g_{2} g_{3}\right)-n_{2}\left(g_{1}, g_{2}\right)=0,
\end{align*}
$$

where we define the inhomogeneous cochain $n_{2}\left(g_{1}, g_{2}\right):=$ $n_{2}\left(e, g_{1}, g_{1} g_{2}\right)$ to be the homogeneous one with the first argument being $e \in G$. One can also show that adding coboundaries to $n_{2}$ can be gauged away by symmetric local unitaries. Therefore, $n_{2}$ is in fact a 2 -cocycle in $H_{\rho_{1}+s_{1}}^{2}(G, \mathbb{Z})$. Here, we use the subscript $\rho_{1}+s_{1}$ to indicate the possibly nontrivial $G$-action on the $\mathrm{U}(1)_{f}$ charge appearing in the first term of the second line of Eq. (17). This action originates from Eqs. (8) and (12).

Twisted super-cocycle equation. - Given two triangulations of the spacial manifold, there are possibly many different sequences of $F$ moves connecting them. Since the initial and the final states are fixed, we should have the same result from different sequences. The smallest loop among these sequences is the twisted version of supercocycle equation [4].

Let us choose the label of the first vertex to be $e \in G$. In this way, the standard super-cocycle equation reads

$$
\begin{align*}
& F(e, \overline{0} 1, \overline{0} 2, \overline{0} 3) \cdot F(e, \overline{0} 1, \overline{0} 3, \overline{0} 4) \cdot F(\overline{0} 1, \overline{0} 2, \overline{0} 3, \overline{0} 4) \\
= & F(e, \overline{0} 2, \overline{0} 3, \overline{0} 4) \cdot F(e, \overline{0} 1, \overline{0} 2, \overline{0} 4) . \tag{18}
\end{align*}
$$

The non-standard ones are automatically satisfied by simply a symmetry action $U\left(g_{0}\right)$. Using the symmetry
condition $F(\overline{0} 1, \overline{0} 2, \overline{0} 3, \overline{0} 4)=U(\overline{0} 1) F(e, \overline{1} 2, \overline{1} 3, \overline{1} 4) U(\overline{0} 1)^{\dagger}$ from Eq. (15), we can convert the above equation to a formula that only involves the standard $F$ moves Eq. (14). After eliminating all the $c_{i j k}^{\sigma, q}$ operators, the final result is a twisted cocycle equation for the $\nu_{3}$ as

$$
\begin{equation*}
\mathrm{d}_{s_{1}} \nu_{3}=e^{2 \pi i\left(\omega_{2} \smile n_{2}+\frac{1}{2} n_{2} \smile n_{2}\right)} . \tag{19}
\end{equation*}
$$

Here, the differential $\mathrm{d}_{s_{1}}$ of the inhomogeneous cochain $\nu_{3}\left(g_{1}, g_{2}, g_{3}\right):=\nu_{3}\left(e, g_{1}, g_{1} g_{2}, g_{1} g_{2} g_{3}\right)$ is defined as

$$
\begin{align*}
& \left(\mathrm{d}_{s_{1}} \nu_{3}\right)\left(g_{1}, g_{2}, g_{3}, g_{4}\right)  \tag{20}\\
= & \frac{\nu_{3}\left(g_{2}, g_{3}, g_{4}\right)^{1-2 s_{1}\left(g_{1}\right)} \nu_{3}\left(g_{1}, g_{2} g_{3}, g_{4}\right) \nu_{3}\left(g_{1}, g_{2}, g_{3}\right)}{\nu_{3}\left(g_{1} g_{2}, g_{3}, g_{4}\right) \nu_{3}\left(g_{1}, g_{2}, g_{3} g_{4}\right)},
\end{align*}
$$

and the first cup product on the right-hand side of Eq. (19) reads

$$
\begin{align*}
& \left(\omega_{2} \smile n_{2}\right)\left(g_{1}, g_{2}, g_{3}, g_{4}\right) \\
= & \omega_{2}\left(g_{1}, g_{2}\right)(-1)^{\rho_{1}\left(g_{1} g_{2}\right)+s_{1}\left(g_{1} g_{2}\right)} n_{2}\left(g_{3}, g_{4}\right) \tag{21}
\end{align*}
$$

It has a simpler expression $\left(\omega_{2} \smile n_{2}\right)\left(e, g_{1}, g_{2}, g_{3}, g_{4}\right)=$ $\omega_{2}\left(e, g_{1}, g_{2}\right) n_{2}\left(g_{2}, g_{3}, g_{4}\right)$ in the homogeneous notation, where the $G$-action sign $(-1)^{\rho_{1}+s_{1}}$ is absorbed in $n_{2}\left(g_{2}, g_{3}, g_{4}\right)$. The second cup product $(-1)^{n_{2} \smile n_{2}}$ has a similar expression and comes from the reordering of the $c_{i j k}^{\sigma, q}$ operators when they are fermions.

Using the solutions $\left(n_{2}, \nu_{3}\right)$ of the obstruction equations Eqs. (17) and (19), we can construct a $G_{f^{-}}$ symmetric wavefunction Eq. (11) by decorating $\mathrm{U}(1)_{f}$ charges. It can be shown that the decoration data $\left(n_{2}, \nu_{3}\right)$ of the same cohomology class would give us equivalent wavefunctions related by fermionic symmetric local unitary transformations. Moreover, as discussed in the Supplemental Material, $\nu_{3}$ and $\nu_{3} e^{2 \pi i \omega_{2} \smile n_{1}}$ with $n_{1} \in H_{\rho_{1}+s_{1}}^{1}(G, \mathbb{Z})$ are also equivalent. Therefore, the final classification data of interacting electronic insulators are $n_{2}$ and $\nu_{3}$, which are elements in $H_{\rho_{1}+s_{1}}^{2}(G, \mathbb{Z})$ and $C_{s_{1}}^{3}(G, \mathrm{U}(1)) / B_{s_{1}}^{3}(G, \mathrm{U}(1)) / \Gamma^{3}$, where $\Gamma^{3}$ is the trivialization subgroup due to the 1D anomalous SPT states [30].

More Examples. - Let us consider some simple examples of $G_{f}$-FSPT with charge conservation symmetry.
(1) $G_{f}=\mathrm{U}(1)_{f} \times \mathbb{Z}_{2}$. In this case, we have $G=\mathbb{Z}_{2}$ and $\rho_{1}=s_{1}=\omega_{2}=0$. It can be shown easily that the nontrivial fermion decoration $n_{2} \in H^{2}\left(\mathbb{Z}_{2}, \mathbb{Z}\right)$ is obstructionfree. After gauging $G$ and considering only the $\mathbb{Z}_{2}^{f}$ subgroup of $\mathrm{U}(1)_{f}$, the state is identical to the fermionic toric code [31]. With a nontrivial BSPT protected by $G$ only, the full classification of $G_{f}$-FSPT is $\mathbb{Z}_{4}$. In fact, the root state of this $\mathbb{Z}_{4}$ is the $\nu=2$ state of the $\mathbb{Z}_{8}$ classification of $G_{f}=\mathbb{Z}_{2}^{f} \times \mathbb{Z}_{2}$ FSPT [5].
(2) $G_{f}=\mathrm{U}(1)_{f} \rtimes \mathbb{Z}_{2}^{T}$. Now $\rho_{1}=s_{1}$ is nontrivial and $\omega_{2}$ is trivial. One can show that the $\mathrm{U}(1)_{f}$-charge decoration $n_{2}$ is obstructed. There is also no BSPT state. So there is only a trivial $G_{f}$-FSPT state.
(3)By applying the fermionic crystalline equivalence [32-37] where a mirror reflection symmetry action should be mapped onto a time-reversal symmetry action, and that spinless (spin-1/2) fermionic systems should be mapped into spin- $1 / 2$ (spinless) fermionic systems, we can also derive the complete interacting classification of 2D crystalline topological insulators. In Supplementary Material, we list the classification results for all 17 wall paper groups.

Discussion and conclusion. - In this paper, we construct and classify interacting electronic insulators in two spacial dimensions with arbitrary symmetry group $G_{f}=\mathrm{U}(1)_{f} \rtimes_{\rho_{1}, \omega_{2}} G$. The construction is obtained by decorating $\mathrm{U}(1)_{f}$ charges to the $G$ symmetry domain wall junctions. This decoration is specified by a 2-cocycle $n_{2} \in H_{\rho_{1}+s_{1}}^{2}(G, \mathbb{Z})$. The second piece of classification data $\nu_{3} \in C_{s_{1}}^{3}(G, \mathrm{U}(1)) / B_{s_{1}}^{3}(G, \mathrm{U}(1)) / \Gamma^{3}$ is the wavefunction coefficient satisfying the super-cocycle equation (19). As an explicit example, we construct the fixed-point wavefunction and commuting-projector Hamiltonian of topological insulator with charge conservation and timereversal symmetries. By applying the crystalline equivalence principle, we also derive the complete interacting classification of 2D crystalline topological insulators. Apparently, our classification data can also classify interacting electronic insulators with both internal and space group symmetry.

Finally, we stress that our constructions and classification scheme can be easily generalized to other continuous groups by decorating the corresponding continuous-symmetry-protected states to discrete-symmetry domain walls. It can be also generalized from two dimensions to higher dimensions, though the corresponding obstruction functions could become more complicated.

Acknowledgements.- Z.C.G. is supported by Direct Grant No. 4053462 from The Chinese University of Hong Kong and funding from Hong Kong's Research Grants Council (GRF No.14306420, ANR/RGC Joint Research Scheme No. A-CUHK402/18). Y.Q. is supported by the National Natural Science Foundation of China (Grant No. 11874115). M.C. acknowledges support from NSF under award number DMR-1846109.
[1] Lukasz Fidkowski and Alexei Kitaev, "Effects of interactions on the topological classification of free fermion systems," Phys. Rev. B 81, 134509 (2010).
[2] L. Fidkowski and A. Kitaev, "Topological phases of fermions in one dimension," Phys. Rev. B 83, 075103 (2011).
[3] X. Chen, Z.-C. Gu, and X.-G. Wen, "Complete classification of one-dimensional gapped quantum phases in interacting spin systems," Phys. Rev. B 84, 235128 (2011).
[4] Zheng-Cheng Gu and Xiao-Gang Wen, "Symmetryprotected topological orders for interacting fermions: Fermionic topological nonlinear $\sigma$ models and a special group supercohomology theory," Phys. Rev. B 90, 115141 (2014).
[5] Z.-C. Gu and M. Levin, "Effect of interactions on twodimensional fermionic symmetry-protected topological phases with $Z_{2}$ symmetry," Phys. Rev. B 89, 201113 (2014).
[6] Anton Kapustin, Ryan Thorngren, Alex Turzillo, and Zitao Wang, "Fermionic symmetry protected topological phases and cobordisms," JHEP 1512, 052 (2015).
[7] C. Wang, A. C. Potter, and T. Senthil, "Classification of Interacting Electronic Topological Insulators in Three Dimensions," Science 343, 629-631 (2014), arXiv:1306.3238.
[8] C. Wang, A. C. Potter, and T. Senthil, "Gapped symmetry preserving surface state for the electron topological insulator," Phys. Rev. B 88, 115137 (2013).
[9] L. Fidkowski, X. Chen, and A. Vishwanath, "Nonabelian topological order on the surface of a 3d topological superconductor from an exactly solved model," Phys. Rev. X 3, 041016 (2013).
[10] P. Bonderson, C. Nayak, and X.-L. Qi, "A time-reversal invariant topological phase at the surface of a 3d topological insulator," Journal of Statistical Mechanics: Theory and Experiment 2013, P09016 (2013).
[11] X. Chen, L. Fidkowski, and A. Vishwanath, "Symmetry enforced non-abelian topological order at the surface of a topological insulator," Phys. Rev. B 89, 165132 (2014).
[12] M. A. Metlitski, C. L. Kane, and M. P. A. Fisher, "Symmetry-respecting topologically ordered surface phase of three-dimensional electron topological insulators," Phys. Rev. B 92, 125111 (2015).
[13] C. Wang and T. Senthil, "Interacting fermionic topological insulators/superconductors in three dimensions," Phys. Rev. B 89, 195124 (2014).
[14] E. Witten, "Fermion path integrals and topological phases," Rev. Mod. Phys. 88, 035001 (2016).
[15] Daniel S. Freed and Michael J. Hopkins, "Reflection positivity and invertible topological phases," arXiv e-prints (2016), arXiv:1604.06527.
[16] Chenjie Wang, Chien-Hung Lin, and Zheng-Cheng Gu, "Interacting fermionic symmetry-protected topological phases in two dimensions," Phys. Rev. B 95, 195147 (2017).
[17] Nicolas Tarantino and Lukasz Fidkowski, "Discrete spin structures and commuting projector models for twodimensional fermionic symmetry-protected topological phases," Phys. Rev. B 94, 115115 (2016).
[18] Anton Kapustin and Ryan Thorngren, "Fermionic spt phases in higher dimensions and bosonization," Journal
of High Energy Physics 2017, 80 (2017).
[19] M. Cheng, N. Tantivasadakarn, and C. Wang, "Loop braiding statistics and interacting fermionic symmetryprotected topological phases in three dimensions," Phys. Rev. X 8, 011054 (2018).
[20] Q.-R. Wang and Z.-C. Gu, "Towards a complete classification of symmetry-protected topological phases for interacting fermions in three dimensions and a general group supercohomology theory," Phys. Rev. X 8, 011055 (2018).
[21] Qing-Rui Wang and Zheng-Cheng Gu, "Construction and classification of symmetry-protected topological phases in interacting fermion systems," Phys. Rev. X 10, 031055 (2020).
[22] X.-L. Qi and S.-C. Zhang, "Topological insulators and superconductors," Rev. Mod. Phys. 83, 1057-1110 (2011).
[23] M. Z. Hasan and C. L. Kane, "Colloquium: Topological insulators," Rev. Mod. Phys. 82, 3045-3067 (2010).
[24] Max A. Metlitski, "A 1d lattice model for the boundary of the quantum spin-hall insulator," (2019), arXiv:1908.08958 [cond-mat.str-el].
[25] Jun Ho Son and Jason Alicea, "Commuting-projector hamiltonians for two-dimensional topological insulators: Edge physics and many-body invariants," Physical Review B 100 (2019), 10.1103/physrevb.100.155107.
[26] A simpler bosonic $\mathrm{U}(1)$ charge decoration can be found in Refs. 38 and 39.
[27] Since cohomologous $\omega_{2}$ 's will give isomorphic $G_{f}$, we also have to mod out the 2 -coboundaries.
[28] $\Lambda$ is the biggest number of $\left|n_{2}\left(g_{i}, g_{j}, g_{k}\right)\right|$ for all possible $g_{i}, g_{j}, g_{k} \in G$ and 2-cocycles $n_{2} \in H_{\rho_{1}+s_{1}}^{2}(G, \mathbb{Z})$.
[29] One can think of the $q= \pm 1$ fermion to be the fundamental $\mathrm{U}(1)_{f}$ charges. All other $q$ charges are combinations of several fundamental charges. Thus odd (even) $q$ corresponds to fermion (boson).
[30] Qing-Rui Wang, Yang Qi, and Zheng-Cheng Gu, "Anomalous symmetry protected topological states in interacting fermion systems," Phys. Rev. Lett. 123, 207003 (2019).
[31] Zheng-Cheng Gu, Zhenghan Wang, and Xiao-Gang Wen, "Lattice model for fermionic toric code," Phys. Rev. B 90, 085140 (2014).
[32] H. Song, S.-J. Huang, L. Fu, and M. Hermele, "Topological phases protected by point group symmetry," Phys. Rev. X 7, 011020 (2017).
[33] Ryan Thorngren and Dominic V. Else, "Gauging spatial symmetries and the classification of topological crystalline phases," Phys. Rev. X 8, 011040 (2018).
[34] M. Cheng and C. Wang, "Rotation symmetry-protected topological phases of fermions," arXiv:1810.12308 [cond-mat.str-el].
[35] Yunqing Ouyang, Qing-Rui Wang, Zheng-Cheng Gu, and Yang Qi, "Computing classification of interacting fermionic symmetry-protected topological phases using topological invariants," Chin. Phys. Lett. 38, 127101 (2021).
[36] J.-H. Zhang, Q.-R. Wang, S. Yang, Y. Qi, and Z.-C. Gu, "Construction and classification of pointgroup symmetry-protected topological phases in twodimensional interacting fermionic systems," Phys. Rev. B 101, 100501(R) (2020).
[37] J.-H. Zhang, S. Yang, Y. Qi, and Z.-C. Gu, "Realspace construction of crystalline topological supercon-
ductors and insulators in 2d interacting fermionic systems," arXiv:2012.15657 [cond-mat.str-el].
[38] Yusuke Horinouchi, "Solvable lattice model for $(2+1) \mathrm{d}$ bosonic topological insulator," (2020), arXiv:2002.01639 [cond-mat.mes-hall].
[39] Qing-Rui Wang and Meng Cheng, "Exactly solvable models for $u(1)$ symmetry-enriched topological phases," (2021), arXiv:2103.13399 [cond-mat.str-el].

## Supplemental Material

## A. Ground-state wavefunction for 2D interacting TI

In this section of the Supplemental Material, we will derive some consistency conditions for the coefficient $\Psi(c)$ of the ground state Eq. (2) of the 2D interacting topological insulator protected by $\mathrm{U}(1)_{f}$ charge and time reversal symmetries.

Using the notion of fermionic symmetric local unitary moves, we can relate the coefficient of one configuration to that of another. There are several basic local moves. Using a sequence of basic local moves, we can obtain the coefficient $\Psi(c)$ for each configuration $c$ from the vacuum configuration.

## B.1. Basic local moves

Instead of directly deriving the coefficient $\Psi(c)$ for each configuration, we first try to understand the relation between $\Psi(c)$ and $\Psi\left(c^{\prime}\right)$ for two different configurations $c$ and $c^{\prime}$. In general, we can use a sequence of basic moves to deform the configuration $c$ to $c^{\prime}$. Each basic move only changes a local patch of the configuration. If the coefficient changes of the basic moves are known, we can use them to obtain $\Psi(c)$ of arbitrary configuration $c$ from the special configuration $c_{0}$ with no domain walls and fermions.
(1) Domain wall shape changing. If we only deform the domain wall shape without changing the numbers of minimum and maximum points, there is no creation or annihilation of fermions. So the coefficient of the fixed-point wavefunction remains the same:

$$
\begin{equation*}
\Psi())=\Psi(\mid) \tag{22}
\end{equation*}
$$

(2) Creation and annihilation of local domain wall loop. If a domain wall loop is created in a configuration, there should be two fermions decorated at the minimum and maximum point of the loop. So the wavefunction coefficient will be changed as

$$
\begin{equation*}
\left.\Psi\left(\bigcap_{\uparrow}^{\uparrow}\right)\right)=c_{1 \uparrow}^{\dagger} c_{2 \uparrow}^{\dagger} \Psi(\uparrow) . \tag{23}
\end{equation*}
$$

Here, the labels 1 and 2 of the left configuration indicate the creation order of the fermions. The up arrow at the bottom-left corner is the spin of the bosonic spins outside the domain wall loops. And the right configuration is the one with only up bosonic spins and no domain walls in this local patch.

Under the time reversal symmetry action, bosonic and fermionc spins are flipped with plus or minus signs ( $c_{i j k}^{\downarrow} \rightarrow$ $-c_{i j k}^{\uparrow}$ ). So the symmetry partner of Eq. (23) is

$$
\begin{equation*}
\left.\Psi\left(\bigodot_{\downarrow}^{\infty}\right)\right)=c_{1 \downarrow}^{\dagger} c_{2 \downarrow}^{\dagger} \Psi(\downarrow) \text {. } \tag{24}
\end{equation*}
$$

(3) $F$ move. One of the most famous and nontrivial local moves is the $F$ move that may change the connecting topology of the domain walls. Here is the $F$ move with up spins at the bottom-left corner:

For the four fermions $c_{i \sigma_{i}}(i=1,2,3,4)$, the spin $\sigma_{i}$ are determined by the decoration rules given in the main text. In particular, $\sigma_{3}=\uparrow\left(\sigma_{3}=\downarrow\right)$ if the domain wall $\mathbf{g}=e(\mathbf{g}=T)$ is trivial (nontrivial). And $n_{2}(\mathbf{g}, \mathbf{h})=0,1$ indicates whether the fermion is decorated or not, depending on the domain wall configurations $\mathbf{g}$ and $\mathbf{h}$. The factor $\nu_{3}(\mathbf{g}, \mathbf{h}, \mathbf{k})$ is a complex number that plays the same rule as the $F$ symbol in the bosonic system.

Under the time reversal symmetry action, the $F$ move Eq. (25) becomes

where all the bosonic and fermionic spins are flipped. In particular, the spin at the bottom-left corner is now pointing down. If and only if $\sigma_{3}=\downarrow$ and $n_{2}(\mathbf{h}, \mathbf{k})=1$, i.e., the position 3 is decorated by a spin-down fermion, then the symmetry action will result in an additional minus sign from $c_{3 \downarrow} \rightarrow-c_{3 \uparrow}$. This is the origin of the $\operatorname{sign}(-1)^{\delta_{\mathbf{g}, T} n_{2}(\mathbf{h}, \mathbf{k})}$ after the complex conjugation of $\nu_{3}$. This is exactly the symmetry phase factor $e^{2 \pi i \omega_{2} \smile n_{2}}$ in Eq. (16) of the main text.

As the most nontrivial special case of the $F$ move, the one with $\mathbf{g}=\mathbf{h}=\mathbf{k}=T$ will reconnect the domain walls. Depending on the spin at the bottom-left corner, there are two of them as symmetry partner:

Since there is only one down spin, there is a minus sign difference between these two equations. It is exactly the sign $(-1)^{\delta_{\mathbf{g}, T} n_{2}(\mathbf{h}, \mathbf{k})}$ in Eq. (26). The above two $F$ moves can be summarized as

$$
\Psi\binom{\underset{1}{ }{ }^{\sigma} \sigma}{2}=\sigma c_{1 \sigma}^{\dagger} c_{3 \bar{\sigma}} \Psi\left(\begin{array}{c} 
 \tag{29}\\
{ }_{\sigma} \\
\sigma \\
\sigma
\end{array}\right)
$$

where the bottom-left corner spin is $\sigma=\uparrow / \downarrow=+/-$, and $\bar{\sigma}=-\sigma$ is the inverse of $\sigma$.
(4) Domain wall bending. Using the above several basic moves, we can derive another useful local move that create or annihilate a pair of minimum and maximum points of a domain wall. For instance, we can show that

The first and second steps come from the $F$ move Eq. (25) and the move Eq. (24). Under the time reversal symmetry action, the above equation becomes

$$
\Psi\left(\begin{array}{c}
\downarrow  \tag{31}\\
2 \downarrow \\
\downarrow
\end{array}\right)=-c_{1 \uparrow}^{\dagger} c_{2 \downarrow}^{\dagger} \Psi\binom{\downarrow}{\downarrow}
$$

with an additional minus sign from the symmetry action on the spin-down fermion. There is another bending direction. We can similarly derive these two moves as

$$
\begin{align*}
& \Psi\left({ }_{\downarrow}{ }_{\downarrow}{ }^{1}{ }_{2}\right)=-c_{1 \uparrow}^{\dagger} c_{2 \downarrow}^{\dagger} \Psi\left(\begin{array}{l} 
\\
\downarrow
\end{array}\right) \text {. } \tag{33}
\end{align*}
$$

## B.2. General wavefunction

The ground-state wavefunction Eq. (2) is a superposition of all possible bosonic spin configurations with fermionic $\mathrm{U}(1)_{f}$ charge decorations. Using the basic local moves discussed above, we can derive the coefficient $\Psi(c)$ for any given configuration $c$, from the no-domain-wall configuration $c_{0}$. Since the basic moves satisfy the consistency conditions such as super-cocycle equation, the final result is independent of the paths we choose from the configuration $c$ to $c_{0}$.

As an example, let us consider the following configuration with $N$ decorated fermions ( $N$ is always even). We can use Eq. (30) iteratively to cancel pairs of minimum and maximum points of the domain wall.


And the last domain wall loop can be annihilated using Eq. (23). In this way, we relate the coefficient of the original configuration to that of the no-domain-wall configuration (which can be simplify set to 1 before normalization). It seems that there is no compact expression for the coefficient of arbitrary domain wall configuration. But the coefficient is only $\pm 1$ apart from a sequence of fermion creation operators.

## B. Commuting-projector Hamiltonian for 2D interacting TI

Similar to any fixed-point wavefunction of topological phases, we can construct an exactly-solvable lattice Hamiltonian for the ground-state wavefunction Eq. (2) of the 2 D interacting topological insulator protected by $\mathrm{U}(1)_{f}$ charge and time reversal symmetries. Here we will present the details of this Hamiltonian.

As shown in Eq. (3) of the main text, the commuting-projector parent Hamiltonian reads

$$
\begin{equation*}
H=-\sum_{\triangle} P_{\triangle}-\sum_{\nabla} P_{\nabla}-\sum_{\text {site } s} \frac{1+A_{s}}{2} \prod_{\triangle} P_{\triangle} \prod_{\nabla} P_{\nabla} \tag{35}
\end{equation*}
$$

The two triangle terms $P_{\triangle}$ and $P_{\nabla}$ enforce the fermionic $\mathrm{U}(1)_{f}$ charge decoration rules for each triangle of the triangular lattice. The only four spin configurations with $\mathrm{U}(1)_{f}$ charge decorations are


For convenience, we choose a branching structure (orientations of all links) of the triangle lattice shown in Fig. 1. And the three vertices of each triangle $\langle i j k\rangle$ are chosen such that the link orientations are $i \rightarrow j, j \rightarrow k$ and $i \rightarrow k$. In this notation, a spin- $\sigma_{i}$ fermion is decorated at the center of the triangle $\langle i j k\rangle$ if and only if $\sigma_{i}=-\sigma_{j}=\sigma_{k}$. The triangle projectors $P_{\triangle / \nabla}$ has the following expression

$$
\begin{align*}
P_{\Delta / \nabla} & = \begin{cases}n_{i j k}^{\sigma_{i}}\left(1-n_{i j k}^{-\sigma_{i}}\right), & \sigma_{i}=-\sigma_{j}=\sigma_{k} \\
\left(1-n_{i j k}^{\sigma_{i}}\right)\left(1-n_{i j k}^{-\sigma_{i}}\right), & \text { others }\end{cases} \\
& =n_{i j k}^{\sigma_{i}}\left(1-n_{i j k}^{-\sigma_{i}}\right)\left|\frac{\sigma_{i}-\sigma_{j}}{2}\right|\left|\frac{\sigma_{j}-\sigma_{k}}{2}\right|+\left(1-n_{i j k}^{\uparrow}\right)\left(1-n_{i j k}^{\downarrow}\right)\left(1-\left|\frac{\sigma_{i}-\sigma_{j}}{2}\right|\left|\frac{\sigma_{j}-\sigma_{k}}{2}\right|\right), \tag{37}
\end{align*}
$$

| configurations | $\sigma_{1}, \ldots, \sigma_{6}$ | $A_{s}$ | configurations | $\sigma_{1}, \ldots, \sigma_{6}$ | $A_{s}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $++++++$ | $c_{302}^{\sigma_{3} \dagger} c_{506}^{\sigma_{5} \dagger} X_{0}$ |  | $-+-+-+$ | $c_{021}^{\sigma_{0} \dagger} c_{061}^{\sigma_{0} \dagger} X_{0} c_{430}^{\sigma_{4}} c_{450}^{\sigma_{4}}$ |
|  | $--+++-$ | $X_{0}$ |  | $-++-++$ | $Z_{4} c_{302}^{\sigma_{3} \dagger} c_{430}^{\sigma_{4} \dagger} c_{450}^{\sigma_{4} \dagger}{ }_{506}^{\sigma_{5} \dagger} c_{021}^{\sigma_{0} \dagger} c_{061}^{\sigma_{0} \dagger} X_{0}$ |
|  | --+-- | $c_{430}^{\sigma_{4} \dagger} X_{0} c_{506}^{\sigma_{5}}$ |  | $-+++-+$ | $c_{302}^{\sigma_{3} \dagger} c_{021}^{\sigma_{0} \dagger} c_{061}^{\sigma_{0} \dagger} X_{0} c_{450}^{\sigma_{4}}$ |
|  | -+--- | $c_{012}^{\sigma_{0} \dagger} X_{0} c_{506}^{\sigma_{5}}$ |  | $+++-+-$ | $c_{302}^{\sigma_{3} \dagger} c_{430}^{\sigma_{4} \dagger} c_{450}^{\sigma_{4} \dagger} X_{0} c_{061}^{\sigma_{0}}$ |
|  | ----+- | $c_{450}^{\sigma_{4} \dagger} X_{0} c_{302}^{\sigma_{3}}$ |  | $-+-+++$ | $c_{061}^{\sigma_{0} \dagger} c_{506}^{\sigma_{5} \dagger} c_{021}^{\sigma_{0} \dagger} X_{0} c_{430}^{\sigma_{4}}$ |
|  | ----+ | $c_{061}^{\sigma_{0} \dagger} X_{0} c_{302}^{\sigma_{3}}$ |  | $+-+-++$ | $c_{450}^{\sigma_{4} \dagger} c_{506}^{\sigma_{5} \dagger} c_{430}^{\sigma_{4} \dagger} X_{0} c_{021}^{\sigma_{0}}$ |
|  | $++--++$ | $Z_{4} c_{450}^{\sigma_{4} \dagger}{ }_{506}^{\sigma_{5}^{\dagger}} X_{0}$ |  | $-++--+$ | $c_{302}^{\sigma_{3} \dagger} c_{430}^{\sigma_{4} \dagger} c_{021}^{\sigma_{0} \dagger} c_{061}^{\sigma_{0} \dagger} X_{0}$ |
|  | $--++++$ | $Z_{4} c_{061}^{\sigma_{0} \dagger} c_{506}^{\sigma_{5} \dagger} X_{0}$ |  | $-++-+-$ | $c_{302}^{\sigma_{3} \dagger} c_{430}^{\sigma_{4} \dagger} c_{021}^{\sigma_{0} \dagger} c_{450}^{\sigma_{4} \dagger} X_{0}$ |
|  | $+++--+$ | $Z_{4} c_{302}^{\sigma_{3} \dagger} c_{430}^{\sigma_{4} \dagger} X_{0}$ |  | $-+--++$ | $c_{450}^{\sigma_{4} \dagger} c_{506}^{\sigma_{5} \dagger} c_{021}^{\sigma_{0} \dagger} c_{061}^{\sigma_{0} \dagger} X_{0}$ |
|  | $-++++-$ | $Z_{4} c_{302}^{\sigma_{3} \dagger} c_{021}^{\sigma_{0} \dagger} X_{0}$ |  | $--+-++$ | $c_{450}^{\sigma_{4} \dagger} c_{506}^{\sigma_{5} \dagger} c_{430}^{\sigma_{4} \dagger} c_{061}^{\sigma_{0} \dagger} X_{0}$ |
|  | $+++-++$ | $c_{302}^{\sigma_{3} \dagger} c_{430}^{\sigma_{4} \dagger} c_{450}^{\sigma_{4} \dagger} c_{506}^{\sigma_{5} \dagger} X_{0}$ |  | $-+---+$ | $Z_{4} c_{021}^{\sigma_{0} \dagger} c_{061}^{\sigma_{0} \dagger} X_{0}$ |
|  | $-+++++$ | $c_{302}^{\sigma_{3} \dagger} c_{021}^{\sigma_{0} \dagger} c_{061}^{\sigma_{0} \dagger} c_{506}^{\sigma_{5} \dagger} X_{0}$ |  | $--+-+-$ | $Z_{4} c_{430}^{\sigma_{4} \dagger} c_{450}^{\sigma_{4} \dagger} X_{0}$ |
|  | ++--- | $Z_{4} c_{302}^{\sigma_{3} \dagger} c_{430}^{\sigma_{4} \dagger} c_{021}^{\sigma_{0} \dagger} X_{0} c_{506}^{\sigma_{5}}$ |  | $--++-+$ | $Z_{4} c_{061}^{\sigma_{0} \dagger} X_{0} c_{450}^{\sigma_{4}}$ |
|  | ----++ | $Z_{4} c_{450}^{\sigma_{4} \dagger} c_{506}^{\sigma_{5} \dagger} c_{061}^{\sigma_{0} \dagger} X_{0} c_{302}^{\sigma_{3}}$ |  | $-+-++-$ | $Z_{4} c_{021}^{\sigma_{0} \dagger} X_{0} c_{430}^{\sigma_{4}}$ |
|  | +++--- | $c_{302}^{\sigma_{3} \dagger} c_{430}^{\sigma_{4} \dagger} X_{0} c_{506}^{\sigma_{5}} c_{061}^{\sigma_{0}}$ |  | $-+--+-$ | $Z_{4} c_{021}^{\sigma_{0} \dagger} c_{450}^{\sigma_{4} \dagger} X_{0}$ |
|  | $-+++--$ | $c_{302}^{\sigma_{3} \dagger} c_{021}^{\sigma_{0} \dagger} X_{0} c_{506}^{\sigma_{5}} c_{450}^{\sigma_{4}}$ |  | --+--+ | $Z_{4} c_{430}^{\sigma_{4} \dagger} c_{061}^{\sigma_{0} \dagger} X_{0}$ |

TABLE I: Summary of the spin flipping term $A_{s}$.
where $n_{i j k}^{\sigma}:=\left(c_{i j k}^{\sigma}\right)^{\dagger} c_{i j k}^{\sigma}$ is the fermion number operator for the fermion of the triangle $\langle i j k\rangle$ with spin $\sigma$.
The last term $\left(1+A_{s}\right) / 2$ of the Hamiltonian is a projector that only acts nontrivially within the subspace with $P_{\triangle}=P_{\nabla}=1$ for all triangles (see Table I for explicit expressions for $A_{s}$ ). In this subspace, the operator $A_{s}$ flips the spin at site $s$ and changes the fermionic $\mathrm{U}(1)_{f}$ charge decorations accordingly. Since the six bosonic spins nearing site $s$ affect the domain wall configurations and charge decorations, the operator $A_{s}$ also depends on these spins. For a given domain wall configuration (and the corresponding legitimate charge decoration), we can write down the explicit expression of $A_{s}$. For example, when acting on the domain wall configuration without any fermionic charge decoration, $A_{s}$ is simply the Pauli operator $X_{0}$ of the spin at site $s$ which is numbered 0 in the figure:


It corresponds to the local move of changing domain wall shape in Eq. (22). So there is no fermion creation or annihilation procedure. When we consider a configuration without any domain wall near the site $s$, the operator $A_{s}$ will create one with two fermionic $\mathrm{U}(1)_{f}$ charges just as Eq. (23):


Similarly, the $F$ moves Eqs. (27) and (28) can be put on the triangular lattice as

where $Z_{5}$ is the Pauli- $Z$ operator acting on the spin at the bottom-left corner site 5 . The domain wall bending moves Eqs. (30) and (31) correspond to the following lattice



The full expressions for $A_{s}$ acting on all different spin configurations $\left\{\sigma_{1}, \sigma_{2}, \ldots, \sigma_{6}\right\}$ surrounding the vertex $s$ are summarized in Table I. In this table, we assume that $A_{s}$ is acting on the right spin configuration $\left\{\sigma_{0}=+, \sigma_{1}, \ldots, \sigma_{6}\right\}$, resulting in the left final spin configuration $\left\{\sigma_{0}=-, \sigma_{1}, \ldots, \sigma_{6}\right\}$. The Hermitian conjugate of these operators will transform $s_{0}=-$ to $s_{0}=+$ with $\sigma_{i}(1 \leq i \leq 6)$ fixed. In total, there are $2^{6}=64$ spin configurations $\left\{\sigma_{i}\right\}(1 \leq i \leq 6)$. They correspond to 32 domain wall configuration pairs listed in Table I.

## C. Nontrivial symmetry-breaking edge state of 2D interacting TI

In the main text of the paper, we claim that the constructed FSPT with symmetry $G_{f}=\mathrm{U}(1)_{f} \rtimes_{\rho_{1}, \omega_{2}} \mathbb{Z}_{2}^{T}=$ $\left(\mathrm{U}(1)_{f} \rtimes \mathbb{Z}_{4}^{T}\right) / \mathbb{Z}_{2}$ is the interacting analog of the 2 D time-reversal-invariant TI in the free-fermion system. This can be shown if we can construct the same helical gapless edge states as the free-fermion TI [24]. On the other hand, the $2 \mathrm{D} T$ is also known to have nontrivial gapped, symmetry-breaking edge states if we break the $\mathrm{U}(1)$ or $\mathbb{Z}_{2}^{T}$ symmetry by proximity effect on its boundary [25]. In this section, we will show that the edge time-reversal-symmetry domain wall of the constructed model will trap a half $\mathrm{U}(1)_{f}$ charge. Therefore, the interacting state we constructed indeed shares the same nontrivial edge property as the free-fermion TI.


FIG. 2: Boundary spin domain wall. We add a position-dependent boundary Zeeman field to polarize the boundary spins (red arrows), such that there is an edge domain wall.

Let us add a Zeeman field to the boundary of the constructed model, such that the left and right edge spins are pointing up and down, respectively (see Fig. 2). Although the bulk spins are fluctuating, the red spins on the boundary are fixed. And there is an spin domain wall crossing the boundary. Just as in the bosonic model [39], the $\mathrm{U}(1)_{f}$ charge inside a fixed triangle is nonzero in the vacuum state. So what we need to calculate is the relative charge of the domain-wall configuration and the non-domain-wall configuration on the boundary. For the edge state without domain wall, the wavefunction of an edge triangle looks like

$$
\begin{equation*}
|\Psi\rangle_{\uparrow \uparrow} \sim\left|\prod_{\uparrow}\right\rangle+\left|\hat{\phi}_{+\uparrow}\right\rangle \tag{48}
\end{equation*}
$$

where the two red edge spins are fixed to up direction. The average $\mathrm{U}(1)_{f}$ charge inside this triangle is then

$$
\begin{equation*}
\langle Q\rangle_{\uparrow \uparrow}=1 / 2 . \tag{49}
\end{equation*}
$$

On the other hand, if there is an edge domain wall, the wavefunction near the edge triangle is basically


And the average $\mathrm{U}(1)$ charge is

$$
\begin{equation*}
\langle Q\rangle_{\uparrow \downarrow}=0 \tag{51}
\end{equation*}
$$

Therefore, the relative charge of the edge domain wall is

$$
\begin{equation*}
\Delta Q=\langle Q\rangle_{\uparrow \downarrow}-\langle Q\rangle_{\uparrow \uparrow}=-1 / 2 \tag{52}
\end{equation*}
$$

This is exactly the half charge we expected on the boundary domain wall of the 2 D TI with time reversal symmetry.

## D. From projective representation of $G$ to linear representation of $G_{f}$

In this section, we will show that the symmetry transformation rules in Eq. (10) of the main text, i.e.,

$$
\begin{align*}
U_{\theta}\left|g_{i}\right\rangle & =\left|g_{i}\right\rangle,  \tag{53}\\
U(g)\left|g_{i}\right\rangle & =\left|g g_{i}\right\rangle,  \tag{54}\\
U_{\theta} c_{i j k}^{\sigma, q} U_{\theta}^{\dagger} & =e^{-i q \theta} c_{i j k}^{\sigma, q},  \tag{55}\\
U(g) c_{i j k}^{\sigma, q} U(g)^{\dagger} & =e^{-2 \pi i \omega_{2}(g, \sigma)(-1)^{\rho_{1}(g)+s_{1}(g)} q} c_{i j k}^{g \sigma,(-1)^{\rho_{1}(g)+s_{1}(g)} q}, \tag{56}
\end{align*}
$$

are linear representations of $G_{f}$ on these bosonic/fermionic degrees of freedom. The statement is true for arbitrary $G_{f}$, namely arbitrary $\rho_{1}, s_{1} \in H^{1}\left(G, \mathbb{Z}_{2}\right)$ and $\omega_{2} \in H_{\rho_{1}}^{2}\left(G, \mathrm{U}(1)_{f}\right)$ satisfying the cocycle conditions

$$
\begin{align*}
\left(\mathrm{d} \rho_{1}\right)(g, h) & =\rho_{1}(h)-\rho_{1}(g h)+\rho_{1}(g)=0 \quad(\bmod 2)  \tag{57}\\
\left(\mathrm{d} s_{1}\right)(g, h) & =s_{1}(h)-s_{1}(g h)+s(g)=0 \quad(\bmod 2)  \tag{58}\\
\left(\mathrm{d}_{\rho_{1}} \omega_{2}\right)(g, h, k) & =(-1)^{\rho_{1}(g)} \omega_{2}(h, k)-\omega_{2}(g h, k)+\omega_{2}(g, h k)-\omega_{2}(g, h)=0 \quad(\bmod 1) . \tag{59}
\end{align*}
$$

From Eq. (53), the bosonic spins with basis $\left|g_{i}\right\rangle$ do not carry any nontrivial charge of $\mathrm{U}(1)_{f}$. So the linear transformation of $G$ in Eq. (54) also gives a $|G|$-dimensional linear representation of $G_{f}$ on the bosonic spins.

The boson/fermion $c_{i j k}^{\sigma, q}$ has $\mathrm{U}(1)_{f}$ charge $q$ from Eq. (55). Combing it with the complicated transformation rule Eq. (56) under $G$, we can obtain the transformation of $c_{i j k}^{\sigma, q}$ under arbitrary $e^{2 \pi i \theta Q} g \in G_{f}$ as

$$
\begin{align*}
U\left(e^{2 \pi i \theta Q} g\right) c_{i j k}^{\sigma, q} U\left(e^{2 \pi i \theta Q} g\right)^{\dagger} & =e^{2 \pi i \theta Q} U(g) c_{i j k}^{\sigma, q} U(g)^{\dagger} e^{-2 \pi i \theta Q} \\
& =e^{2 \pi i \theta Q} e^{-2 \pi i \omega_{2}(g, \sigma)(-1)^{\rho_{1}(g)+s_{1}(g)}} c_{i j k}^{g \sigma,(-1)^{\rho_{1}(g)+s_{1}(g)} q} e^{-2 \pi i \theta Q} \\
& =e^{-2 \pi i\left[\omega_{2}(g, \sigma)+\theta\right](-1)^{\rho_{1}(g)+s_{1}(g)} q} c_{i j k}^{g \sigma,(-1)^{\rho_{1}(g)+s_{1}(g)} q} . \tag{60}
\end{align*}
$$

Now we apply the action of another element $e^{2 \pi i \phi Q} h \in G_{f}$. The successive symmetry actions on $c_{i j k}^{\sigma, q}$ read

$$
\begin{align*}
& U\left(e^{2 \pi i \phi Q} h\right) U\left(e^{2 \pi i \theta Q} g\right) c_{i j k}^{\sigma, q} U\left(e^{2 \pi i \theta Q} g\right)^{\dagger} U\left(e^{2 \pi i \phi Q} h\right)^{\dagger} \\
= & U\left(e^{2 \pi i \phi Q} h\right) e^{-2 \pi i\left[\omega_{2}(g, \sigma)+\theta\right](-1)^{\rho_{1}(g)+s_{1}(g)} q} c_{i j k}^{g \sigma,(-1)^{\rho_{1}(g)+s_{1}(g)} q} U\left(e^{2 \pi i \phi Q} h\right)^{\dagger} \\
= & e^{2 \pi i \phi Q} e^{-2 \pi i\left[\omega_{2}(g, \sigma)+\theta\right](-1)^{\rho_{1}(g)+s_{1}(g)+s_{1}(h)} q} U(h) c_{i j k}^{g \sigma,(-1)^{\rho_{1}(g)+s_{1}(g)} q} U(h)^{\dagger} e^{-2 \pi i \phi Q} \\
= & e^{2 \pi i \phi Q} e^{-2 \pi i\left[\omega_{2}(g, \sigma)+\theta\right](-1)^{\rho_{1}(g)+s_{1}(h g)} q} e^{-2 \pi i \omega_{2}(h, g \sigma)(-1)^{\rho_{1}(h g)+s_{1}(h g)} q} c_{i j k,(-1)^{\rho_{1}(h g)+s_{1}(h g)} q} e^{-2 \pi i \phi Q} \\
= & e^{-2 \pi i\left[\omega_{2}(g, \sigma)+\theta\right](-1)^{\rho_{1}(g)+s_{1}(h g)} q} e^{-2 \pi i \omega_{2}(h, g \sigma)(-1)^{\rho_{1}(h g)+s_{1}(h g)} q} e^{2 \pi i \phi Q} c_{i j k,(-1)^{\rho_{1}(h g)+s_{1}(h g)} q} e^{-2 \pi i \phi Q} \\
= & e^{-2 \pi i\left[\omega_{2}(g, \sigma)+\theta\right](-1)^{\rho_{1}(g)+s_{1}(h g)} q} e^{-2 \pi i \omega_{2}(h, g \sigma)(-1)^{\rho_{1}(h g)+s_{1}(h g)} q} e^{-2 \pi i \phi(-1)^{\rho_{1}(h g)+s_{1}(h g)} q} c_{i j k}^{h g \sigma,(-1)^{\rho_{1}(h g)+s_{1}(h g)} q}, \tag{61}
\end{align*}
$$

where we used the cocycle conditions of $\rho_{1}$ and $s_{1}$. On the other hand, if the $c_{i j k}^{\sigma, q}$, s support a linear representation of $G_{f}$, the successive actions of $e^{2 \pi i \phi Q} h$ and $e^{2 \pi i \theta Q} g$ should be the same as the action of

$$
\begin{equation*}
e^{2 \pi i \phi Q} h \times e^{2 \pi i \theta Q} g=e^{2 \pi i \phi Q+2 \pi i \theta(-1)^{\rho_{1}(h)} Q+2 \pi i \omega_{2}(h, g) Q} h g \tag{62}
\end{equation*}
$$

We can calculate directly that

$$
\begin{align*}
& U\left(e^{2 \pi i \phi Q} h \times e^{2 \pi i \theta Q} g\right) c_{i j k}^{\sigma, q} U\left(e^{2 \pi i \phi Q} h \times e^{2 \pi i \theta Q} g\right)^{\dagger} \\
= & U\left(e^{2 \pi i \phi Q+2 \pi i \theta(-1)^{\rho_{1}(h)} Q+2 \pi i \omega_{2}(h, g) Q} h g\right) c_{i j k}^{\sigma, q} U\left(e^{2 \pi i \phi Q+2 \pi i \theta(-1)^{\rho_{1}(h)} Q+2 \pi i \omega_{2}(h, g) Q} h g\right)^{\dagger} \\
= & e^{2 \pi i\left[\phi+\theta(-1)^{\rho_{1}(h)}+\omega_{2}(h, g)\right] Q} U(h g) c_{i j k}^{\sigma, q} U(h g)^{\dagger} e^{-2 \pi i\left[\phi+\theta(-1)^{\rho_{1}(h)}+\omega_{2}(h, g)\right] Q} \\
= & e^{2 \pi i\left[\phi+\theta(-1)^{\rho_{1}(h)}+\omega_{2}(h, g)\right] Q} e^{-2 \pi i \omega_{2}(h g, \sigma)(-1)^{\rho_{1}(h g)+s_{1}(h g)} q} c_{i j k}^{h g \sigma,(-1)^{\rho_{1}(h g)+s_{1}(h g)} q} e^{-2 \pi i\left[\phi+\theta(-1)^{\rho_{1}(h)}+\omega_{2}(h, g)\right] Q} \\
= & e^{-2 \pi i\left[\phi+\theta(-1)^{\rho_{1}(h)}+\omega_{2}(h, g)\right](-1)^{\rho_{1}(h g)+s_{1}(h g)} q} e^{-2 \pi i \omega_{2}(h g, \sigma)(-1)^{\rho_{1}(h g)+s_{1}(h g)} q} c_{i j k}^{h g \sigma,(-1)^{\rho_{1}(h g)+s_{1}(h g)} q} . \tag{63}
\end{align*}
$$

Using the cocycle condition $\left(\mathrm{d}_{\rho_{1}} \omega_{2}\right)(h, g, \sigma)=0$ from Eq. (59), one can easily check that the results of Eqs. (61) and (63) are exactly the same. Therefore, we have

$$
\begin{equation*}
U\left(e^{2 \pi i \phi Q} h \times e^{2 \pi i \theta Q} g\right)=U\left(e^{2 \pi i \phi Q} h\right) U\left(e^{2 \pi i \theta Q} g\right) \tag{64}
\end{equation*}
$$

when acting on the d.o.f. $c_{i j k}^{\sigma, q}$ for arbitrary $e^{2 \pi i \phi Q} h, e^{2 \pi i \theta Q} g \in G_{f}$.
In summary, the bosonic spin $\left|g_{i}\right\rangle$ supports a $|G|$-dimensional linear representation of $G_{f}$. Since the $G$-action only changes the spin $\sigma \in G$ and the sign of the charge $q$ of $c_{i j k}^{\sigma, q}$, the collection of $c_{i j k}^{\sigma, \pm q}$ for all $\sigma \in G$ supports a $2|G|-$ dimensional linear representation of $G_{f}$. If $\rho_{1}=s_{1}$, the charge $q$ of $c_{i j k}^{\sigma, q}$ is unchanged under the $G$-action. So we have a $|G|$-dimensional linear representation of $G_{f}$ for each charge $q$. The examples of this simpler case include the interacting topological insulator protected by $G_{f}=\left(\mathrm{U}(1)_{f} \rtimes \mathbb{Z}_{4}^{T}\right) / \mathbb{Z}_{2}$ discussed in details in the main text. This is the reason why we can fix the $+1(-1)$ charges for the up-pointing (down-pointing) triangles of the triangular lattice in the construction.

## E. Boundary anomalous SPT states to trivialize the bulk

It is possible that the wavefunction we constructed from decoration can be connected to a trivial product state using fermionic symmetric local unitary transformations. If it happens, there is a 1 D anomalous SPT states [30] on the boundary of this 2 D wavefunction. The trivialization subgroups of the decoration data $\left(n_{2}, \nu_{3}\right)$ are given by the obstruction functions for 1D fermionic invertible states protected by $G_{f}=\mathrm{U}(1)_{f} \rtimes_{\rho_{1}, \omega_{2}} G[21]$.

The complex fermion decoration data $n_{2}$ could be trivialized by a 1D FSPT protected only by $\mathrm{U}(1)_{f}$. However, there is no nontrivial 1D fermionic invertible states with $\mathrm{U}(1)_{f}$ symmetry. Therefore, any nontrivial decoration $n_{2} \in H_{\rho_{1}+s_{1}}^{2}(G, \mathbb{Z})$ will be a nontrivial state. This is different from the superconductor case where 1D Kitaev chain with anomalous $G_{b}$-action can be used to trivialize 2D $n_{2}$ decoration [21].

There is another possible trivialization when we embed a BSPT into a fermionic system [4]. The BSPT $\nu_{3} \in$ $H_{s_{1}}^{3}(G, \mathrm{U}(1))$ may be trivialized by 1D ASPT state with fermionic $\mathrm{U}(1)_{f}$ charge decorations. Similar to 2 D , the decoration of this layer in 1 D is specified by $n_{1} \in H_{\rho_{1}+s_{1}}^{1}(G, \mathbb{Z})$. If $\rho_{1}=s_{1}$, the group $H_{\rho_{1}+s_{1}}^{1}(G, \mathbb{Z})$ is always trivial as we assume $G$ to be finite. If $\rho_{1} \neq s_{1}$, on the other hand, the decoration group $H_{\rho_{1}+s_{1}}^{1}(G, \mathbb{Z})$ is $\mathbb{Z}_{2}$. Using the same techniques to obtain the twisted super-cocycle equation in the main text, we can derive the consistency condition for 1D FSPT as

$$
\begin{equation*}
\mathrm{d}_{s_{1}} \nu_{2}=e^{2 \pi i \omega_{2} \smile n_{1}} \tag{65}
\end{equation*}
$$

where $\nu_{2} \in C_{s_{1}}^{2}(G, \mathrm{U}(1)) / B_{s_{1}}^{2}(G, \mathrm{U}(1))$ is the wavefunction coefficient. So the trivialization subgroup for $\nu_{3}$ in 2 D is

$$
\begin{equation*}
\Gamma^{3}=\left\{e^{2 \pi i \omega_{2} \smile n_{1}} \mid n_{1} \in H_{\rho_{1}+s_{1}}^{1}(G, \mathbb{Z})\right\} \subset H_{s_{1}}^{3}(G, \mathrm{U}(1)) \tag{66}
\end{equation*}
$$

which is trivial if $\rho_{1}=s_{1}$ and at most $\mathbb{Z}_{2}$ otherwise.
In summary, the 2D $G_{f}$-FSPT with decoration data ( $n_{2}, \nu_{3}$ ) [satisfying Eqs. (17) and (19)] is a nontrivial FSPT, if and only if $n_{2} \in H_{\rho_{1}+s_{1}}^{2}(G, \mathbb{Z})$ is a nontrivial cocycle, or $\nu_{3} \in C_{s_{1}}^{3}(G, \mathrm{U}(1)) / B_{s_{1}}^{3}(G, \mathrm{U}(1)) / \Gamma^{3}$ is nontrivial. The trivialization subgroup $\Gamma^{3}$ in Eq. (66) is associated with 1 D anomalous SPT with $\mathrm{U}(1)_{f}$ charge decorations.

## F. Relation to Gu-Wen supercohomology FSPT state

The construction of fermionic insulators is closely related to the Gu-Wen group supercohomology SPT models, where similar decorations of complex fermions on domain walls are considered, but the $F$ move is only required to conserve the total fermion parity. Mathematically, the Gu-Wen supercohomology SPT construction relies again on two pieces of data, $\omega_{2} \in H^{2}\left(G, \mathbb{Z}_{2}\right)$ for the extension of the symmetry group by $G$, and $n_{2} \in H^{2}\left(G, \mathbb{Z}_{2}\right)$ for the complex fermion decoration. A natural question is which of the group supercohomology SPT phases can actually be realized in insulators. For simplicity, let us consider the case where $\omega_{2}$ is trivial, so the total symmetry group is $\mathbb{Z}_{2}^{f} \times G$. In this case, we have the following general result: the group supercohomology SPT phase labeled by $n_{2}$ is compactible with $\mathrm{U}(1)_{f}$ symmetry if and only if $n_{2}$ is trivialized when it is canonically lifted to a cocycle in $H^{2}\left(G, \mathrm{U}(1)_{f}\right)$. Physically, $n_{2}$ gives the projective reprenstation carried by a fermion parity flux. When the system has $\mathrm{U}(1)_{f}$ symmetry, a fermion parity flux can be created by adiabatically inserting $\pi$ flux. However, if the projective representation on the $\pi$ flux requires a multi-dimensional representation space, the flux insertion can not be adiabatic, which is impossible. We present a more formal proof by showing that the gauged FSPT phase suffers from a 't Hooft anomaly between $\mathrm{U}(1)_{f}$ and $G$ in this case.

From the universal coefficient theorem, we have

$$
\begin{equation*}
H^{2}\left(G, \mathbb{Z}_{2}\right)=\left(H^{2}(G, \mathbb{Z}) \otimes \mathbb{Z}_{2}\right) \oplus \operatorname{Tor}\left[H^{3}(G, \mathbb{Z}), \mathbb{Z}_{2}\right] \tag{67}
\end{equation*}
$$

The second term precisely gives those that can be canonically lifted to a 2-cocycle in $H^{2}\left(G, \mathrm{U}(1)_{f}\right)$. The first term corresponds to those $n_{2}$ which can be lifted to a $\mathbb{Z}$-coefficient cocycle, and therefore our construction applies.

One should be careful in comparing the classifications with or without $\mathrm{U}(1)_{f}$, even though naively the former is a subgroup of the latter (which is actually true for unitary $G$ and trivial $\omega_{2}$ ). The reason is that the coboundaries are very different. For example, 2D TI becomes trivialized if $\mathrm{U}(1)_{f}$ is broken down to $\mathbb{Z}_{2}^{f}$.

## G. Stacking group structure

Since SPT states are short-range entangled, the stacking of two SPT states protected by the same symmetry would result in a new SPT state. There is also an inverse state for every SPT, such that the staking of them can be connected to a trivial product state. In this section, we will derive the stacking Abelian group structure of FSPT states constructed in the main text of the paper.

For every solution ( $n_{2}, \nu_{3}$ ) of the obstruction equations, we can construct a valid $G_{f}$-FSPT state using domain wall decorations. Now let us consider two states constructed from $\left(n_{2}, \nu_{3}\right)$ and $\left(n_{2}^{\prime}, \nu_{3}^{\prime}\right)$. Under stacking, the $\mathrm{U}(1)_{f}$ charges $n_{2}$ and $n_{2}^{\prime} \in H_{\rho_{1}+s_{1}}^{2}(G, \mathbb{Z})$ would be combined in a triangle, resulting in a total charge

$$
\begin{equation*}
N_{2}=n_{2}+n_{2}^{\prime} \tag{68}
\end{equation*}
$$

This is the $\mathrm{U}(1)_{f}$ charge decoration data for the stacked system.
The subtle part is the phase factor of the wavefunction. To obtain the coefficient of the stacked wavefunction, we have to consider the $F_{\text {tot }}$ move of the combined system:


We use blue and red balls to indicate the decorated $\mathrm{U}(1)_{f}$ charges for the upper and lower layers. The bosons/fermions in the two layers are denoted as $c_{i j k}^{\sigma, q}$ and $c_{i j k}^{\sigma, q}$, respectively. Since the stacked system is the tensor product of the two layers, the total $F$ move is the tensor product of the $F$ moves for the two layers

$$
\begin{equation*}
F_{\mathrm{tot}}=F \otimes F^{\prime} \tag{70}
\end{equation*}
$$

where the individual $F$ and $F^{\prime}$ are defined as

$$
\begin{align*}
F(e, \overline{0} 1, \overline{0} 2, \overline{0} 3) & =\nu_{3}(e, \overline{0} 1, \overline{0} 2, \overline{0} 3)\left(c_{012}^{e, n_{2}(012)}\right)^{\dagger}\left(c_{023}^{e, n_{2}(023)}\right)^{\dagger}\left(c_{013}^{e, n_{2}(013)}\right)\left(c_{123}^{g_{0}^{-1} g_{1}, n_{2}(123)}\right)  \tag{71}\\
F^{\prime}(e, \overline{0} 1, \overline{0} 2, \overline{0} 3) & =\nu_{3}^{\prime}(e, \overline{0} 1, \overline{0} 2, \overline{0} 3)\left(c_{012}^{\prime e, n_{2}^{\prime}(012)}\right)^{\dagger}\left(c_{023}^{\prime e, n_{2}^{\prime}(023)}\right)^{\dagger}\left(c_{013}^{\prime e, n_{2}^{\prime}(013)}\right)\left(c_{123}^{\prime g_{0}^{-1} g_{1}, n_{2}^{\prime}(123)}\right) \tag{72}
\end{align*}
$$

If we consider the combined system as a single layer, the $F_{\text {tot }}$ symbol should be written as an operator acting on the four triangles sequentially. Using the triangle order convention similar to Eq. $(71), F_{\text {tot }}$ should have the form

$$
\begin{align*}
F_{\text {tot }}(e, \overline{0} 1, \overline{0} 2, \overline{0} 3)= & \mathcal{V}_{3}(e, \overline{0} 1, \overline{0} 2, \overline{0} 3) \times\left[\left(c_{012}^{e, n_{2}(012)}\right)^{\dagger}\left(c_{012}^{\prime e, n_{2}^{\prime}(012)}\right)^{\dagger}\right]\left[\left(c_{023}^{e, n_{2}(023)}\right)^{\dagger}\left(c_{023}^{\prime e, n_{2}^{\prime}(023)}\right)^{\dagger}\right] \\
& \times\left[c_{013}^{\prime e, n_{2}^{\prime}(013)} c_{013}^{e, n_{2}(013)}\right]\left[c_{123}^{\prime g_{0}^{-1} g_{1}, n_{2}^{\prime}(123)} c_{123}^{g_{0}^{-1} g_{1}, n_{2}(123)}\right] . \tag{73}
\end{align*}
$$

Here, we use the convention that the fermions in triangle $\langle i j k\rangle$ are created by $\left(c_{i j k}^{\sigma, q}\right)^{\dagger}\left(c_{i j k}^{\prime \sigma}\right)^{\dagger}$ for the two layers. Similarly, the annihilation operators $c_{i j k}^{\sigma, q} c_{i j k}^{\sigma, q}$ are ordered as the complex conjugate.

To deform Eq. (70) to Eq. (73), we have to reorder the fermion creation and annihilation operators. Using the condition $\mathrm{d} n_{2}=\mathrm{d} n_{2}^{\prime}=0$, it is easy to show that wavefunction of the combined system is

$$
\begin{equation*}
\mathcal{V}_{3}=\nu_{3} \nu_{3}^{\prime}(-1)^{n_{2} \smile_{1} n_{2}^{\prime}} \tag{74}
\end{equation*}
$$

where fermion signs appear as the cup-1 product defined by

$$
\begin{equation*}
\left(n_{2} \smile_{1} n_{2}^{\prime}\right)(0123)=n_{2}(023) n_{2}^{\prime}(012)+n_{2}(013) n_{2}^{\prime}(123), \quad(\bmod 2) \tag{75}
\end{equation*}
$$

We have obtained the stacking results of both the $\mathrm{U}(1)_{f}$ charge Eq. (68) and the phase factor Eq. (74). The new data $\left(N_{2}, \mathcal{V}_{3}\right)$ satisfies the new obstruction functions. In particular, one can show easily that

$$
\begin{equation*}
\mathrm{d} \mathcal{V}_{3}=e^{2 \pi i\left(\omega_{2} \smile N_{2}+\frac{1}{2} N_{2} \smile N_{2}\right)} \tag{76}
\end{equation*}
$$

using the obstruction functions for $\nu_{3}$ and $\nu_{3}^{\prime}$. Therefore, the stacking operation of $\left(n_{2}, \nu_{3}\right)$ and $\left(n_{2}^{\prime}, \nu_{3}^{\prime}\right)$ is

$$
\begin{equation*}
\left(n_{2}, \nu_{3}\right)+\left(n_{2}^{\prime}, \nu_{3}^{\prime}\right)=\left(N_{2}, \mathcal{V}_{3}\right):=\left(n_{2}+n_{2}^{\prime}, \nu_{3} \nu_{3}^{\prime}(-1)^{n_{2} \smile_{1} n_{2}^{\prime}}\right) \tag{77}
\end{equation*}
$$

It can be also checked directly that the stacking operation satisfies all axioms of Abelian groups as expected.

## H. Examples of Wallpaper-Group Symmetries

As examples of applying the results in the main text, we compute the classification of 2D interacting insulators protected by the wallpaper group symmetries. Technically speaking, we are computing the classification of topological states protected by an onsite symmetry group, which has the same group structure as one of the 17 wallpaper groups. However, according to the crystalline-equivalence principle, the classification results also applies to topological states protected by the actual wallpaper groups, with spatial actions. Considering the fact that the symmetry group $G_{f}$ is an extension of the wallpaper group $G$ over $U(1)_{f}$, it is important to notice that this correspondence between onsite and crystalline symmetry groups comes with a twist on the 2 -cocycle $\omega_{2}$ characterizing this extension: Let $\omega_{2}^{1 / 2}$ denote the 2-cocycle representing the extension for physical spin- $\frac{1}{2}$ electrons transforming under wallpaper groups, onsite symmetries with $\omega_{2}=0\left(\omega_{2}=\omega_{2}^{1 / 2}\right)$ correspond to crystalline symmetries with $\omega_{2}=\omega_{2}^{1 / 2}\left(\omega_{2}=0\right)$, respectively. In other words, spinless (spin- $\frac{1}{2}$ ) electrons with onsite symmetries correspond to spin- $\frac{1}{2}$ (spinless) electrons, respectively. The results are computed using the algorithm in Ref. [35].

TABLE II: Classification of 2D interacting-electron SPTs protected by 2D wallpaper groups, where fermions are spinless (spin-1/2 if the symmetry group is treated as spatial symmetries.) The answer is listed in terms of the $\mathrm{U}(1)_{f}$ charge (C) and bosonic (B) layers. We notice that, when $\omega_{2}=0$, there is no trivialization $\Gamma^{3}$, so the column $B$ is given by $H^{3}(G, U(1))$.

| SG | C | B |
| :---: | :---: | :---: |
| p1 | $\mathbb{Z}$ | 0 |
| p2 | $3 \mathbb{Z}_{2} \oplus \mathbb{Z}$ | $4 \mathbb{Z}_{2}$ |
| p1m1 | $\mathbb{Z}_{2} \oplus \mathbb{Z}$ | $2 \mathbb{Z}_{2}$ |
| c1m1 | $\mathbb{Z}$ | 0 |
| p2mm | $\mathbb{Z}$ | $\mathbb{Z}_{2}$ |
| p2mg | $\mathbb{Z}$ | $8 \mathbb{Z}_{2}$ |
| p2gg | $2 \mathbb{Z}_{2} \oplus \mathbb{Z}$ | $3 \mathbb{Z}_{2}$ |
| c2mm | $\mathbb{Z}_{2} \oplus \mathbb{Z}$ | $2 \mathbb{Z}_{2}$ |
| p4mm | $\mathbb{Z}_{2} \oplus \mathbb{Z}$ | $5 \mathbb{Z}_{2}$ |
| p4gm | $\mathbb{Z}_{2} \oplus \mathbb{Z}_{4} \oplus \mathbb{Z}$ | $\mathbb{Z}_{2} \oplus 2 \mathbb{Z}_{4}$ |
| p3 | $\mathbb{Z}_{2} \oplus \mathbb{Z}$ | $6 \mathbb{Z}_{2}$ |
| p3m1 | $\mathbb{Z}_{2} \oplus \mathbb{Z}$ | $2 \mathbb{Z}_{2} \oplus \mathbb{Z}_{4}$ |
| p31m | $2 \mathbb{Z}_{3} \oplus \mathbb{Z}$ | $3 \mathbb{Z}_{3}$ |
| p6 | $2 \mathbb{Z}_{3} \oplus \mathbb{Z}$ | $\mathbb{Z}_{2}$ |
| p6mm | $\mathbb{Z}_{3} \oplus \mathbb{Z}$ | $\mathbb{Z}_{6}$ |

TABLE III: Classification of 2D interacting-electron SPTs protected by 2D wallpaper groups, where fermions are spin- $1 / 2$ (spinless if the symmetry group is treated as spatial symmetries.) The answer is listed in terms of the $\mathrm{U}(1)_{f}$ charge (C) and bosonic (B) layers. In the column labeled by B , we write $A \rightarrow B$, indicating that $A=H^{3}(G, U(1))$ is reduced to $B$ by trivialization $\Gamma^{3}$.

| SG | C | B |
| :---: | :---: | :---: |
| p1 | $\mathbb{Z}$ | $0 \rightarrow 0$ |
| p2 | $3 \mathbb{Z}_{2} \oplus \mathbb{Z}$ | $4 \mathbb{Z}_{2} \rightarrow 4 \mathbb{Z}_{2}$ |
| p1m1 | $\mathbb{Z}_{2} \oplus \mathbb{Z}$ | $2 \mathbb{Z}_{2} \rightarrow 2 \mathbb{Z}_{2}$ |
| p1g1 | $\mathbb{Z}$ | $0 \rightarrow 0$ |
| c1m1 | $\mathbb{Z}$ | $\mathbb{Z}_{2} \rightarrow \mathbb{Z}_{2}$ |
| p2mm | $3 \mathbb{Z}_{2} \oplus \mathbb{Z}$ | $8 \mathbb{Z}_{2} \rightarrow 7 \mathbb{Z}_{2}$ |
| p2mg | $2 \mathbb{Z}_{2} \oplus \mathbb{Z}$ | $3 \mathbb{Z}_{2} \rightarrow 3 \mathbb{Z}_{2}$ |
| c2mg | $\mathbb{Z}_{2} \oplus \mathbb{Z}$ | $2 \mathbb{Z}_{2} \rightarrow 2 \mathbb{Z}_{2}$ |
| p4 | $2 \mathbb{Z}_{2} \oplus \mathbb{Z}$ | $5 \mathbb{Z}_{2} \rightarrow 4 \mathbb{Z}_{2}$ |
| p4mm | $\mathbb{Z}_{2} \oplus \mathbb{Z}_{4} \oplus \mathbb{Z}$ | $\mathbb{Z}_{2} \oplus 2 \mathbb{Z}_{4} \rightarrow \mathbb{Z}_{2} \oplus 2 \mathbb{Z}_{4}$ |
| p4gm | $\mathbb{Z}_{2} \oplus \mathbb{Z}_{4} \oplus \mathbb{Z}$ | $6 \mathbb{Z}_{2} \rightarrow 5 \mathbb{Z}_{2}$ |
| p3 | $\mathbb{Z}_{4} \oplus \mathbb{Z}$ | $2 \mathbb{Z}_{2} \oplus \mathbb{Z}_{4} \rightarrow \mathbb{Z}_{2} \oplus \mathbb{Z}_{4}$ |
| p3m1 | $2 \mathbb{Z}_{3} \oplus \mathbb{Z}$ | $3 \mathbb{Z}_{3} \rightarrow 33 \mathbb{Z}_{3}$ |
| p31m | $2 \mathbb{Z}_{3} \oplus \mathbb{Z}$ | $\mathbb{Z}_{2} \rightarrow \mathbb{Z}_{2}$ |
| p6 | $\mathbb{Z}_{3} \oplus \mathbb{Z}$ | $\mathbb{Z}_{6} \rightarrow \mathbb{Z}_{6}$ |
| p6mm | $\mathbb{Z}_{6} \oplus \mathbb{Z}$ | $2 \mathbb{Z}_{6} \rightarrow 2 \mathbb{Z}_{6}$ |

