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Abstract. Zelevinsky’s classification theory of discrete series of p-adic general linear
groups has been well known. Mœglin and Tadić gave the same kind of theory for p-adic
classical groups, which is more complicated due to the occurrence of nontrivial structure of
L-packets. Nonetheless, their work is independent of the endoscopic classification theory
of Arthur (also Mok in the unitary case), which concerns the structure of L-packets in these
cases. So our goal in this paper is to make more explicit the connection between these two
very different types of theories. To do so, we reprove the results of Mœglin and Tadić in the
case of quasisplit symplectic groups and orthogonal groups by using Arthur’s theory.

1. Introduction

Let F be a p-adic field and G be a quasisplit connected reductive group over F .
We consider pairs (M, πcusp) for G, where M is a Levi subgroup of G and πcusp is
an irreducible supercuspidal representation of M(F). Such pairs carry an action of
G(F) by conjugation, i.e.,

(M, πcusp)
g = (Mg, π g

cusp),

where Mg = g−1Mg, and π
g
cusp(m) = πcusp(gmg−1) for m ∈ M(F)g . For any

pair (M, πcusp), let P = MN be any parabolic subgroup containing M , and we have
the normalized parabolic induction IndGP (πcusp ⊗ 1N ). For simplicity we always
abbreviate this to IndGP (πcusp), and we have the following facts about the parabolic
induction.

(1) IndGP (πcusp) is a smooth representation of finite length, i.e., the semi-
simplification s.s.IndGP (πcusp) of IndGP (πcusp) is a direct sum of finitely many
irreducible smooth representations.

(2) For g ∈ G(F), s.s.IndGP (πcusp) = s.s.IndGP ′(π
g
cusp) for any parabolic sub-

group P ′ containing Mg .
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It is a theorem of Bernstein and Zelevinsky [7] that all irreducible smooth rep-
resentations ofG(F) can be constructed by parabolic induction from supercuspidal
representations.

Theorem 1.1. (Bernstein–Zelevinsky) For any irreducible smooth representation
π of G(F), there exists a unique pair (M, πcusp) up to conjugation by G(F) such
that

π ⊆ s.s.IndG
P (πcusp).

Moreover, one can always find P ′ containing M such that

π ↪→ IndG
P ′(πcusp)

as a subrepresentation.

Remark 1.2. TheG(F)-conjugacy class of pairs (M, πcusp) in this theorem is called
the cuspidal support of π . For our later purposes, we would like to fix a Borel
subgroup B of G together with a maximal torus T ⊆ B, and we have the standard
parabolic subgroups P = MN, i.e., P ⊇ B, M ⊇ T . Then this theorem implies that
for any irreducible smooth representation π of G, one can always find a standard
parabolic subgroup P = MN with a supercuspidal representation πcusp of M such
that π ↪→ IndGP (πcusp) as a subrepresentation.

Based on this theorem, it is natural to ask the following questions.

Question 1.3. How to determine the cuspidal support of any irreducible smooth
representation of G(F)?

Question 1.4. How can one classify the irreducible unitary representations of
G(F) in terms of their cuspidal supports?

Question 1.5. How can one classify the irreducible discrete series representations
of G(F) in terms of their cuspidal supports?

Question 1.3 is properly the most difficult one, and we are not able to say much
about it here. Question 1.4 is often referred to as the unitary dual problem, and
it has been solved for GL(n) [33]. For the classical groups, Tadić and Muić have
done many works (see [23,34]), and again we will not say anything about it here.
Our main interest is in Question 1.5, and it has the most complete theories for
both GL(n) (see [41]) and classical groups (see [19,22]). Our goal is to present the
results for the quasisplit symplectic groups and special orthogonal groups. To be
more precise about what we want to show, we need to introduce some notations.

If G = GL(n), let us take B to be the group of upper-triangular matrices and
T to be the group of diagonal matrices, then the standard Levi subgroup M can be
identified with GL(n1) × · · · × GL(nr ) through

⎛
⎝
GL(n1)

. . .

GL(nr )

⎞
⎠
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(g1, . . . , gr ) −→ diag{g1, . . . , gr }
with respect to any partition of n = n1 + · · · + nr . So an irreducible supercuspidal
representation πcusp ofM(F) can be written as πcusp = π1⊗· · ·⊗πr where πi is an
irreducible supercuspidal representation ofGL(ni , F) for 1 � i � r . For simplicity,
we denote the normalized parabolic induction IndGP (πcusp) by π1 × · · · × πr . An
irreducible supercuspidal representation π of GL(n, F) can always be written in
a unique way as ρ||x := ρ ⊗ | det(·)|x for an irreducible unitary supercuspidal
representation ρ and a real number x . To fix notations, we will always denote by ρ

an irreducible unitary supercuspidal representation of GL(dρ, F). Now for a finite
length arithmetic progression of real numbers of common length 1 or −1

x, . . . , y

and an irreducible unitary supercuspidal representation ρ of GL(dρ), it is a general
fact that

ρ||x × · · · × ρ||y

has a unique irreducible subrepresentation, denoted by 〈ρ; x, . . . , y〉 or 〈x, . . . , y〉.
If x � y, it is called a Steinberg representation; if x < y, it is called a Speh rep-
resentation. Such sequence of ordered numbers is called a segment (cf. Appendix
B). In particular, when x = −y > 0, we can let a = 2x + 1 ∈ Z and write

St(ρ, a) :=
〈
a − 1

2
, . . . ,−a − 1

2

〉
,

which is an irreducible smooth representation ofGL(adρ, F). In fact it is a discrete
series representation by Zelevinksy’s classification theorem.

Theorem 1.6. (Zelevinsky [41]) All irreducible discrete series representations of
GL(n, F) can be obtained in a uniqueway as St(ρ, a) for certain irreducible unitary
subpercuspidal representation of GL(dρ) and integer a so that n = adρ .

If G = Sp(2n), let us define it with respect to
(
0 −Jn
Jn 0

)
,

where

Jn =
⎛
⎝

1

. .
.

1

⎞
⎠ .

We take B to be subgroup of upper-triangular matrices in G and T to be subgroup
of diagonal matrices in G, then the standard Levi subgroup M can be identified
with GL(n1) × · · · × GL(nr ) × G− for any partition n = n1 + · · · + nr + n− and
G− = Sp(2n−) as follows
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

GL(n1) 0
. . .

GL(nr )
G−

GL(nr )
. . .

0 GL(n1)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(g1, . . . gr , g) −→ diag{g1, . . . , gr , g, t g−1
r , . . . , t g

−1
1 }, (1.1)

where t gi = Jni
t gi J−1

ni for 1 � i � r . Note n− can be 0, in which case we
simply write Sp(0) = 1. So an irreducible supercuspidal representation πcusp of
M(F) can be written as πcusp = π1 ⊗ · · · ⊗ πr ⊗ σ where πi is an irreducible
supercuspidal representation of GL(ni , F) for 1 � i � r and σ is an irreducible
supercuspidal representation of G−(F). For simplicity, we denote IndGP (πcusp) by
π1 ×· · ·×πr � σ . Note that σ is always unitary. The discussion here can be easily
extended to special orthogonal groups.

If G = SO(N ) split, we can define it with respect to JN . When N is odd, the
situation is exactly the same as the symplectic case. When N = 2n, there are two
distinctions. First, the standard Levi subgroups given through the embedding (1.1)
do not exhaust all standard Levi subgroups of SO(2n). To get all of them, we need
to take the θ0-conjugate of M given in (1.1), where

θ0 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1
. . .

1
1

. . .

1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

. (1.2)

Note Mθ0 
= M only when n− = 0 and nr > 1. In order to distinguish the θ0-
conjugate standard Levi subgroups of SO(2n), we will only identify those Levi
subgroups M in (1.1) with GL(n1) × · · · ×GL(nr ) ×G−, and we denote the other
simply by Mθ0 . Second, if the partition n = n1 + · · · + nr + n− satisfies nr = 1
and n− = 0, then we can rewrite it as n = n1 + · · · + nr−1 + n′− with n′− = 1, and
the corresponding Levi subgroup is the same. This is because GL(1) ∼= SO(2).

In this paper, we will also consider G = SO(2n, η), which is the outer form of
the split SO(2n) with respect to a quadratic extension E/F and conjugation by θ0.
Here η is the associated quadratic character of E/F by the local class field theory.
Then the standard Levi subgroups of SO(2n, η) will be the outer form of those
θ0-stable standard Levi subgroups of SO(2n). In particular, they can be identified
with GL(n1) × · · · × GL(nr ) × SO(n−, η) with n− 
= 0.

Finally for any irreducible discrete series representationπ of a symplectic group
or special orthogonal group G(F), our goal is to find unitary supercuspidal repre-
sentations ρi of GL(dρi , F) for 1 � i � r together with real numbers x1, . . . , xr ,
and a supercuspidal representation σ of G−(F) which is of the same type as G,
such that
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π or πθ0 ↪→ ρ1||x1 × · · · × ρr ||xr � σ

as a subrepresentation.
The approach that we are going to take will highly rely on Arthur’s endoscopic

classification theory for symplectic and orthogonal groups [2], especially the struc-
ture of tempered Arthur packets (or L-packets). It is different from the original
approaches of Mœglin and Tadic̀ (see [19,22]), where although possibly motivated
by the structure of L-packets, they do not need to use it in their arguments. There
are two reasons for us to adopt the new approach. One is there are certain reducibil-
ity assumptions (see Proposition 3.2) taken in the works of Mœglin and Tadic̀ that
could be removed under Arthur’s work (as suggested by them), so it would be very
natural to start with Arthur’s theory at the first place. The other reason is the endo-
scopic theory is “hidden" in their works, but we want to see how it could play a role
in this kind of classification theory, to be more precise, the interplay of endoscopy
theory with the theory of Jacquet modules (see Sect. 3).

2. Tempered Arthur packet

Let F be a p-adic field andG be a quasisplit symplectic group or special orthogonal
group. We define the local Langlands group as LF = WF × SL(2, C), where WF

is the usual Weil group. We write �F = �F̄/F for the absolute Galois group over

F . Let Ĝ be the complex dual group of G, and LG be the Langlands dual group
of G. A tempered (or generic) Arthur parameter of G is a Ĝ-conjugacy class of
admissible homomorphisms φ : LF −→ LG, such that φ|WF is bounded. We
denote by 
bdd(G) the set of tempered Arthur parameters. Here we can simplify
the Langlands dual groups as in the following table:

G LG
Sp(2n) SO(2n + 1, C)

SO(2n + 1) Sp(2n, C)

SO(2n, η) SO(2n, C) � �E/F

In the last case, η is a quadratic character associated with a quadratic extension
E/F and �E/F is the associated Galois group. If we define O(2n, C) with respect
to J2n , we can fix an isomorphism SO(2n, C) � �E/F ∼= O(2n, C) by sending the
nontrivial element of �E/F to the permutation matrix (1.2). So in either of these
cases, there is a natural embedding ξN of LG into GL(N , C) up to GL(N , C)-
conjugacy, where N = 2n+1 if G = Sp(2n) or N = 2n otherwise. Under such an
embedding, we can view the parameter φ as an equivalence class of N -dimensional
self-dual representations of LF , i.e., φ∨ = φ. Let πφ be the self-dual representa-
tion of GL(N , F) associated with φ under the local Langlands correspondence (cf.
[11,13,29]). If we decompose φ into equivalence classes of irreducible subrepre-
sentations, we get
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φ =
q⊕

i=1

liφi , (2.1)

where φi is an equivalence class of irreducible representations of LF and li is the
multiplicity. Since LF is a product ofWF and SL(2, C), we can further decompose
φi as an tensor product

φi = φcusp,i ⊗ νai ,

where φcusp,i is an equivalence class of irreducible unitary representations of WF

and νai is the (ai −1)-th symmetric power representation of SL(2, C). Nowwe have
obtained all the combinatorial data needed fromφ in the paper. Toput it in a niceway,
we first identify the set of equivalence classes of irreducible unitary supercuspidal
representations ofGL(d, F) with equivalence classes of d-dimensional irreducible
unitary representations of WF through the local Langlands correspondence for
GL(d), and denote by ρi the corresponding representation for φcusp,i . Also notice
the representation νai is completely determined by its dimension. So altogether we
can simply write φi = ρi ⊗ [ai ] formally. After this discussion we can define the
multi-set of Jordan blocks for φ as follows,

Jord(φ) := {(ρi , ai ) with multiplicity li : 1 � i � q},

and

Jordρ(φ) := {ai with multiplicity li : ρ = ρi }.

To parametrize the discrete series representations, we need to introduce a subset

2(G) of 
bdd(G). Define


2(G) :=
{

φ ∈ 
bdd(G) : φ =
q⊕

i=1

φi , φ
∨
i = φi

}
.

It is clear that the defining condition for
2(G) is equivalent to requiring Jord(φ) is
multiplicity free and Jordρ(φ) is empty unless ρ is self-dual. Moreover, for certain
parity reason (see Sect. 3) the integers in Jordρ(φ)must be all odd or all even when
φ ∈ 
2(G). Besides, there is another description of 
2(G). For φ ∈ 
bdd(G), we
fix a representative φ. Let us define

Sφ = Cent(Imφ, Ĝ),

S̄φ = Sφ/Z(Ĝ)�F ,

Sφ = S̄φ/S̄0φ = Sφ/S0φZ(Ĝ)�F .

Then we have the following fact.

Lemma 2.1. For φ ∈ 
bdd(G), φ ∈ 
2(G) if and only if S̄φ is finite.
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This lemma can be shown by computing the group Sφ explicitly (see [2, Section
1.4]). In particular, one can show Sφ is abelian.

To state Arthur’s classification theory of tempered representations of quasisplit
symplectic and orthogonal groups, we need to introduce some more notations. We
will fix an outer automorphism θ0 ofG preserving an F-splitting. IfG is symplectic
or special odd orthogonal, we let θ0 = id. If G is special even orthogonal, we let θ0
be induced from the conjugate action of the permutation matrix (1.2). Let θ̂0 be the
dual automorphism of θ0.Wewrite0 = 〈θ0〉,G0 = G�0, and Ĝ0 = Ĝ�〈θ̂〉.
Let ω0 be the character of G0/G, which is nontrivial when G is special even
orthogonal. So in the special evenorthogonal case,we can send θ0 to the permutation
matrix (1.2) to get an isomorphism between G0 and the full orthogonal group. If
G has F̄-rank n, we write G = G(n). Let G(0) = G(0)0 = 1. Also for the trivial
representation of G(0), we require formally 1θ0 � 1 if G(0) = SO(0), and 1θ0 ∼= 1
otherwise.

Let �temp(G) (resp. �2(G)) be the set of equivalence classes of irreducible
tempered representations (resp. discrete series representations) of G(F). Note 0
acts on these sets by conjugation, and we denote the set of 0-orbits in �temp(G)

(resp. �2(G)) by �̄temp(G) (resp. �̄2(G)). Also note 0 acts on 
bdd(G) (resp.

2(G)) through θ̂0, and we denote the corresponding set of 0-orbits by 
̄bdd(G)

(resp. 
̄2(G)). It is clear that forφ ∈ 
bdd(G), Jord(φ) only depends on its image in

̄bdd(G). It is because of this reason, we will also denote the elements in 
̄bdd(G)

by φ. Moreover, through the natural embedding ξN , we can view 
̄bdd(G) as a
subset of equivalence classes of N -dimensional self-dual representations of LF .

Theorem 2.2. (Arthur [2], Theorem 1.5.1)

(1) For φ ∈ 
̄bdd(G), one can associate a finite set �̄φ of �̄temp(G), determined
by πφ through the theory of twisted endoscopy ( see Sect. 4). And for a fixed
Whittaker datum, there is a canonical bijection between �̄φ and characters Ŝφ

of Sφ .

�̄φ Ŝφ

[π ] 〈·, π〉φ

(2) There are decompositions

�̄temp(G) =
⊔

φ∈
̄bdd (G)

�̄φ,

�̄2(G) =
⊔

φ∈
̄2(G)

�̄φ.

We will denote the characters of Sφ by ε̄, and denote the corresponding 0-

orbit [π ] of irreducible representations by π(φ, ε̄). Let us define �
0
φ to be set of

irreducible representations ofG0(F)whose restriction toG(F) belong to �̄φ . We
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call an irreducible representation π0 ofG0(F) is a discrete series if its restriction
to G(F) are discrete series representations. We also define S0

φ , S̄0
φ and S0

φ as

before simply by taking Ĝ0 in place of Ĝ. The following theorem asserts �
0
φ

can be parametrized by the characters of S0
φ . It is a consequence of [2, Theorem

2.2.4].

Theorem 2.3. (Arthur) Suppose φ ∈ 
̄bdd(G), for a fixed 0-stable Whittaker

datum there is a canonical bijection between �
0
φ and characterŝS0

φ of S0
φ

�
0
φ

̂S0
φ

π0 〈·, π0〉φ,

such that

〈·, π0〉φ |Sφ
= 〈·, π〉φ,

where π ⊆ π0 |G.
We denote the characters of S0

φ by ε, and denote the corresponding representa-

tions by π0(φ, ε). We also denote the image of ε in Ŝφ by ε̄. If ε0 is the generator

of the kernel of the projection̂S0
φ → Ŝφ , then this theorem implies

π0(φ, εε0) ∼= π0(φ, ε) ⊗ ω0. (2.2)

Therefore, if G is special even orthogonal and S0
φ 
= Sφ , then π(φ, ε̄) is a repre-

sentation of G(F) satisfying π(φ, ε̄)θ0 ∼= π(φ, ε̄). The converse is also true, i.e.,
if G is special even orthogonal and S0

φ = Sφ , then πθ0 � π for π(φ, ε̄) = [π ].
In the rest of this paper, we will always fix a 0-stable Whittaker datum of G.

3. Parameters of supercuspidal representations

We keep the notations from the previous section.

Proposition 3.1. Suppose π is a supercuspidal representation of G(F), and [π ] ∈
�̄φ for some φ ∈ 
̄2(G). Then if (ρ, a) ∈ Jord(φ), one must have (ρ, a − 2) ∈
Jord(φ) as long as a − 2 > 0.

Proof. Let ρ be a unitary irreducible supercuspidal representation of GL(dρ, F).
We can view GL(dρ) × G as the Levi component M+ of a standard maxi-
mal parabolic subgroup P+ of G+, where G and G+ are of the same type.
Let πM+ = ρ ⊗ π , and w is the unique non-trivial element in the relative
Weyl group W (M+,G+), which acts on GL(dρ) as an outer automorphism. Let
πM+,λ = ρ||λ ⊗ π for λ ∈ C. It is a result of Arthur (see [2, Section 2.3]) that for
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certain choice of representative ẇ ofw, the standard intertwining operator between
IndG+

P+ (πM+,λ) and IndG+
P+ (ẇ πM+,λ), i.e.,

JP+(ẇ, πM,λ)h(g) =
∫
NP+∩wNP+w−1\NP+

h(ẇ−1ng)dn, h ∈ IndG+
P+ (πM+,λ),

and the standard intertwiningoperator JP+(ẇ−1, ẇ πM+,λ)between Ind
G+
P+ (ẇ πM+,λ)

and IndG+
P+ (πM+,λ) can be normalized by meromorphic functions rP+(w, φM+,λ)

and rP+(w−1, w φM+,λ) respectively, i.e.,

RP+(ẇ, πM+,λ) := rP+(w, φM+,λ)
−1 JP+(ẇ, πM+,λ),

RP+(ẇ−1, ẇ πM+,λ) := rP+(w−1, w φM+,λ)
−1 JP+(ẇ−1, ẇ πM+,λ),

so that

RP+(ẇ−1, ẇ πM+,λ)RP+(ẇ, πM+,λ) = Id. (3.1)

Here φM+,λ denotes the Langlands parameter for πM+,λ, and

rP+(w, φM+,λ) ∼ L(λ, ρ × πφ)L(2λ, ρ, R)

L(1 + λ, ρ × πφ)L(1 + 2λ, ρ, R)

where R is either a symmetric square (S2) or a skew-symmetric square (∧2) rep-
resentation of GL(dρ, C) and “∼" means equal up to a nowhere vanishing holo-
morphic function of λ (that is given by the ε-factors here). Note R = ∧2 if G is
Sp(2n), SO(2n, η) or R = S2 if G = SO(2n + 1). Similarly we have

rP+(w−1, w φM+,λ) ∼ L(−λ, ρ∨ × πφ)L(−2λ, ρ∨, R)

L(1 − λ, ρ∨ × πφ)L(1 − 2λ, ρ∨, R)
.

Then we can rewrite (3.1) as

JP+(ẇ−1, ẇ πM+,λ)JP+(ẇ, πM+,λ)

∼ L(λ, ρ × πφ)L(2λ, ρ, R)L(−λ, ρ∨ × πφ)L(−2λ, ρ∨, R)

L(1 + λ, ρ × πφ)L(1 + 2λ, ρ, R)L(1 − λ, ρ∨ × πφ)L(1 − 2λ, ρ∨, R)
.

(3.2)

Since πM+ is supercuspidal, it follows from a theorem of Harish-Chandra
([32, Theorem 5.4.2.1] and [30, Lemma 2.2.5]) that both JP+(ẇ, πM+,λ) and
JP+(ẇ−1, ẇ πM+,λ) are holomorphic for Re λ 
= 0. So now we will assume λ ∈ R

and λ > 1/2. Since L(s, ρ × πφ) does not have a pole (non-vanishing is clear) for
real s > 0, and L(s, ρ, R) does not have a pole (non-vanishing is clear) for real
s 
= 0, we have

JP+(ẇ−1, ẇ πM+,λ)JP+(ẇ, πM+,λ) ∼ L(−λ, ρ∨ × πφ)

L(1 − λ, ρ∨ × πφ)
(λ > 1/2). (3.3)
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Finally, we learn from the definition of L(s, ρ∨ × πφ) that it has a pole at s =
−(a − 1)/2 if and only if ρ ∼= ρ∨ and (ρ, a) ∈ Jord(φ) (see Appendix A).
So if we know (ρ, a) ∈ Jord(φ) for a > 2, then L(−λ, ρ∨ × πφ) has a pole at
λ = (a−1)/2 > 1/2. By the holomorphy of standard intertwining operators on the
left hand side of (3.3), L(1− λ, ρ∨ × πφ) must also have a pole at λ = (a − 1)/2,
i.e., 1 − λ = 1 − (a − 1)/2 = −(a − 3)/2 is a pole of L(s, ρ∨ × πφ). So
(ρ, a − 2) ∈ Jord(φ). ��

Ifρ is a self-dual unitary irreducible supercuspidal representation ofGL(dρ, F),
we know from Appendix A that

L(s, ρ × ρ) = L(s, ρ,∧2)L(s, ρ, S2)

has a pole at s = 0. We call ρ is of symplectic type if L(s, ρ,∧2) has a pole at
s = 0, and we call ρ is of orthogonal type if L(s, ρ, S2) has a pole at s = 0.
Moreover, for any positive integer a, the pair (ρ, a) is called having orthogonal
type if ρ is of orthogonal type and a is odd, or ρ is of symplectic type and a is even.
Otherwise (ρ, a) is called having symplectic type. Next we are going to prove a
very important reducibility result, which is named “Basic Assumption" in [19,22].
Those careful readers may notice there is a slight difference between our statement
below and the original one. The reason is they consider the group G0 rather than
G, nonetheless one can translate between these two statements without difficulty
(see Corollary 9.1).

Proposition 3.2. Suppose π is a supercuspidal representation of G(F), and [π ] ∈
�̄φ for some φ ∈ 
̄2(G). Then for any unitary irreducible supercuspidal represen-
tation ρ of GL(dρ, F) and real number aρ , the parabolic induction

ρ||±(aρ+1)/2
� π

reduces if and only if ρ is self-dual and

aρ =
⎧⎨
⎩
max Jordρ(φ), if Jordρ(φ) 
= ∅,

0, if Jordρ(φ) = ∅, ρ is of opposite type to Ĝ,

−1, otherwise, provided dρ is even or π ∼= πθ0 .
(3.4)

Proof. Wewill follow the proof of the previous proposition and let λ ∈ R. Suppose
λ > 0. Then the image of JP+(ẇ, πM+,λ) is nonzero and irreducible by [6, Proposi-
tion 2.6]. It follows ρ||λ�π is irreducible if and only if the kernel of JP+(ẇ, πM+,λ)

is trivial. Since IndG+
P+ (ẇ πM+,λ) and Ind

G+
P+ (πM+,λ) have the same irreducible con-

stituents (see [7, Theorem 2.9]), the kernel of JP+(ẇ, πM+,λ) is trivial if and only
if JP+(ẇ, πM+,λ) is an isomorphism. As we have seen previously, JP+(ẇ, πM+,λ)

and JP+(ẇ−1, ẇ πM+,λ) are holomorphic. In fact, they are also nonzero (see [37,
Section 4.1]). So JP+(ẇ, πM+,λ) is an isomorphism if and only if

JP+(ẇ−1, ẇ πM+,λ)JP+(ẇ, πM+,λ) 
= 0.

As a consequence, ρ||λ � π is reducible if and only if

JP+(ẇ−1, ẇ πM+,λ)JP+(ẇ, πM+,λ) = 0.
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Let us first assume λ > 1/2, then from (3.3) it is enough to see when

L(−λ, ρ∨ × πφ)

L(1 − λ, ρ∨ × πφ)
= 0, (3.5)

i.e., L(1 − λ, ρ∨ × πφ) has a pole, but L(−λ, ρ∨ × πφ) does not. From our
discussion in the previous proof we know this can only happen when ρ = ρ∨ and
λ = (aρ + 1)/2, where aρ is max Jordρ(φ). Next we assume 0 < λ � 1/2, it
follows from (3.2) that

JP+(ẇ−1, ẇ πM+,λ)JP+(ẇ, πM+,λ) ∼ L(−λ, ρ∨ × πφ)

L(1 − 2λ, ρ∨, R)
.

And the right hand side can be zero only when L(1 − 2λ, ρ∨, R) has a pole, but
L(−λ, ρ∨ ×πφ) does not. So necessarily ρ = ρ∨ and λ = 1/2. By our assumption
on the representation R, we know L(s, ρ, R) has a pole at s = 0 if and only if ρ is
of opposite type to Ĝ. And the requirement that L(s, ρ × πφ) does not have a pole
at −1/2 implies Jordρ(φ) = ∅.

For λ < 0, one just needs to notice s.s.(ρ||s � π) = s.s.(ρ∨||−s
� π)θ for

some θ ∈ 0, so one can apply the same argument to ρ∨||−λ
� π .

Finally, we consider λ = 0, where our previous criterion does not work. How-
ever the reducibility of ρ � π follows from the standard theory of representation
theoretic R-groups. In Arthur’s theory these groups have been shown to be isomor-
phic to R-groups defined by parameters, which can be computed explicitly (see [2,
Sections 2.4 and 6.6]). So our reducibility condition in this case will follow from
there. ��

Supposeπ is an irreducible supercuspidal representation ofG(F) and [π ] ∈ �̄φ

for some φ ∈ 
̄2(G). We know from Proposition 3.1 that Jord(φ) should be in a
certain shape, and in view of Theorem 2.2 we would also like to know what kind
of character ε̄ of Sφ will parametrize [π ]. To give a description of such characters,
we have to first make an identification between̂S0

φ with Z2-valued functions over

Jord(φ). To be more precise, let us assume

φ = φ
1
⊕ · · · ⊕ φ

r
(3.6)

where φ
i
are self-dual irreducible representations of dimension ni . By Schur’s

Lemma,

Cent(φ,GL(N , C)) ∼= C
× × · · · × C

×︸ ︷︷ ︸
r

where each C
× acts on the corresponding representation space of φ

i
. So

Cent(φ, Ĝ) ∼=
{
s = (si ) ∈ Z

r
2 :

∏
i

(si )
ni = 1

}
.
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Note S0
φ = S̄0

φ in this case. Then S0
φ

∼= Z
r
2/〈(−1, . . . ,−1)〉. Sine the right hand

side does not depend on the choice of representative φ, we can denote it by S0
φ . If

G is special even orthogonal,

Sφ
∼=

{
s = (si ) ∈ Z

r
2 :

∏
i

(si )
ni = 1

}/
〈(−1, . . . ,−1)〉

which is a subgroup of S0
φ of index 1 or 2. Similarly, we denote the right hand

side by Sφ .
Let us define the characters of Z

r
2/〈(−1, . . . ,−1)〉 to be Z2-valued functions

ε = (εi ) ∈ Z
r
2 such that

∏
i εi = 1. Moreover, for s ∈ Z

r
2/〈(−1, . . . ,−1)〉, we

define ε(s) = ∏
i (εi ∗ si ), where

εi ∗ si =
{−1, if εi = si = −1
1, otherwise.

So

̂S0
φ =

{
ε = (εi ) ∈ Z

r
2 :

∏
i

εi = 1

}
.

In particular, when G is special even orthogonal, we define ε0 = (ε0,i ) ∈ ̂S0
φ

satisfying ε0,i = 1 if ni is even, and ε0,i = −1 if ni is odd, then

Ŝφ =
{

ε = (εi ) ∈ Z
r
2 :

∏
i

εi = 1

}/
〈ε0〉.

In general, let ε0 = 1 if G is not special even orthogonal.
Now we can formulate the theorem for parametrizing supercuspidal represen-

tations inside tempered Arthur packets.

Theorem 3.3. (Moeglin [20], Theorem 1.5.1) The 0-orbits of irreducible super-
cuspidal representations of G(F) can be parametrized by φ ∈ 
̄2(G) and ε̄ ∈ Ŝφ

satisfying the following properties:

(1) if (ρ, a) ∈ Jord(φ), then (ρ, a − 2) ∈ Jord(φ) as long as a − 2 > 0;
(2) if (ρ, a), (ρ, a − 2) ∈ Jord(φ), then ε(ρ, a)ε(ρ, a − 2) = −1;
(3) if (ρ, 2) ∈ Jord(φ), then ε(ρ, 2) = −1.

The proof that we are going to give makes use of the (twisted) endoscopic
character identities and explicit computation of Jacquet modules. So we will first
review these two subjects in the next two sections.
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4. Endoscopy

The endoscopy theory can be stated for any connected reductive groups, but here
we will mainly consider the case whenG is a quasisplit symplectic group or special
orthogonal group.

Suppose φ ∈ 
2(G) and s ∈ S̄φ = Sφ . In our case, there is a quasisplit
reductive group H with the property that

Ĥ ∼= Cent(s, Ĝ)0,

and the isomorphism extends to an embedding

ξ : L H → LG

such that ξ(L H) ⊆ Cent(s, LG) and φ factors through L H . Hence we get a param-

eter φH ∈ 
bdd(H). In fact it is easy to show S̄φ
H
is also finite, so φH ∈ 
2(H).

We say (H, φ
H

) corresponds to (φ, s) through ξ , and denote this relation by
(H, φ

H
) → (φ, s). Such H is called an elliptic endoscopic group of G.

Example 4.1. (1) If G = Sp(2n), then LG = SO(2n + 1, C). For φ ∈ 
̄2(G), let
us write

φ = φ1 ⊕ · · · ⊕ φr

as in (2.1). Then Sφ = Z
r
2/〈−1, . . . ,−1〉, and for any s = (si ) ∈ Sφ , it gives

a partition on Jord(φ), i.e.,

φ = (⊕si=1φi ) ⊕ (⊕s j=−1φ j ).

Without loss of generality, let us assume
∑
si=1

ni = 2nI + 1 = NI and
∑

s j=−1

n j = 2nII = NII .

Define

ηI = ηII =
∏

s j=−1

η j ,

where η j is a quadratic character given by the central character of πφ j . Let

GI = Sp(2nI ) and GII = SO(2nII , ηII ).

Then we have

H = GI × GII and L H = (Ĝ I × ĜII ) � �EII/F ,

where EII is a quadratic extension of F associated with ηII . Let

ξi : LGi ↪→ GL(Ni , C)
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be the natural embedding for i = I, I I . Then

ξ := (ξI ⊗ ηI ) ⊕ ξII

factors through LG and defines an embedding L H ↪→ LG. Let

φI := (⊕si=1φi ) ⊗ ηI ∈ 
̄2(GI )

and

φII := ⊕s j=−1φ j ∈ 
̄2(GII ).

Then

φH = φI × φII .

(2) If G = SO(2n + 1), then LG = Sp(2n, C). For φ ∈ 
̄2(G), let us write

φ = φ1 ⊕ · · · ⊕ φr

as in (2.1). Then Sφ = Z
r
2/〈−1, . . . ,−1〉, and for any s = (si ) ∈ Sφ , it gives

a partition on Jord(φ), i.e.,

φ = (⊕si=1φi ) ⊕ (⊕s j=−1φ j ).

We can assume
∑
si=1

ni = 2nI = NI and
∑

s j=−1

n j = 2nII = NII .

Let

GI = SO(2nI + 1) and GII = SO(2nII + 1).

Then we have

H = GI × GII and L H = Ĝ I × ĜII

Let

ξi : LGi ↪→ GL(Ni , C)

be the natural embedding for i = I, I I . Then

ξ := ξI ⊕ ξII

factors through LG and defines an embedding L H ↪→ LG. Let

φI := (⊕si=1φi ) ∈ 
̄2(GI )

and

φII := ⊕s j=−1φ j ∈ 
̄2(GII ).

Then

φH = φI × φII .
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(3) If G = SO(2n, η), then LG = SO(2n, C) � �E/F . For φ ∈ 
̄2(G), let us
write

φ = φ1 ⊕ · · · ⊕ φr

as in (2.1). Then S0
φ = Z

r
2/〈−1, . . . ,−1〉, and for any s = (si ) ∈ Sφ ⊆ S0

φ ,
it gives a partition on Jord(φ), i.e.,

φ = (⊕si=1φi ) ⊕ (⊕s j=−1φ j ).

By our description of Sφ , we can assume

∑
si=1

ni = 2nI = NI and
∑

s j=−1

n j = 2nII = NII .

Define

ηI = ηIIη and ηII =
∏

s j=−1

η j ,

where η j is a quadratic character given by the central character ofπφ j .We also
denote by Ei the quadratic extension of F associated with ηi for i = I, I I .
Let

GI = SO(2nI , ηI ) and GII = SO(2nII , ηII ),

Then we have

H = GI × GII and L H = (Ĝ I × ĜII ) � �L/F

where L = EI EII . Let

ξi : LGi ↪→ GL(Ni , C)

be the natural embedding for i = I, I I . Then

ξ := ξI ⊕ ξII

factors through LG and defines an embedding L H ↪→ LG. Let

φI := ⊕si=1φi ∈ 
̄2(GI )

and

φII := ⊕s j=−1φ j ∈ 
̄2(GII )

Then

φH = φI × φII .
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In the examples above, we can define 
̄2(H) = 
̄2(GI ) × 
̄2(GII) (resp.

̄bdd(H) = 
̄bdd(GI ) × 
̄bdd(GII)), then φH ∈ 
̄2(H). For s ∈ Sφ , we still say
(H, φH ) corresponds to (φ, s), and denote this relation again by (H, φH ) → (φ, s).

In part (3), it is possible to also choose s ∈ S0
φ but not in Sφ , and then we get

a partition on Jord(φ), i.e.,

φ = (⊕si=1φi ) ⊕ (⊕s j=−1φ j ),

so that
∑
si=1

ni = 2nI + 1 and
∑

s j=−1

n j = 2nII + 1.

Define

ηI = ηIIη and ηII =
∏

s j=−1

η j ,

where η j is a quadratic character given by the central character of πφ j . Let

GI = Sp(2nI ) and GII = Sp(2nII )

Then

φI := (⊕si=1φi ) ⊗ ηI ∈ 
̄2(GI )

and

φII := (⊕s j=−1φ j ) ⊗ ηII ∈ 
̄2(GII).

We can take

H = GI × GII and L H = Ĝ I × ĜII .

In this case, H is called a twisted elliptic endoscopic group of G. Let

ξi : LGi ↪→ GL(Ni , C)

be the natural embedding for i = I, I I . Then

ξ := (ξI ⊗ ηI ) ⊕ (ξII ⊗ ηII )

factors through LG and defines an embedding L H ↪→ LG. Let

φH = φI × φII .

We say (H, φH ) corresponds to (φ, s) through ξ , and write (H, φH ) → (φ, s).
In this paper, we also want to consider the twisted elliptic endoscopic groups

of GL(N ), but we will only need the simplest case here. Recall for φ ∈ 
bdd(G),
we can view φ as a self-dual N -dimensional representation through the natural
embedding

ξN : LG → GL(N , C),
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and in this way we get a self-dual parameter for GL(N ). We fix an outer automor-
phism θN ofGL(N ) preserving an F-splitting, and let θ̂N be the dual automorphism
on GL(N , C), then

ξN (LG) ⊆ Cent(s,GL(N , C)) and Ĝ = Cent(s,GL(N , C))0

for some s ∈ GL(N , C) � θ̂N . So we call G a twisted elliptic endoscopic group of
GL(N ).

What lies in the heart of the endoscopy theory is a transfer map on the spaces of
smooth compactly supported functions from G to its (twisted) elliptic endoscopic
group H (similarly from GL(N ) to its twisted elliptic endoscopic group G). The
existence of the transfer map is quite deep, and it was conjectured by Langlands,
Shelstad and Kottwitz. In a series of papers Waldspurger [35,36,38,39] is able to
reduce it to the Fundamental Lemma for Lie algebras over function fields. Finally
it is in this particular form of the fundamental lemma, Ngo [27] gave his celebrated
proof. Let us denote such transfers by

C∞
c (G(F)) C∞

c (H(F)) (4.1)

f f H

and similarly

C∞
c (GL(N , F)) C∞

c (G(F)) (4.2)

f f G

We should point out these transfer maps are only well defined after we pass to the
space of (twisted) orbital integrals on the source and the space of stable orbital
integrals on the target. Note the space of (twisted) (resp. stable) orbital integrals
are dual to the space of (twisted) (resp. stable) invariant distributions on G(F), i.e.
one can view the (twisted) (resp. stable) invariant distributions of G(F) as linear
functionals of the space of (twisted) (resp. stable) orbital integrals. So dual to these
transfer maps, the stable invariant distributions on H(F) (resp. G(F)) will map to
the (twisted) invariant distributions on G(F) (resp. GL(N , F)). We call this map
the (twisted) spectral endoscopic transfer.

Ifπ is an irreducible smooth representation ofG(F), then it defines an invariant
distribution on G(F) by the trace of

π( f ) =
∫
G(F)

f (g)π(g)dg

for f ∈ C∞
c (G(F)). We call this the character of π and denote it by fG(π). For

any irreducible representation π0 of G0(F), which contains π in its restriction
to G(F), we define a twisted invariant distribution on G(F) by the trace of

π0( f ) =
∫
G(F)�θ0

f (g)π0(g)dg



458 B. Xu

for f ∈ C∞
c (G(F) � θ0). We call this the twisted character of π , and denote

it by fG(π0). We can also define the twisted characters for GL(N ) similarly,
but we will write it in a slightly different way. Let π be a self-dual irreducible
smooth representation of GL(N , F), we can define a twisted invariant distribution
on GL(N , F) by taking the trace of

π( f ) ◦ Aπ (θN )

for f ∈ C∞
c (GL(N , F)), where Aπ (θN ) is an intertwining operator between π and

πθN . We call this the twisted character of π and denote it by fN θ (π).
Since the (twisted) elliptic endoscopic groups H in our case are all products

of quasisplit symplectic and special orthogonal groups, we can define a group of
automorphisms of H by taking the product of 0 on each factor, and we denote
this group again by 0. Let H̄(G) (resp. H̄(H)) be the subspace of 0-invariant
functions inC∞

c (G(F)) (resp.C∞
c (H(F))). Then it follows from a simple property

of the transfer map (which we will not explain here) that we can restrict both (4.1)
and (4.2) to H̄(G) and H̄(H). Now we are ready to state a more precise version of
Theorem 2.2.

Theorem 4.2. (Arthur)

(1) Suppose φ ∈ 
̄2(G), the sum of characters in �̄φ

f (φ) =
∑

[π ]∈�̄φ

fG(π)

defines a stable invariant distribution for f ∈ H̄(G). Moreover it is uniquely
determined by πφ through

f G(φ) = fN θ (πφ), f ∈ C∞
c (GL(N )) (4.3)

after we normalize the Haar measures on G(F) and GL(N , F) in a compatible
way.

(2) Suppose φ ∈ 
̄2(G), and (H, φH ) → (φ, s) for s ∈ Sφ . If we define a stable
invariant distribution f (φH ) for H̄(H) as in (1), then after we normalize the
Haar measures on G(F) and H(F) in a compatible way the following identity
holds

f H (φH ) =
∑

[π ]∈�̄φ

〈s, π〉 fG(π) f ∈ H̄(G) (4.4)

where

〈·, π〉 := 〈·, π〉φ
under the isomorphism Sφ

∼= Sφ .
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Remark 4.3. Although we only state the theorem for discrete parameters, these
statements are also true for tempered parameters (once we extend the definition
(H, φH ) → (φ, s) appropriately). The two identities (4.3) and (4.4) are the ones
we call (twisted) endoscopic character identities in the end of Sect. 3, and they are
also often referred to as (twisted) character relations. There are some ambiguities
that we need to clarify in such identities. On one hand, in the definition of fN θ (πφ)

we need to choose a normalization of the intertwining operator Aπφ (θN ). In this
theorem, we require Aπφ (θN ) to fix someWhittaker functional for πφ . On the other
hand, in the definition of the transfer maps there is also a normalization issue. To
resolve that, we need to fix certain (resp. θN -stable) Whittaker datum for G (resp.
GL(N )), and we will take the so-called Whittaker normalization on the transfer
maps. Finally, the stable invariant distribution f (φ) for f ∈ H̄(G) is uniquely
determined by πφ for the transfer map (4.2) is surjective onto the space of 0-
invariant stable orbital integrals of G(F).

WhenG is special even orthogonal, we have an additional character identity. To
state it, we need to identifyC∞

c (G(F)�θ0)withC∞
c (G(F)) by sending g�θ0 to g,

so the twisted transfermap onC∞
c (G(F)) can also be translated toC∞

c (G(F)�θ0).

Theorem 4.4. (Arthur) Suppose φ ∈ 
̄2(G), and (H, φH ) → (φ, s) for s ∈ S0
φ

but not in Sφ . Then after we normalize the Haar measures on G(F) and H(F) in
a compatible way the following identity holds

f H (φH ) =
∑

[π ]∈�̄φ

〈s, π0〉 fG(π0), f ∈ C∞
c (G(F) � θ0) (4.5)

where π0 |G = π and

〈·, π0〉 := 〈·, π0〉φ
under the isomorphism S0

φ
∼= S0

φ .

Again this theorem also holds for φ ∈ 
̄(G) (once we extend the definition
(H, φH ) → (φ, s) appropriately), and we have taken the Whittaker normaliza-
tion on the transfer maps with respect to the fixed 0-stable Whittaker datum in
Theorem 2.3. We will only need this theorem in Sect. 9.

5. Jacquet modules

First let us assume G is any connected reductive group over F , and let Rep(G)

be the category of finite-length smooth representations of G(F). If M is the Levi
component of a parabolic subgroup P ofG, then the normalized parabolic induction
defines a functor from Rep(M) to Rep(G). The normalized Jacquet module is its
left adjoint functor, i.e.,

HomM (JacPπ, σ) ∼= HomG(π, IndGPσ), (5.1)
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for π ∈ Rep(G) and σ ∈ Rep(M). This relation (5.1) is usually referred to
as Frobenius reciprocity. One can see easily from (5.1) and Theorem 1.1 that
π ∈ Rep(G) is supercuspidal if and only if JacPπ = 0 for all standard parabolic
subgroups P of G. In fact this is one of the equivalent definitions of supercuspi-
dal representations. The next two lemmas state some general facts about Jacquet
modules, and we refer the interested readers to [22, Section 3] for their proofs.

Lemma 5.1. Suppose π ∈ Rep(G) is irreducible, and σ is an irreducible super-
cuspidal constituent of JacPπ , then there is an inclusion

π ↪→ IndG
P σ.

Lemma 5.2. Suppose π ∈ Rep(G) is irreducible, and M = M1 × M2. Let τ1 ∈
Rep(M1) be irreducible and τ2 ∈ Rep(M2). If

π ↪→ IndG
P (τ1 ⊗ τ2),

then there exists an irreducible constituent τ ′
2 in τ2 such that

π ↪→ IndG
P (τ1 ⊗ τ ′

2).

Now let us restrict to the case when G is a quasisplit symplectic or special
orthogonal group. We would like to define a modified Jacquet functor. For this we
first fix a unitary irreducible supercuspidal representation ρ of GL(dρ, F), and we
assume M = GL(dρ)×G− is the Levi component of a standard maximal parabolic
subgroup P ofG. In caseG− = 1 andG is special even orthogonal, we require P to
be contained in the standard parabolic subgroup ofGL(2n). Then for π ∈ Rep(G),

s.s.JacP (π) =
⊕
i

τi ⊗ σi ,

where τi ∈ Rep(GL(dρ)) and σi ∈ Rep(G−), both of which are irreducible. We
define Jacxπ for any real number x to be

Jacx (π) =
⊕

τi=ρ||x
σi .

Note unlike JacPπ , in our definition Jacxπ is always semisimple. If we have an
ordered sequence of real numbers {x1, . . . , xs}, we can define

Jacx1,...,xsπ = Jacxs ◦ · · · ◦ Jacx1π.

It is not hard to see Jacx can be defined for GL(n) in a similar way by replacing
G− by GL(n−). Furthermore, we can define Jacopx analogous to Jacx but with
respect to ρ∨ and the standard Levi subgroup GL(n−) ×GL(dρ∨). So let us define
Jacθ

x = Jacx ◦ Jacop−x for GL(n). Next we want to give some properties of this
modified Jacquet functor.

Lemma 5.3. If π ∈ Rep(G) is irreducible, and Jacx,...,yπ = σ for σ ∈ Rep(G−).
Then there exists an irreducible constituent σ ′ in σ so that we get an inclusion

π ↪→ ρ||x × · · · × ρ||y � σ ′.
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Proof. By Theorem 1.1, there exists a standard parabolic subgroup P− of G−
with an irreducible supercuspidal representation πM− on the Levi component M−
such that there is a nontrivial equivariant homomorphism from σ to IndG−

P− πM− .
Then by Frobenius reciprocity, πM− is in s.s.JacP−σ . In particular, we can take
M = GL(dρ) × · · · × GL(dρ) × M− with P being the corresponding standard
parabolic subgroup ofG, and takeπM = ρ||x⊗· · ·⊗ρ||y⊗πM− to be an irreducible
supercuspidal representation of M . Then πM is in s.s.JacPπ . By Lemma 5.1, we
know

π ↪→ ρ||x × · · · × ρ||y � IndG−
P− (πM−).

So by Lemma 5.2 there exists an irreducible constituent σ ′ in IndG−
M−(πM−) such

that

π ↪→ ρ||x × · · · × ρ||y � σ ′.

Finally by Frobenius reciprocity again, we know σ ′ is in Jacx,...,yπ = σ . This
finishes the proof. ��

As a special case of this lemma, we have the following corollary.

Corollary 5.4. Ifπ ∈ Rep(G) is irreducible, and Jacx,...,yπ = σ forσ ∈ Rep(G−),
which is also irreducible. Then there is an inclusion

π ↪→ ρ||x × · · · × ρ||y � σ.

Remark 5.5. Lemma 5.3 and Corollary 5.4 are also valid in the case of general
linear groups, and the proofs are the same.

Lemma 5.6. If π ∈ Rep(G) and |x − y| 
= 1, then Jacx,yπ = Jacy,xπ .

Proof. We take the standard parabolic subgroup P = MN of G with M =
GL(2dρ) × G−. If

s.s.JacPπ =
⊕
i

τi ⊗ σi ,

then σi is in Jacx,yπ if and only if Jacx,yτi 
= 0. Let us assume Jacx,yτi 
= 0, by
Corollary 5.4 (also see Remark 5.5) we have τi ↪→ ρ||x × ρ||y . Since |x − y| 
= 1,
ρ||x × ρ||y ∼= ρ||y × ρ||x is irreducible (see Appendix B), so we must have
τi ∼= ρ||x × ρ||y . Hence

Jacx,yπ =
⊕

τi∼=ρ||x×ρ||y
(Jacx,yτi ) ⊗ σi .

By the same argument, we have

Jacy,xπ =
⊕

τi∼=ρ||y×ρ||x
(Jacy,xτi ) ⊗ σi .

Therefore, Jacx,yπ = Jacy,xπ . ��
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Lemma 5.7. Suppose π ∈ Rep(GL(dρ(|a − b| + 1))) is an irreducible constituent
of

ρ||a × · · · × ρ||b

for a segment {a, . . . , b}, and Jacxπ = 0 unless x = a, then π = 〈a, . . . , b〉.
Proof. It is clear that Jacxπ = 0 unless x ∈ {a, . . . , b}. Suppose {a, . . . , y} ⊆
{a, . . . , b} is the longest segments such that

Jaca,...,yπ 
= 0.

If y 
= b, then we can find z ∈ {a, . . . , b}\{a} such that |x − z| > 1 for all
x ∈ {a, . . . , y} and Jaca,...,y,zπ 
= 0. By Lemma 5.6,

Jacz,a,...,yπ = Jaca,...,y,zπ 
= 0.

This means Jaczπ 
= 0, and we get a contradiction. So we can only have y = b,
and by Corollary 5.4 we have

π ↪→ ρ||a × · · · × ρ||b.
Hence π = 〈a, . . . , b〉. ��

There are some explicit formulas for computing the Jacquet modules in the case
of classical groups and general linear groups (see [22, Section 1]), and we want to
recall some of them here. We will use “

s.s.= " for equality after semisimplification.
For GL(n), we know the irreducible discrete series representations are given

by

St(ρ′, a) =
〈
ρ′; a − 1

2
, . . . ,−a − 1

2

〉
.

More generally we have irreducible representations 〈ρ′; ζa, . . . , ζb〉 attached to
any decreasing segment {a, . . . , b} (cf. Sect. 1) for ζ = ±1. If we fix ρ as before,
then we have the following formulas for their Jacquet modules.

Jacx 〈ρ′; ζa, . . . , ζb〉 =
{ 〈ρ′; ζ(a − 1), . . . , ζb〉, if x = ζa and ρ′ ∼= ρ,
0, otherwise;

(5.2)

and

Jacopx 〈ρ′; ζa, . . . , ζb〉 =
{ 〈ρ′; ζa, . . . , ζ(b + 1)〉, if x = ζb and ρ′ ∼= ρ∨,
0, otherwise.

(5.3)

If πi ∈ Rep(GL(ni )) for i = 1 or 2, we have

Jacx (π1 × π2)
s.s.= (Jacxπ1) × π2 ⊕ π1 × (Jacxπ2),
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and

Jacopx (π1 × π2)
s.s.= (Jacopx π1) × π2 ⊕ π1 × (Jacopx π2).

Suppose π ∈ Rep(G) and τ ∈ Rep(GL(d)). If G is symplectic or special odd
orthogonal, then

Jacx (τ � π)
s.s.= (Jacxτ) � π ⊕ (Jacop−xτ) � π ⊕ τ � Jacxπ.

If G = SO(2n, η), the situation is more complicated, and we would like to divide
it into three cases.

(1) When n 
= dρ or 0,

Jacx (τ � π)
s.s.= τ � Jacxπ ⊕

{
(Jacxτ) � π ⊕ (Jacop−xτ) � π if dρ is even
(Jacxτ) � π ⊕ (Jacop−xτ) � πθ0 if dρ is odd

(2) When n = dρ ,

Jacx (τ � π)
s.s.= τ

�Jacxπ ⊕ (τ � Jacxπ
θ0 )θ0 ⊕

{
(Jacx τ) � π ⊕ (Jacop−x τ) � π if dρ is even
(Jacx τ) � π ⊕ (Jacop−x τ) � πθ0 if dρ is odd

(3) When n = 0 and d 
= dρ ,

Jacx (τ � 1)
s.s.=

{
(Jacxτ) � 1 ⊕ (Jacop−xτ) � 1 if dρ is even
(Jacxτ) � 1 ⊕ (Jacop−xτ � 1)θ0 if dρ is odd

(4) When n = 0 and d = dρ ,

Jacx (τ � 1)
s.s.=

{
(Jacxτ) � 1 ⊕ (Jacop−xτ) � 1 if dρ is even
(Jacxτ) � 1 if dρ is odd

The formulas for special even orthogonal groups here are deduced from [14, The-
orem 3.4]. At last we define

¯Jacx =
{
Jacx + Jacx ◦ θ0, if G = SO(2n) and n = dρ 
= 1,
Jacx , otherwise.

Let ¯Rep(G) be the category of finite-length representations of G(F) viewed as
H̄(G)-modules. We denote the elements in ¯Rep(G) by [π ] for π ∈ Rep(G), and
we call [π ] is irreducible if π is irreducible. For [π ] ∈ ¯Rep(G), let us define

τ � [π ] := [τ � π ] and ¯Jacx [π ] := [ ¯Jacxπ ].
Then we can combine all cases into the following single formula

¯Jacx (τ � [π ]) s.s.= (Jacxτ) � [π ] ⊕ (
Jacop−xτ

)
� [π ] ⊕ τ � ¯Jacx [π ]. (5.4)

Finally, we would like to extend the discussion of this section to the cate-
gory Rep(G0) of finite-length representations of G0(F). Let P = MN be a
standard parabolic subgroup of G. If M is θ0-stable, we write M0 := M � 0
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and P0 := P � 0. Otherwise, we let M0 = M and P0 = P . Note when
G0 is even orthogonal group, one can define the normalized parabolic induction
and normalized Jacquet module in a similar way (see [4, Section 6]). Suppose
σ0 ∈ Rep(M0), π0 ∈ Rep(G0). It follows from the definition that

(
JacP0π

0
) |M = JacP

(
π0 |G

)
.

And

(
IndG

0

P0
σ0

)
|G = IndGP

(
σ0 |M

)
,

unless G is special even orthogonal and M0 = M , in which case

(
IndG

0

P0
σ0

)
|G = IndGP

(
σ0 |M

) ⊕
(
IndGP (σ0 |M )

)θ0
.

Let us define

¯JacP =
{
JacP + JacP ◦ θ0, if G = SO(2n) and Mθ0 
= M ,
JacP , otherwise.

And

IndGP [σ ] :=
[
IndGPσ

]
and ¯JacP [π ] := [ ¯JacPπ

]
.

Then we have

(
JacP0 Ind

G0

P0
σ0

)
|M = ¯JacP IndGP

(
σ0 |M

)
,

and

[(
IndG

0

P0
JacP0π

0
)

|G
]

= IndGP ¯JacP
[
π0 |G

]
.

The Frobenius reciprocity still holds in this case, i.e.,

HomM0

(
JacP0π

0 , σ0
) ∼= HomG0

(
π0 , IndG

0

P0
σ0

)
.

Moreover, the results of this section can be stated similarly for representations of
G0(F). In particular, for τ ∈ Rep(GL(d)), we have

Jacx
(
τ � π0

) s.s.= (Jacxτ) � π0 ⊕ (
Jacop−xτ

)
� π0 ⊕ τ � Jacxπ

0 . (5.5)
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6. Compatibility of Jacquet modules with endoscopic transfer

As normalized parabolic induction is compatible with endoscopic transfer, the nor-
malized Jacquet module is also compatible with endoscopic transfer. Since the
Jacquet module is originally defined on representations, we need to first extend it
to the space of finite linear combinations of (twisted) characters, and then to the
space of (twisted) invariant distributions [see (C.1)]. In particular, this extended
Jacquet functor will preserve stability [see (C.3)]. If G is any quasisplit connected
reductive group over F and θ is an F-automorphism ofG preserving an F-splitting,
we will denote the space of finite linear combinations of twisted characters ofG(F)

by R(Gθ ) and denote the space of stable finite linear combinations of characters
on G(F) by R(G)st. Moreover, let Î (Gθ )) be the space of twisted invariant distri-
butions on G(F) and Ŝ I (G) be the space of stable invariant distributions on G(F).
When G = GL(N ), we will simply write R(N θ ) and Î (N θ ) for the corresponding
spaces. In the following discussion we will assume G is a quasisplit symplectic or
special orthogonal group.

Suppose H is an elliptic endoscopic group of G, we know from Sect. 4 that
H = GI × GII , and there is an embedding

ξ : L H ↪→ LG,

where L H = Ĥ � �L/F for L = F, EII or EI EII accordingly. We fix �-splittings
(BH , TH , {XαH }) and (BG, TG , {XαG }) for Ĥ and Ĝ respectively. By taking certain
Ĝ-conjugate of ξ , we can assume ξ(TH ) = TG and ξ(BH ) ⊆ BG . So we can view
the Weyl group WH = W (Ĥ , TH ) as a subgroup of WG = W (Ĝ, TG). We also
view L H as a subgroup of LG through ξ .

We fix a standard parabolic subgroup P = MN of G with standard embedding
L P ↪→ LG. Then there exists a torus S ⊆ TG such that LM = Cent(S, LG). Let
WM = W (M̂, TG). We define

WG(H, M) :=
{
w ∈ WG |Cent(w(S), L H) → �L/F surjective

}
.

For any w ∈ WG(H, M), let us take g ∈ Ĝ such that Int(g) induces w. Since
Cent(w(S), L H) → �L/F is surjective, gL Pg−1∩L H defines a parabolic subgroup
of L H with Levi component gLMg−1∩L H . So we can choose a standard parabolic
subgroup P ′

w = M ′
wN ′

w of H with standard embedding L P ′
w ↪→ L H such that L P ′

w

(resp. LM ′
w) is Ĥ -conjugate to gL Pg−1 ∩ L H (resp. gLMg−1 ∩ L H ). In fact, M ′

w

is an endoscopic group of M (not necessarily elliptic, see [18]), and we have an
embedding ξM ′

w
: LM ′

w → LM given by the following diagram:

L P ′
w

LM ′
w

ξM ′
w LM L P

L H
Int(h) L H

ξ LG LG
Int(g)

where h ∈ Ĥ induces an element in WH . Note the choice of h is unique up to
M̂ ′

w-conjugation, and so is ξM ′
w
. If we change g to h′gm, where h′ ∈ Ĥ induces an
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element in WH and m ∈ M̂ induces an element in WM , then we still get P ′
w, but

ξM ′
w
changes to Int(m−1) ◦ ξM ′

w
up to M̂ ′

w-conjugation. Therefore, for any element
w in

WH\WG(H, M)/WM ,

we can associate a standard parabolic subgroup P ′
w = M ′

wN ′
w of H and a M̂-

conjugacy class of embedding ξM ′
w

: LM ′
w → LM . Moreover, we have the follow-

ing commutative diagram:

Ŝ I (H)

⊕wJacP ′
w

Î (G)

JacP

⊕
w Ŝ I (M ′

w) Î (M),

(6.1)

where the sum is over WH\WG(H, M)/WM , and the horizontal maps correspond
to the spectral endoscopic transfers with respect to ξ on the top and ξM ′

w
on the

bottom.
Suppose M = GL(m) × G−, then the Levi subgroups M ′

w of H appearing in
(6.1) are of the form MI × MII , where MI ∼= GL(mI ) × GI− is a Levi subgroup
of GI and MII ∼= GL(mII ) × GI I− is a Levi subgroup of GII with m = mI +mII .
The spectral endoscopic transfer maps Ŝ I (GI− × GI I−) to Î (G−), and it also
maps Ŝ I (GL(mI )×GL(mII)) to Î (GL(m)), which is given by parabolic induction.
Now we fix a unitary irreducible supercuspidal representation ρ ofGL(dρ, F), and
let m = dρ . We would like to restrict (6.1) to invariant distributions of M(F)

such that on GL(dρ, F) they are given by the character of ρ||x , then the relevant
Levi subgroups of H will satisfy mI = 0 or mII = 0. Since there is no canonical
projection from Î (M) to such distributions, we will have to restrict (6.1) to spaces
of finite linear combinations of characters first.

Let us write

M ′
wI

= GL(dρ) × HI− := GL(dρ) × GI− × GII

and

M ′
wII

= GL(dρ) × HI I− := GL(dρ) × GI × GI I−.

We also keep the notations in Example 4.1, in particular when G is symplectic, GI

is symplectic and GII is special even orthogonal. Let θi = θ0 with respect to Gi for
i = I, I I . Then we have the following cases.

(1) If G is symplectic, then M ′
wI
, M ′

wII
and (M ′

wII
)θII are the relevant standard

Levi subgroups of H . Note M ′
wII

= (M ′
wII

)θII if and only if GI I− 
= 1. We
get a modified diagram of (6.1) as follows.

R(H)st

JacIx⊕ ¯Jacx

R(G)

Jacx

R(HI−)st ⊕ R(HI I−)st R(G−),

(6.2)

where JacIx is with respect to ρ ⊗ ηI .
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(2) If G is special odd orthogonal, then M ′
wI
, M ′

wII
are the only relevant standard

Levi subgroups of H , and we get a modified diagram of (6.1) as follows.

R(H)st

Jacx⊕Jacx

R(G)

Jacx

R(HI−)st ⊕ R(HI I−)st R(G−)

(6.3)

(3) If G is special even orthogonal, then M ′
wI
, (M ′

wI
)θI , M ′

wII
and (M ′

wII
)θII are

the relevant standard Levi subgroups of H . Note M ′
wi

= (M ′
wi

)θi if and only
if Gi− 
= 1 for i = I, I I . We get a modified diagram of (6.1) as follows.

R(H)st

¯Jacx⊕ ¯Jacx

R(G)

Jacx

R(HI−)st ⊕ R(HI I−)st R(G−)

(6.4)

Next we view G as a twisted elliptic endoscopic group of GL(N ), and there is
an embedding

ξN : LG ↪→ GL(N , C)

where LG = Ĝ � �L/F for L = F or E accordingly. We also fix a θ̂N -stable
�-splitting (BN , TN , {XαN }) of GL(N , C). By taking certain GL(N , C)-conjugate

of ξN , we can assume ξN (TG) = (T θ̂N
N )0, ξN (BG) ⊆ BN . So we can view theWeyl

group WG = W (Ĝ, TG) as a subgroup of WN θ := W (GL(N , C), TN )θ̂N . We also
view LG as a subgroup of GL(N , C) through ξN .

We fix a standard θN -stable parabolic subgroup P = MN of GL(N ) with

standard embedding L P ↪→ GL(N , C). Then there exists a torus S ⊆ (T θ̂N
N )0

such that LM = Cent(S,GL(N , C)). Let WMθ = W (M̂, TN )θ̂N . We define

WN θ (G, M) :=
{
w ∈ WN θ |Cent(w(S), LG) → �L/F surjective

}
.

For anyw ∈ WN θ (G, M), let us take gN ∈ GL(N , C) such that Int(gN ) inducesw.
Since Cent(w(S), LG) → �L/F is surjective, gN L Pg−1

N ∩ LG defines a parabolic
subgroup of LG withLevi component gN LMg−1

N ∩LG. Sowe can choose a standard
parabolic subgroup P ′

w = M ′
wN ′

w of H with standard embedding L P ′
w ↪→ LG such

that L P ′
w (resp. LM ′

w) is Ĝ-conjugate to gN L Pg−1
N ∩ LG (resp. gN LMg−1

N ∩ LG).
As before, M ′

w can be viewed as a twisted endoscopic groups of M (not necessarily
elliptic, see [18]), and we have an embedding ξM ′

w
: LM ′

w → LM given by the
following diagram:

L P ′
w

LM ′
w

ξM ′
w LM L P

LG
Int(g) LG

ξN
GL(N , C) GL(N , C)

Int(gN )
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where g ∈ Ĝ induces an element in WG . Note the choice of g is unique up to
M̂ ′

w-conjugation, and so is ξM ′
w
. If we change gN to g′gNm, where g′ ∈ Ĝ induces

an element inWG andm ∈ M̂ induces an element inWMθ , then we still get P ′
w, but

ξM ′
w
changes to Int(m−1) ◦ ξM ′

w
up to M̂ ′

w-conjugation. Therefore, for any element
w in

WG\WN θ (G, M)/WMθ

we can associate a standard parabolic subgroup P ′
w = M ′

wN ′
w of G and a M̂-

conjugacy class of embedding ξM ′
w

: LM ′
w → LM . Moreover, we have the follow-

ing commutative diagram:

Ŝ I (G)

⊕wJacP ′
w

Î (N θ )

JacP

⊕
w Ŝ I (M ′

w) Î (Mθ ).

(6.5)

where the sum is overWG\WN θ (G, M)/WMθ , and the horizontal maps correspond
to the twisted spectral endoscopic transfers with respect to ξ on the top and ξM ′

w
on

the bottom.
We again fix a unitary irreducible supercuspidal representation ρ ofGL(dρ, F),

and suppose

M = GL(dρ) × GL(N−) × GL(dρ∨).

Then the standard Levi subgroups of G appearing in (6.5) are

M ′
w = GL(dρ) × G−

and (M ′
w)θ0 . Note M ′

w = (M ′
w)θ0 unless G is special even orthogonal and N− = 0.

For the purpose of restricting (6.5) to the twisted invariant distributions of M(F)

such that on GL(dρ, F) × GL(dρ∨ , F) they are given by the twisted character of
ρ||x ⊗ ρ∨||−x , we will have to first restrict the diagram to spaces of finite linear
combinations of (twisted) characters. Thenwecanget amodifieddiagramas follows

R(G)st

¯Jacx

R(N θ )

Jacθx

R(G−)st R(N θ−).

(6.6)

At last, when G is special even orthogonal, there is a twisted version of the
diagram (6.4), which can be derived as in the case of GL(N ) (also see Appendix
C for the general case). Here we will only state the result using the notations from
Sect. 4 and (6.4). We assume G− 
= 1.

R(H)st

JacIx⊕JacIIx

R(Gθ0)

Jacx

R(HI−)st ⊕ R(HI I−)st R(Gθ0− ),

(6.7)

where Jacix is with respect to ρ ⊗ ηi for i = I, I I .
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Both diagrams (6.1) and (6.5) can be established by using Casselman’s formula
[8] and its twisted version for relating the (twisted) characters of representations
with that of theirunnormalized Jacquetmodules (see [12,25]). For the convenience
of the reader, we will give the proof of the general case in Appendix C. In the next
section, we are going to prove Theorem 3.3 by applying (6.6) [resp. (6.2), (6.3) and
(6.4)] to the (twisted) endosopic character identity (4.3) [resp. (4.4)]. We will only
need (6.7) in Sect. 9.

7. Proof of Theorem 3.3

In the following sections we will always assume G is a quasisplit symplectic group
or special orthogonal group. Before we start the proof, we would like to make
explicit the effects of Jacquet modules on the (twisted) endoscopic character iden-
tities (4.3) and (4.4). So let us fix a self-dual irreducible unitary supercuspidal
representation ρ of GL(dρ, F) and a real number x . Let φ ∈ 
̄2(G) and we define
φ− ∈ 
̄bdd(G−) by its Jord(φ−) as follows.

Jord(φ−) = Jord(φ) ∪ {(ρ, 2x − 1)}\{(ρ, 2x + 1)},
if (ρ, 2x + 1) ∈ Jord(φ) and x > 0, or ∅ otherwise. We also set πφ− = 0 if
Jord(φ−) = ∅. Note φ− depends on both ρ and x . The following lemma is clear
by our explicit formulas (5.2) and (5.3).

Lemma 7.1. πφ− = Jacθ
xπφ.

So after applying (6.6) to the twisted endoscopic identity (4.3), we have

f G−

⎛
⎝ ∑

[π ]∈�̄φ

¯Jacxπ
⎞
⎠ = fN θ−(πφ−) (7.1)

for f ∈ C∞
c (GL(N−), F). Since Theorem 4.2 is also valid for all tempered param-

eters (see Remark 4.3), the left hand side of (7.1) has to be f G−(φ−). Then we
have the following result.

Lemma 7.2.

�̄φ− = ¯Jacx�̄φ. (7.2)

In particular,

¯Jacx�̄φ = 0 if (ρ, 2x + 1) /∈ Jord(φ). (7.3)

Proof. Since the transfer map (4.2) is surjective onto the space of 0-invariant
stable orbital integrals of G(F), we have

f (φ−) = f

⎛
⎝ ∑

[π ]∈�̄φ

¯Jacxπ
⎞
⎠ =

∑

[π ]∈�̄φ

fG( ¯Jacxπ)

for f ∈ H̄(G). Then the lemma follows from the linear independence of characters
of irreducible smooth representations of G(F). ��
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Suppose Jord(φ−) 
= ∅, then x > 0 and there are two possibilites, i.e., φ− ∈

̄2(G−), or

φ− = 2φ1 ⊕ φ2 ⊕ · · · ⊕ φr ∈ 
̄bdd(G−)

as in (2.1), where φ1 = ρ⊗[2x−1]. In the first case we have (ρ, 2x−1) /∈ Jord(φ).
If x 
= 1/2, then there is a canonical isomorphism Sφ

∼= Sφ− after identifying
Jord(φ) with Jord(φ−) by sending (ρ, 2x + 1) to (ρ, 2x − 1). If x = 1/2, we
have a projection from Sφ to Sφ− by restricting Z2-valued functions on Jord(φ) to
Jord(φ−). Hence we get an exact sequence

1 〈s〉 Sφ Sφ− 1 , (7.4)

where s(·) = 1 over Jord(φ) except for s(ρ, 1/2) = −1.
In the second case, let φ− : LF → LG− be a representative of φ−. We can also

identify Sφ− and its characters Ŝφ− with certain quotient spaces ofZ2-valued func-
tions on Jord(φ−) (forgetting multiplicities), as in the case of discrete parameters.
Note

Cent(φ−,GL(N−, C)) ∼= GL(2, C) × C
× × · · · × C

×
︸ ︷︷ ︸

r

,

and then

Cent(φ−, Ĝ−) ∼=
⎧⎨
⎩s = (si ) ∈ O(2, C) × Z

r−1
2 : det(s1)n1 ·

∏
i 
=1

(si )
ni = 1

⎫⎬
⎭ .

We write z for the nontrivial central element of O(2, C). Then S̄0
φ−

∼= O(2, C) ×
Z
r−1
2 /〈z,−1, . . . ,−1〉, and henceS0

φ−
∼= Z

r
2/〈1,−1, . . . ,−1〉. IfG is special even

orthogonal,

Sφ−
∼=

{
s = (si ) ∈ Z

r
2 :

∏
i

(si )
ni = 1

}/
〈1,−1, . . . ,−1〉

which is a subgroup of S0
φ−

of index 1 or 2. Let us denote by Sφ− (resp. S0
φ− )

the corresponding quotient space of Z2-valued functions on Jord(φ−) (forgetting
multiplicities) such that Sφ− ∼= Sφ− (resp. S0

φ−
∼= S0

φ−
) under these isomorphisms.

There is a projection from Sφ → Sφ− (resp. S0
φ → S0

φ− ) by sending s to s− such
that s−(·) = s(·) over Jord(φ)\{(ρ, 2x + 1), (ρ, 2x − 1)} and s−(ρ, 2x − 1) =
s(ρ, 2x + 1)s(ρ, 2x − 1). Hence there is a short exact sequence

1 〈s〉 Sφ Sφ− 1 (7.5)

( resp. 1 〈s〉 S0
φ S0

φ− 1)
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where s(·) = 1 over Jord(φ) except for s(ρ, 2x + 1) = s(ρ, 2x − 1) = −1. For
the characters of Sφ− , we have

̂S0
φ− =

⎧⎨
⎩ε = (εi ∈ Z

r
2) :

∏
i 
=1

εi = 1

⎫⎬
⎭ ,

and if G is special even orthogonal,

Ŝφ− =
⎧⎨
⎩ε = (εi ∈ Z

r
2) :

∏
i 
=1

εi = 1

⎫⎬
⎭ /〈ε0〉,

where ε0 = (ε0,i ) ∈ ̂S0
φ− satisfies ε0,i = 1 if ni is even, and ε0,i = −1 if ni is odd.

So ε0 is trivial when restricted to Sφ− . In general, let ε0 = 1 if G is not special even
orthogonal.

At last we want to point out in this case φ− factors through φM− ∈ 
̄2(M−),
for a Levi subgroup M− ∼= GL(n1) × G ′ and φM− = φ1 × φ′ such that

φ′ = φ2 ⊕ · · · ⊕ φr .

Since

S0
φ
M−

↪→ S0
φ−

and S0
φ
M−

∼= S0
φ′ ,

we can get an inclusion S0
φ′ ↪→ S0

φ− , which in fact just extends s′(·) ∈ Z
Jord(φ′)
2

trivially to Jord(φ−) (forgetting multiplicities). So on the dual side, there is a pro-
jection

̂S0
φ− → ̂S0

φ′

given by restricting ε(·) to Jord(φ′). Taking quotient by 〈ε0〉, we get Ŝφ− → Ŝφ′ .
It follows from Arthur’s theory (i.e., Theorem 2.2, 2.3, 4.2 and 4.4) that

�̄φ− = πφ1 � �̄φ′
(
resp. �0

φ− = πφ1 � �
0
φ′

)
(7.6)

Moreover,

πφ1 � π(φ′, ε̄′) = ⊕ε̄′←ε̄∈Ŝφ−
π(φ−, ε̄) (7.7)

(
resp. πφ1 � π0(φ′, ε′) = ⊕

ε′←ε∈̂S0
φ−

π0(φ−, ε)
)
.

We will need this description of �̄φ− (resp. �0
φ− ) in Sect. 8 (resp. Sect. 9).

In all the above cases, we can canonically identify Ŝφ− (resp. ̂S0
φ− ) with a

subgroup of Ŝφ (resp.̂S0
φ ) of index 1 or 2, so later on we will always view ε ∈ ̂S0

φ−
as functions on Jord(φ).
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Lemma 7.3. Suppose φ ∈ 
̄2(G), and (ρ, 2x + 1) ∈ Jord(φ).

(1) If x > 1/2 and (ρ, 2x − 1) /∈ Jord(φ), then π(φ−, ε̄) = ¯Jacxπ(φ, ε̄) for all
ε̄ ∈ Ŝφ− ∼= Ŝφ .

(2) If x > 1/2 and (ρ, 2x − 1) ∈ Jord(φ), then ¯Jacxπ(φ, ε̄) = 0 unless ε̄ ∈ Ŝφ−,
i.e.,

ε(ρ, 2x + 1)ε(ρ, 2x − 1) = 1,

in which case π(φ−, ε̄) = ¯Jacxπ(φ, ε̄).
(3) If x = 1/2, then ¯Jac1/2π(φ, ε̄) = 0 unless ε̄ ∈ Ŝφ−, i.e.,

ε(ρ, 2) = 1,

in which case π(φ−, ε̄) = ¯Jacxπ(φ, ε̄).

Proof. First we know from (7.2) that �̄φ− = Jacx�̄φ , so in particular ¯Jacxπ do
not have common irreducible constituents with each other for [π ] ∈ �̄φ . Next for
s ∈ Sφ , suppose (H, φH ) → (φ, s), then we have

f H (φH ) =
∑

[π ]∈�̄φ

〈s, π〉 fG(π) =
∑

ε∈Ŝφ

ε(s) fG(π(φ, ε)), (7.8)

for f ∈ H̄(G). In the notation of Sect. 4, we can write

H = GI × GII and φH = φI × φII

Let us first assume (ρ, 2x + 1) /∈ Jord(φII ). Then (ρ′, 2x + 1) ∈ Jord(φI ) for
ρ′ = ρ ⊗ ηI if G is symplectic, and ρ′ = ρ otherwise. By (7.3),

¯Jacx�̄φII = 0.

So we let H− = HI− (see Sect. 6), and define φH− = φI− × φII , where

Jord(φI−) = Jord(φI ) ∪ {(ρ′, 2x − 1)}\{(ρ′, 2x + 1)}.
After applying (6.2), (6.3) and (6.4) accordingly to (7.8), we get

f H−(φH−) =
∑

[π ]∈�̄φ

〈s, π〉 fG−( ¯Jacxπ) =
∑

ε̄∈Ŝφ

ε̄(s) fG−( ¯Jacxπ(φ, ε̄)), (7.9)

for f ∈ H̄(G−). On the other hand note (H−, φH−) → (φ−, s−), where s− is the
image of s under the projection Sφ → Sφ− , so we have

f H−(φH−) =
∑

[π−]∈�̄φ−

〈s−, π−〉 fG−(π−) =
∑

ε̄′∈Ŝφ−

ε̄′(s−) fG−(π(φ−, ε̄′)),

for f ∈ H̄(G−). Combining this identity with (7.9), we get
∑

ε̄∈Ŝφ

ε̄(s) fG−( ¯Jacxπ(φ, ε̄)) =
∑

ε̄′∈Ŝφ−

ε̄′(s−) fG−(π(φ−, ε̄′)). (7.10)

In fact (7.10) also holds when (ρ, 2x +1) ∈ Jord(φII), and the argument is similar.
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By the linear independence of characters of irreducible smooth representations
of G(F), π(φ−, ε̄′) is in ¯Jacxπ(φ, ε̄) only when

ε̄(s) = ε̄′(s−)

for all s ∈ Sφ , i.e., ε̄′ = ε̄. This implies ¯Jacxπ(φ, ε̄) = 0 for ε̄ /∈ Ŝφ−. Then after
a little thought, one can see

π(φ−, ε̄) = ¯Jacxπ(φ, ε̄)

for all ε̄ ∈ Ŝφ−. ��

Nowwe are in the position to prove Theorem3.3. For the convenience of readers
we will restate the theorem here.

Theorem 7.4. (Mœglin) The 0-orbits of irreducible supercuspidal representa-
tions of G(F) can be parametrized by φ ∈ 
̄2(G) and ε̄ ∈ Sφ satisfying the
following properties:

(1) if (ρ, a) ∈ Jord(φ), then (ρ, a − 2) ∈ Jord(φ) as long as a − 2 > 0;
(2) if (ρ, a), (ρ, a − 2) ∈ Jord(φ), then ε(ρ, a)ε(ρ, a − 2) = −1;
(3) if (ρ, 2) ∈ Jord(φ), then ε(ρ, 2) = −1.

Proof. Let π be an irreducible discrete series representation of G(F), and we can
assume [π ] = π(φ, ε̄) for some φ ∈ 
̄2(G) and ε̄ ∈ Ŝφ . It is not hard to see
that π is supercuspidal if and only if ¯Jacxπ(φ, ε̄) = 0 for any unitary irreducible
supercuspidal representation ρ of GL(dρ, F) and any real number x . Then by
(7.3), it is enough to consider the cases when (ρ, 2x + 1) ∈ Jord(φ). Note each
of the conditions in this theorem excludes exactly one situation in Lemma 7.3
for ¯Jacxπ(φ, ε̄) 
= 0. So it is clear that these conditions are both necessary and
sufficient for π being supercuspidal.

��

Remark 7.5. The necessity of condition (1) has already been established by Propo-
sition 3.1, but in this proof we do not need to know that result.

8. Cuspidal support of discrete series

In this section we are going to characterize the cuspidal supports of discrete series
representations of G(F). Let φ ∈ 
̄2(G), for any (ρ, a) ∈ Jord(φ), we denote by
a− the biggest positive integer smaller than a in Jordρ(φ). And we would also like
to write amin for the minimum of Jordρ(φ). If a = amin, we let a− = 0 if a is even,
and −1 otherwise. In this case, we always assume ε(ρ, a)ε(ρ, a−) = −1.
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Proposition 8.1. Suppose φ ∈ 
̄2(G), and ε ∈ ̂S0
φ .

(1) If ε(ρ, a)ε(ρ, a−) = −1 and a− < a − 2, then

π(φ, ε̄) ↪→ 〈(a − 1)/2, . . . , (a− + 3)/2〉 � π(φ′, ε̄′) (8.1)

is the unique irreducible element in ¯Rep(G) as an H̄(G)-submodule, where

Jord(φ′) = Jord(φ) ∪ {(ρ, a− + 2)}\{(ρ, a)},
and

ε′(·) = ε(·) over Jord(φ)\{(ρ, a)}, ε′(ρ, a− + 2) = ε(ρ, a).

(2) If ε(ρ, a)ε(ρ, a−) = 1, then

π(φ, ε̄) ↪→ 〈(a − 1)/2, . . . ,−(a− − 1)/2〉 � π(φ′, ε̄′), (8.2)

where

Jord(φ′) = Jord(φ)\{(ρ, a), (ρ, a−)},

and ε′(·) is the restriction of ε(·). In particular, suppose ε1 ∈ ̂S0
φ satisfying

ε1(·) = ε(·) over Jord(φ′) and

ε1(ρ, a) = −ε(ρ, a), ε1(ρ, a−) = −ε(ρ, a−).

If ε̄1 = ε̄, then the induced H̄(G)-module in (8.2) has a unique irreducible
element in ¯Rep(G) as an H̄(G)-submodule. Otherwise, it has two irreducible
elements in ¯Rep(G) as H̄(G)-submodules, namely

π(φ, ε̄) ⊕ π(φ, ε̄1).

(3) If ε(ρ, amin) = 1 and amin is even, then

π(φ, ε̄) ↪→ 〈(amin − 1)/2, . . . , 1/2〉 � π(φ′, ε̄′) (8.3)

is the unique irreducible element in ¯Rep(G) as an H̄(G)-submodule, where

Jord(φ′) = Jord(φ)\{(ρ, amin)},
and ε′(·) is the restriction of ε(·).

Proof. The proofs of part (1) and part (3) are almost the same, so here we will
only give the proof of part (1). We start by considering the Jacquet module
¯Jac(a−1)/2,...,(a−+3)/2π(φ, ε̄), and by applying Lemma 7.3 multiple times we have

¯Jac(a−1)/2,...,(a−+3)/2π(φ, ε̄) = π(φ′, ε̄′).

It follows from Corollary 5.4 that

π(φ, ε̄) ↪→ ρ|| a−1
2 × · · · × ρ|| a−+3

2 � π(φ′, ε̄′).
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By Lemma 5.2, we can take an irreducible constituent τ in ρ|| a−1
2 × · · · × ρ|| a−+3

2 ,
such that

π(φ, ε̄) ↪→ τ � π(φ′, ε̄′).

So it is enough to show τ = 〈 a−1
2 , . . . ,

a−+3
2 〉. If this is not the case, we know

from Lemma 5.7 that Jacxτ 
= 0 for some (a− + 3)/2 � x < (a − 1)/2. So
τ ↪→ ρ||x × τ ′ for some irreducible representation τ ′, and

π(φ, ε̄) ↪→ ρ||x × τ ′
� π(φ′, ε̄′).

By Frobenius reciprocity, ¯Jacxπ(φ, ε̄) 
= 0. However, (ρ, 2x +1) /∈ Jord(φ) under
our assumption, so we get a contradiction [see (7.3)].

To see the induced H̄(G)-module in (8.1) has a unique irreducible element
in ¯Rep(G) as an H̄(G)-submodule, we can compute its Jacquet module under
¯Jac(a−1)/2,...,(a−+3)/2. By applying the formula (5.4), we find the Jacquet module
consists of

JacX1〈(a − 1)/2, . . . , (a− + 3)/2〉 × Jacop−X2
〈(a − 1)/2, . . . , (a− + 3)/2〉

� ¯JacX3π(φ′, ε̄′),

where

{(a − 1)/2, . . . , (a− + 3)/2} = X1 � X2 � X3,

and Xi inherits the order from {(a − 1)/2, . . . , (a− + 3)/2}. Note JacX1〈(a −
1)/2, . . . , (a− + 3)/2〉 
= 0 only if X1 is a segment {(a − 1)/2, . . . , x1}.
Similarly, Jacop−X2

〈(a − 1)/2, . . . , (a− + 3)/2〉 
= 0 only if X2 is a segment
{−(a− + 3)/2, . . . , x2}. Since −(a− + 3)/2 /∈ {(a − 1)/2, . . . , (a− + 3)/2}, X2
has to be empty. Therefore the Jacquet module can only contain terms like

Jac(a−1)/2,...,x1〈(a − 1)/2, . . . , (a− + 3)/2〉 � ¯Jacx1−1,...,(a−+3)/2π(φ′, ε̄′).

But from our definition of Jord(φ′), we see {a, . . . , (a− + 4)} has no intersection
with Jordρ(φ′), so

¯Jacx1−1,...,(a−+3)/2π(φ′, ε̄′) = 0

by (7.3). Hence we can only have

¯Jac(a−1)/2,...,(a−+3)/2(〈(a − 1)/2, . . . , (a− + 3)/2〉 � π(φ′, ε̄′)) = π(φ′, ε̄′).

Note this implies 〈(a− 1)/2, . . . , (a− + 3)/2〉�π(φ′, ε̄′) has a unique irreducible
element in ¯Rep(G) as an H̄(G)-submodule.

For part (2), we will first consider ¯Jac(a−1)/2,...,(a−+1)/2π(φ, ε̄), and again by
applying Lemma 7.3 multiple times we have

¯Jac(a−1)/2,...,(a−+1)/2π(φ, ε̄) = π(φ−, ε̄−),
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where Jord(φ−) = Jord(φ)∪{(ρ, a−)}\{(ρ, a)}, and ε−(·) is the restriction of ε(·)
to Jord(φ−) (forgetting multiplicities). As in part (1), we can show from here that

π(φ, ε̄) ↪→ 〈(a − 1)/2, . . . , (a− + 1)/2〉 � π(φ−, ε̄−). (8.4)

Note �̄φ− = St(ρ, a−) � �̄φ′ (see (7.6)), so

π(φ−, ε̄−) ↪→ St(ρ, a−)�π(φ′, ε̄′)=〈(a− − 1)2, . . . ,−(a− − 1)/2〉�π(φ′, ε̄′),

and hence

π(φ, ε̄) ↪→ 〈(a − 1)/2, . . . , (a− + 1)/2〉 × 〈(a− − 1)/2, . . . ,−(a− − 1)/2

〉 � π(φ′, ε̄′). (8.5)

By Lemma 5.2, we can take an irreducible constituent τ in

〈(a − 1)/2, . . . , (a− + 1)/2〉 × 〈(a− − 1)/2, . . . ,−(a− − 1)/2〉,
such that

π(φ, ε̄) ↪→ τ � π(φ′, ε̄′).

Therefore it suffices to show τ = 〈(a − 1)/2, . . . ,−(a− − 1)/2〉. If this is not the
case, then by Theorem B.1

τ ↪→ 〈(a− − 1)/2, . . . ,−(a− − 1)/2〉 × 〈(a − 1)/2, . . . , (a− + 1)/2〉.
And by Frobenius reciprocity, we have

¯Jac(a−−1)/2,...,−(a−−1)/2π 
= 0.

But this is impossible, because one can check

Jacθ
(a−−1)/2,...,−(a−−1)/2πφ = 0.

At last, we still need to show the irreducible elements in ¯Rep(G) as submdules of the
induced H̄(G)-module in (8.2) are either π(φ, ε̄) or π(φ, ε̄)⊕π(φ, ε̄1) depending
on whether ε̄ and ε̄1 are equal or not. Note we can show in the same way as in part
(1) that π(φ, ε̄) is the unique irreducible element in ¯Rep(G) as an submodule of
the induced H̄(G)-module in (8.4). And the same is true for π(φ, ε̄1). Since ε̄ = ε̄1
if and only if ε̄− = ε̄1,−, where ε1,−(·) is again the restriction of ε1(·) to Jord(φ−)

(forgetting multiplicities), let us assume ε̄ 
= ε̄1 first. Then by (7.7)

π(φ−, ε̄−) ⊕ π(φ−, ε̄1,−) = St(ρ, a−) � π(φ′, ε̄′),

and hence the irreducible elements in ¯Rep(G) as submodules of the induced H̄(G)-
module in (8.5) are exactlyπ(φ, ε̄)⊕π(φ, ε̄1). Sowe only need to show the induced
H̄(G)-modules in (8.2) and (8.5) have the same irreducible elements in ¯Rep(G)

as submodules. One direction is clear, i.e., the irreducible elements in ¯Rep(G) as
submodules of

〈(a − 1)/2, . . . , (a− + 1)/2〉 × 〈(a− − 1)/2, . . . ,−(a− − 1)/2〉 � π(φ′, ε̄′)
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contain that of

〈(a − 1)/2, . . . ,−(a− − 1)/2〉 � π(φ′, ε̄′)

And from what we have shown, it is clear that π(φ, ε̄) ⊕ π(φ, ε̄1) are in 〈(a −
1)/2, . . . ,−(a− − 1)/2〉 � π(φ′, ε̄′), so they have to contain the same irreducible
elements in ¯Rep(G) as H̄(G)-submodules. Now if ε̄ = ε̄1, we have by (7.7)

π(φ−, ε̄−) = St(ρ, a−) � π(φ′, ε̄′),

and the rest of the argument is the same. ��

9. Remarks on even orthogonal groups

Theprevious results of this paper can also be extended to representations ofG0 (F).
Note the only nontrivial case here is when G is special even orthogonal. First, we
will extend Proposition 3.2.

Corollary 9.1. Suppose π is a supercuspidal representation of G(F) and [π ] ∈
�̄φ for some φ ∈ 
̄2(G). Let π0 be any irreducible representation of G0(F),
whose restriction to G contains π . Then for any unitary irreducible supercuspidal
representation ρ of GL(dρ, F) and real number aρ , the parabolic induction

ρ||±(aρ+1)/2
� π0

reduces if and only if ρ is self-dual and

aρ =
⎧⎨
⎩
max Jordρ(φ), if Jordρ(φ) 
= ∅,

0, if Jordρ(φ) = ∅, ρ is of opposite type to Ĝ,

−1, otherwise.
(9.1)

Proof. We can assume G is special even orthogonal. First we would like to give
the relation of irreducibility between an irreducible representation π of G(F) and
an irreducible representation π0 of G0(F) which contains π in its restriction
to G(F). For any irreducible representation τ of GL(d, F), it is easy to show the
following fact:

• If π � πθ0 , τ � π0 is irreducible if and only if τ � π is irreducible and
(τ � π)θ0 � τ � π .

• If π ∼= πθ0 , τ � π is irreducible if and only if τ � π0 is irreducible and
τ � π0 � (τ � π0) ⊗ ω0.

Let τ = ρ||(aρ+1)/2 and π be supercuspidal. We assume τ � π is a representa-
tion of G+(F). Note the condition (3.4) implies (9.1). To see the necessity of the
condition (9.1), we need to show if it is not satisfied, then τ � π0 is irreducible.
Since τ � π is irreducible in this case, it suffices to consider π � πθ0 , and we
would like to show (τ � π)θ0 � τ � π . Since τ and π are both supercuspidal,
this is also equivalent to show there does not exist a Weyl group element of G(F)

sending τ � πθ0 to τ � π , i.e., τ � τ∨ or d is even. Suppose τ ∼= τ∨ and d is
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odd, then aρ = −1 and ρ is necessarily of orthogonal type, hence one can only
have Jordρ(φ) 
= ∅ in view of (9.1). This implies S0

φ 
= Sφ , so π ∼= πθ0 (see the
remarks after Theorem 2.3) and we get a contradiction.

To see the reducibility condition (9.1) is also sufficient, we first consider the case
π ∼= πθ0 , then the condition (9.1) becomes the same as (3.4). If (9.1) is satisfied,
then τ �π reduces. Suppose τ �π0 is irreducible, then τ �π0 ∼= (τ �π0)⊗ω0,
and hence

(
τ � π0

) |G+ ∼= τ �
(
π0 |G

) ∼= τ � π ∼= π+ ⊕ π
θ0+ ,

where π+ � π
θ0+ . By the theory of Langlands quotient, one must have τ ∼= ρ.

Define φ+ by

Jord(φ+) := Jord(φ) ∪ {(ρ, 1) with multiplicity 2 }.
Then [ρ � π ] ⊆ �̄φ+ . Since π ∼= πθ0 , we have S0

φ 
= Sφ , and it follows

S0
φ+ 
= Sφ+ . So π

θ0+ ∼= π+. This is a contradiction.
At last, we can assume π � πθ0 , and it suffices for us to show if τ � π0

is irreducible, then (9.1) is not satisfied. In this case τ � π is irreducible and
(τ � π)θ0 � τ � π . In particular, (3.4) is not satisfied. So we only need to exclude
the case that ρ is of orthogonal type, Jordρ(φ) = ∅, aρ = −1 and d is odd. In this
case [τ � π ] = [ρ � π ] ∈ �̄φ+ and S0

φ+ 
= Sφ+ , so (τ � π)θ0 ∼= τ � π , which
again leads to a contradiction. This finishes the proof.

��
Next, we would like to extend Lemma 7.3.

Lemma 9.2. Suppose φ ∈ 
̄2(G), and (ρ, 2x + 1) ∈ Jord(φ) with x > 0. Let
φ− ∈ 
̄bdd(G−) such that

Jord(φ−) = Jord(φ) ∪ {(ρ, 2x − 1)}\{(ρ, 2x + 1)}.
Then we have the following facts:

(1) If x > 1/2 and (ρ, 2x − 1) /∈ Jord(φ), then π0(φ−, ε) = Jacxπ0(φ, ε) for

all ε ∈ ̂S0
φ−

∼= ̂S0
φ .

(2) If x > 1/2 and (ρ, 2x−1) ∈ Jord(φ), then Jacxπ0(φ, ε) = 0 unless ε ∈ ̂S0
φ− ,

i.e.,

ε(ρ, 2x + 1)ε(ρ, 2x − 1) = 1,

in which case π0(φ−, ε) = Jacxπ0(φ, ε).

(3) If x = 1/2, then Jac1/2π0(φ, ε) = 0 unless ε ∈ ̂S0
φ− , i.e.,

ε(ρ, 2) = 1,

in which case π0(φ−, ε) = Jacxπ0(φ, ε).
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Proof. Let G = G(n) be special even orthogonal. If n = dρ , then it suffices to
assume Jord(φ) = {(ρ, 2)}. In this case, we necessarily have ε = 1 and

[(
Jac1/2π

0(φ, ε)
) |G

] = [
Jac1/2(π

0(φ, ε)|G)
] = ¯Jac1/2(π(φ, ε̄)) = 1.

So now we can assume n 
= dρ . We claim Jacxπ0(φ, ε) = 0 unless ε ∈ ̂S0
φ− , in

which case,

Jacxπ
0(φ, ε) = π0(φ−, ε) or π0(φ−, εε0).

Suppose S0
φ 
= Sφ , then

[
(Jacxπ

0(φ, ε))|G
] = [

Jacx (π
0(φ, ε)|G)

] = ¯Jacxπ(φ, ε̄) = 0 or π(φ−, ε̄),

and it is nonzero only when ε ∈ ̂S0
φ− . Suppose S

0
φ = Sφ , then

[
(Jacxπ

0(φ, ε))|G
] = [

Jacx (π
0(φ, ε)|G)

] = 2 ¯Jacx (π(φ, ε̄)) = 0 or 2π(φ−, ε̄),

and it is again nonzero only when ε ∈ ̂S0
φ− . So the claim is clear and it also suffices

to show the lemma when S0
φ 
= Sφ , i.e., ε0 
= 1. Let us choose s∗ ∈ S0

φ such
that ε0(s∗) = −1. Then s∗ /∈ Sφ . Suppose (H, φH ) → (φ, s∗), then we have from
(4.5)

f H (φH ) =
∑

[π ]∈�̄φ

〈s∗, π0〉 fG
(
π0

) =
∑

ε̄∈Ŝφ

ε(s∗) fG
(
π0(φ, ε)

)
, (9.2)

for f ∈ C∞
c (G(F) � θ0). In the notation of Sect. 4, we can write

H = GI × GII and φH = φI × φII

Without loss of generality we can assume (ρ ⊗ ηII , 2x + 1) /∈ Jord(φII ) and
(ρ ⊗ ηI , 2x + 1) ∈ Jord(φI ). Then by (7.3),

¯JacIIx �̄φII = 0.

We let H− = HI− (see Sect. 6), and define φH− = φI− × φII , where

Jord(φI−) = Jord(φI ) ∪ {(ρ ⊗ ηI , 2x − 1)}\{(ρ ⊗ ηI , 2x + 1)}.
So after applying (6.7) to (9.2), we get

f H−(φH−) =
∑

ε̄∈Ŝφ

ε(s∗) fG−
(
Jacxπ

0(φ, ε)
) =

∑

ε̄∈Ŝφ−

ε(s∗−) fG−
(
π0(φ−, ε′)

)
,

(9.3)
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for f ∈ C∞
c (G−(F) � θ0), where ε′ = ε or ε′ = εε0. Since (H−, φH−) →

(φ−, s∗−), where s∗− is the image of s∗ under the projection S0
φ → S0

φ− and
s∗− /∈ Sφ− , we also have

f H−(φH−) =
∑

ε̄∈Ŝφ−

ε(s∗−) fG−
(
π0(φ−, ε)

)
,

for f ∈ C∞
c (G−(F) � θ0). Combining this identity with (9.3), we get

∑

ε̄∈Ŝφ−

ε(s∗−) fG−
(
π0(φ−, ε′)

) =
∑

ε̄∈Ŝφ−

ε(s∗−) fG−
(
π0(φ−, ε)

)
. (9.4)

By the linear independence of twisted characters of irreducible smooth representa-
tions of G(F), we have

ε(s∗−) fG−
(
π0(φ−, ε′)

) = ε(s∗−) fG−
(
π0(φ−, ε)

)

and hence

fG−
(
π0(φ−, ε′)

) = fG−
(
π0(φ−, ε)

)
.

This implies π0(φ−, ε′) = π0(φ−, ε), so ε = ε′.
��

As a consequence of this lemma, we can extend Proposition 8.1. We will follow
the same setup in the beginning of Sect. 8.

Proposition 9.3. Suppose φ ∈ 
̄2(G), and ε ∈ ̂S0
φ .

(1) If ε(ρ, a)ε(ρ, a−) = −1 and a− < a − 2, then

π0(φ, ε) ↪→ 〈(a − 1)/2, . . . , (a− + 3)/2〉 � π0(φ′, ε′) (9.5)

as the unique irreducible subrepresentation, where

Jord(φ′) = Jord(φ) ∪ {(ρ, a− + 2)}\{(ρ, a)},
and

ε′(·) = ε(·) over Jord(φ)\{(ρ, a)}, ε′(ρ, a− + 2) = ε(ρ, a).

(2) If ε(ρ, a)ε(ρ, a−) = 1, then

π0(φ, ε) ↪→ 〈(a − 1)/2, . . . ,−(a− − 1)/2〉 � π0(φ′, ε′), (9.6)

where

Jord(φ′) = Jord(φ)\{(ρ, a), (ρ, a−)},

and ε′(·) is the restriction of ε(·). In particular, suppose ε1 ∈ ̂S0
φ satisfying

ε1(·) = ε(·) over Jord(φ′) and

ε1(ρ, a) = −ε(ρ, a), ε1(ρ, a−) = −ε(ρ, a−).
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Then the induced representation in (9.6)has two irreducible subrepresentations,
namely

π0(φ, ε) ⊕ π0(φ, ε1).

(3) If ε(ρ, amin) = 1 and amin is even, then

π0(φ, ε) ↪→ 〈(amin − 1)/2, . . . , 1/2〉 � π0(φ′, ε′) (9.7)

as the unique irreducible subrepresentation, where

Jord(φ′) = Jord(φ)\{(ρ, amin)},
and ε′(·) is the restriction of ε(·).
The proof of this proposition is almost the same as Proposition 8.1, so we omit

it here.

10. Classification of discrete series

Now we want to characterize the irreducible discrete series representations of
G0(F) in terms of their cuspidal supports. For any irreducible discrete series rep-
resentation π0(φ, ε) of G0(F), we can associate a triple (Jord, π0

cusp,�). Here
Jord = Jord(φ) and π

0
cusp is a supercuspidal representation of G0− (F) which

is part of the cuspidal support of π0 . Let us assume π
0
cusp = π0(φcusp, εcusp).

Finally, � is a Z2-valued function defined on a subset of

Jord � (Jord × Jord),

i.e., � is not defined on (ρ, a) ∈ Jord with a being odd and Jordρ(φcusp) 
= ∅; �

is not defined on pairs (ρ, a), (ρ′, a′) ∈ Jord with ρ 
= ρ′. Moreover, we require
� to satisfy the following properties:

(1) �(ρ, a)�(ρ, a′)−1 = �(ρ, a; ρ, a′),
(2) �(ρ, a; ρ, a′)�(ρ, a′; ρ, a′′) = �(ρ, a; ρ, a′′),
(3) �(ρ, a; ρ, a′) = �(ρ, a′; ρ, a).

In our case, we can define

�(ρ, a) = ε(ρ, a)

for (ρ, a) ∈ Jord with a being even or Jordρ(φcusp) = ∅; and
�(ρ, a; ρ′, a′) = ε(ρ, a)ε(ρ′, a′)−1

for (ρ, a), (ρ′, a′) ∈ Jord with ρ = ρ′; otherwise � is not defined.
In view of Theorem 3.3 and Proposition 9.3, (φcusp, εcusp) can be constructed

from (φ, ε) as follows. First we take a maximal sequence of parameters φi for
1 � i � k such that φ1 = φ and φi+1 is obtained from φi by removing (ρ, a)

and (ρ, a−), where a− is the biggest positive integer smaller than a in Jordρ(φi )
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and ε(ρ, a) = ε(ρ, a−). Secondly, we remove all (ρ, a) ∈ Jord(φk), where a =
min Jordρ(φk) is even and ε(ρ, a) = 1. We denote the resulting parameter by
φk+1 and index Jordρ(φk+1) = {a j } for j � 1 such that a j+1 > a j . Then we can
identify Jord(φk+1) with Jord(φcusp) by sending (ρ, a j ) to (ρ, 2 j −1) if a j is odd,
or (ρ, 2 j) if a j is even. Let εcusp be the restriction of ε.

In general, we can consider all triples (Jord, π0
cusp,�) such that Jord =

Jord(φ) for some φ ∈ 
̄2(G), π
0
cusp is some supercuspidal representation of

G0− (F) which is of the same type as G0(F), and � satisfies the property that we
have mentioned above. Let Jordρ = Jordρ(φ). Next we will introduce the concept
of admissibility for such pairs. Let

Jord+
ρ (φcusp) =

{
Jordρ(φcusp) ∪ {0}, if amin = min Jordρ is even and �(ρ, amin) = 1,
Jordρ(φcusp), otherwise .

Then (Jord, π0
cusp,�) is called an admissible triple of alternated type if

(1) �(ρ, a; ρ, a−) = −1, if a− is the biggest positive integer smaller than a in
Jordρ .

(2) |Jord+
ρ (φcusp)| = |Jordρ |.

We say (Jord′, π0
cusp,�

′) is subordinated to (Jord, π0
cusp,�) if Jord′

ρ = Jordρ\{a, a−},
where �(ρ, a; ρ, a−) = 1, and �′ is the restriction of �. Then (Jord, π0

cusp,�) is
called an admissible triple if there exists a sequence of triples (Jordi , π

0
cusp,�i )

for 1 � i � k such that

(1) (Jord, π0
cusp,�) = (Jord1, π

0
cusp,�1),

(2) (Jordi+1, π
0
cusp,�i+1) is subordinated to (Jordi , π

0
cusp,�i ) for 1 � i � k−1,

(3) (Jordk, π
0
cusp,�k) is an admissible triple of alternated type.

Comparing this definition with our construction of (φcusp, εcusp) from (φ, ε), it is
easy to see that the triples we associate with irreducible discrete series representa-
tions are admissible. On the other hand, from any admissible triple (Jord, π0

cusp,�)

with Jord = Jord(φ) for some φ ∈ 
̄2(G) and π
0
cusp = π0(φcusp, εcusp), we

can always extend εcusp(·) in a unique way to ε(·) ∈ ̂S0
φ such that the triple is

associated with π0(φ, ε). Therefore we have shown the following theorem.

Theorem 10.1. (Mœglin–Tadić) There is a one to one correspondence between
irreducible discrete series representations of G0(F) and admissible triples
(Jord, π0

cusp,�).

One can also see how to construct irreducible discrete series representations
from admissible triples according to Proposition 9.3. If (Jord, π0

cusp,�) is an admis-
sible triple of alternated type, let

lρ : Jordρ −→ Jord+
ρ (φcusp)
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be the monotone bijection. Then the corresponding irreducible discrete series rep-
resentation π0 can be viewed as the unique irreducible subrepresentation of

⎛
⎝∏

ρ

⎛
⎝ ∏

a∈Jordρ

〈(a − 1)/2, . . . , (lρ(a) + 1)/2〉
⎞
⎠
⎞
⎠ � π0

cusp,

where the product over Jordρ is in the increasing order. If (Jord, π0
cusp,�)

is an admissible triple, we can assume (Jord′, π0
cusp,�

′) is subordinated to
(Jord, π0

cusp,�), where Jord′
ρ = Jordρ\{a, a−}. Suppose π ′0 corresponds to

(Jord′, π0
cusp,�

′), then

〈(a − 1)/2, . . . ,−(a− − 1)/2〉 � π ′0

has two irreducible subrepresentations, and one will correspond to π0 while the
other corresponds to the other extension of �′ to Jord.

11. Remarks on the original approach of Mœglin and Tadić

The original approach of Mœglin and Tadić to Theorem 10.1 does not depend on
Arthur’s theory, i.e., Theorems 2.2, 2.3, 4.2 and 4.4. So the first immediate question
becomes how to associate a set of Jordan blocks to every irreducible discrete series
representation of G0(F) without assuming Arthur’s theory. The answer can be
motivated by the following result due to Arthur. It follows from the computation
of the R-group defined by parameters and the fact that they are isomorphic to the
representation theoretic R-group (see [2, Sections 2.4 and 6.6]).

Theorem 11.1. Suppose π0 is an irreducible discrete series representation of
G0(F), and π0 ∈ �

0
φ for some φ ∈ 
̄2(G). Then for any self-dual irre-

ducible supercuspidal representation ρ of GL(dρ, F) and positive integer a,
(ρ, a) ∈ Jord(φ) if and only if (ρ, a) is of the same type as Ĝ, and

St(ρ, a) � π0 (11.1)

is irreducible.

It is clear from this theorem that we can associate every irreducible discrete series
representation π0 of G0(F) with a set Jord(π0) of Jordan blocks as follows,

Jord(π0) := {(ρ, a) of the same type as Ĝ : ρ is self-dual supercuspidal,

a ∈ Z>0 and (11.1) is irreducible}.
The next question is about the construction of Z2-valued function � (see Sect. 10).
In [19], Mœglin defines � over a subset of

Jord
(
π0

) � (
Jord

(
π0

) × Jord
(
π0

))
,
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i.e.,� is not defined on (ρ, a) ∈ Jord(π0)with a being odd and Jordρ(π
0
cusp) 
= ∅;

� is not defined on pairs (ρ, a), (ρ′, a′) ∈ Jord(π0) with ρ 
= ρ′. Moreover, �
satisfies those properties that we have described in Sect. 10. Here we will only
mention how to define � for pairs (ρ, a), (ρ, a−) ∈ Jord(π0), where a− is the
biggest positive integer in Jordρ(π0) that is smaller than a, and also for (ρ, amin) ∈
Jord(π0) with amin = min Jordρ(π0) being even. In view of Proposition 9.3,
this definition is given in the reversed way, i.e.,

(1) �(ρ, a; ρ, a−) = 1 if and only if

π0 ↪→ 〈(a − 1)/2, . . . , (a− + 1)/2〉 � π
0−

for some irreducible representation π
0− of G0− (F).

(2) When amin is even, �(ρ, amin) = 1 if and only if

π0 ↪→ 〈(amin − 1)/2, . . . , 1/2〉 � π
0−

for some irreducible representation π
0− of G0− (F).

At last, for G(n) we let N = 2n+ 1 if G is symplectic, and N = 2n otherwise.
Then Mœglin proved the following dimension equality.

Theorem 11.2. (Mœglin [21]) Suppose π0 is a discrete series representation of
G0(n, F), then

∑

(ρ,a)∈Jord(π0 )

adρ = N .

This theorem becomes trivial if we know Theorem 2.2 and identify Jord(π0) =
Jord(φ) under Theorem 11.1. But without assuming all these results of Arthur, this
theorem is far from being obvious.
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Appendix A: Local L-function

In this appendix, we give explicit formulas for three different types of local L-
functions, i.e., Rankin–Selberg L-function, symmetric square L-function and skew
symmetric square L-function. Let F be a p-adic field, and q be the number of
elements in the residue field of F .
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Appendix A.1: Rankin–Selberg L-function

We follow [15] here. Let π be an irreducible smooth representation of GL(n, F)

and σ be an irreducible smooth representation of GL(m, F), the local Rankin–
Selberg L-function is denoted by L(s, π × σ) for s ∈ C. It satisfies L(s, π × σ) =
L(s, σ × π) and L(s, π ||t × σ) = L(s + t, π × σ).

Cuspidal case
Suppose both π and σ are unitary supercuspidal representations.

(1) If n 
= m, then L(s, π × σ) = 1;
(2) If n = m, then

L(s, π × σ) =
∏
t

(
1 − q−(s+i t)

)−1

where the product is over all real numbers t such that π ||i t ∼= σ∨.

Discrete series case
Weassumeπ is St(ρ, a) for an irreducible unitary supercuspidal representations

ρ and integer a. Similarly we assume σ is St(ρ′, b). If n � m, then

L(s, π × σ) =
b∏

i=1

L

(
s + a + b

2
− i, ρ × ρ′

)
.

Tempered case
Suppose π = π1 × · · · × πl and σ = σ1 × · · · × σk , where πi , σ j are discrete

series representations. Then

L(s, π × σ) =
∏
i, j

L(s, πi × σ j ).

Non-tempered case
Let π be the Langlands quotient of the induced representation � = π1||u1 ×

· · · × πl ||ul for tempered representation πi and real numbers u1 > · · · > ul . Let σ
be the Langlands quotient of the induced representation  = σ1||v1 × · · · × σk ||vk
for tempered representation σ j and real numbers v1 > · · · > vk . Then

L(s, π × σ) = L(s,� × ) =
∏
i, j

L(s + ui + v j , πi × σ j ).

Appendix A.2:Symmetric square and skew-symmetric square L-functions

We follow [31] here. Let π be an irreducible smooth representation of GL(n, F).
The symmetric square (resp. skew-symmetric square) L-function is denoted by
L(s, π, S2) (resp. L(s, π,∧2)). We have L(s, π × π) = L(s, π, S2)L(s, π,∧2),
and L(s, π ||t , R) = L(s + 2t, π, R) for R = S2 or ∧2.

Cuspidal case
Suppose π is a unitary supercuspidal representation of GL(n, F).
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(1) L(s, π,∧2) = 1 unless n is even and some unramified twist of π is self-dual.
So let us suppose n is even and π is self-dual. Let S be the set of real numbers
t modulo π

ln q Z, such that

∫
Spn(F)\GLn(F)

f (t gw−1gw)dg 
= 0,

for some f ∈ C∞
c (GLn(F)) defining a matrix coefficient of π ||i t . Here t g is

the transpose of g and

w =

⎛
⎜⎜⎜⎜⎝

0 1
−1

. .
.

1
−1 0

⎞
⎟⎟⎟⎟⎠

. (A.1)

Then

L(s, π,∧2) =
∏
t∈S

(
1 − q−(s+2i t)

)−1
.

(2) L(s, π, S2) = 1 unless some unramified twist of π is self-dual. So let us
suppose π is self-dual.
(a) If n is odd, then

L(s, π, S2) = (
1 − q−rs)−1

,

where r is the maximal integer such that π ∼= π ||2π i/(r ln q).
(b) If n is even,

L(s, π, S2) =
∏
t∈S′

(
1 − q−(s+2i t)

)−1
,

where S′ is the set of real numbers t modulo π
ln q Z such that π ||2i t ∼= π

and for any f ∈ C∞
c (GLn(F)) defining a matrix coefficient of π ||i t ,

one has
∫
Spn(F)\GLn(F)

f (t gw−1gw)dg = 0.

Here w is again given by (A.1) and t g is the transpose of g.

Discrete series case
Weassumeπ is St(ρ, a) for an irreducible unitary supercuspidal representations

ρ and integer a. Set πi = ρ||(a+1)/2−i for 1 � i � a.
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(1) Suppose a is even, then

L(s, π,∧2) =
a/2∏
i=1

L(s, πi ,∧2)L(s, πi ||−1/2, S2),

L(s, π, S2) =
a/2∏
i=1

L(s, πi , S
2)L(s, πi ||−1/2,∧2).

(2) Suppose a is odd, then

L(s, π,∧2) =
(a+1)/2∏
i=1

L(s, πi ,∧2)

(a−1)/2∏
i=1

L(s, πi ||−1/2, S2),

L(s, π, S2) =
(a+1)/2∏
i=1

L(s, πi , S
2)

(a−1)/2∏
i=1

L(s, πi ||−1/2,∧2).

Tempered case
Suppose π = π1 ×· · ·×πl , where πi are discrete series representations. Then

L(s, π,∧2) =
l∏

i=1

L(s, πi ,∧2)
∏

1�i< j�l

L(s, πi × π j ),

L(s, π, S2) =
l∏

i=1

L(s, πi , S
2)

∏
1�i< j�l

L(s, πi × π j ).

Non-tempered case
Let π be the Langlands quotient of the induced representation � = π1||u1 ×

· · · × πl ||ul for tempered representation πi and real numbers u1 > · · · > ul . Then

L(s, π,∧2) = L(s,�,∧2)

=
l∏

i=1

L(s + 2ui , πi ,∧2)
∏

1�i< j�l

L(s + ui + u j , πi × π j ),

L(s, π, S2) = L(s,�, S2)

=
l∏

i=1

L(s + 2ui , πi , S
2)

∏
1�i< j�l

L(s + ui + u j , πi × π j ).

Appendix B: Reducibility for some induced representations of GL(n)

We define a segment to be a finite length arithmetic progression of real numbers
with common difference 1 or −1, it is completely determined by its endpoints
x , y, and hence we denote a segment by [x, y] or {x, . . . , y}. Let F be a p-adic
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field and ρ be a unitary irreducible supercuspidal representation ofGL(dρ, F). The
normalized induction

ρ||x × · · · × ρ||y

has a unique irreducible subrepresentation, which is denoted by 〈ρ; x, . . . , y〉 or
〈x, . . . , y〉. If x � y, this is called Steinberg representation; if x < y, this is called
Speh representation.

For any two segments [x, y] and [x ′, y′] such that (x − y)(x ′ − y′) � 0, we say
they are linked if as sets [x, y] � [x ′, y′], [x ′, y′] � [x, y], and [x, y] ∪ [x ′, y′]
can form a segment after imposing the same order. The following theorem is fun-
damental in determining the reducibility of an induced representation ofGL(n, F).

Theorem B.1. (Zelevinsky [41]) For unitary irreducible supercuspidal represen-
tations ρ, ρ′ of general linear groups, and segments [x, y], [x ′, y′] such that
(x − y)(x ′ − y′) � 0,

〈ρ; x, . . . , y〉 × 〈ρ′; x ′, . . . , y′〉
is reducible if and only ifρ ∼= ρ′ and [x, y], [x ′, y′] are linked. In case it is reducible,
it consists of the unique irreducible subrepresentations of

〈ρ; x, . . . , y〉 × 〈ρ; x ′, . . . , y′〉 and 〈ρ; x ′, . . . , y′〉 × 〈ρ; x, . . . , y〉.
Remark B.2. In fact, Zelevinsky proved this theorem only when both x − y � 0
and x ′ − y′ � 0. Nonetheless, the Aubert involution functor on the Grothendieck
group of finite length representations of GL(n, F) will send

〈ρ; x, . . . , y〉 × 〈ρ′; x ′, . . . , y′〉 to 〈ρ; y, . . . , x〉 × 〈ρ′; y′, . . . , x ′〉
up to a sign, and it preserves irreducibility (see [3]). So one can easily extend the
original result of Zelevinsky to this theorem.

It is natural to ask for the notion of “link" for two segments [x, y] and [x ′, y′]
such that (x − y)(x ′ − y′) < 0. To do so, we need to first generalize the notion of
“segment". We define a generalized segment to be a matrix

⎡
⎣
x11 · · · x1n
...

...

xm1 · · · xmn

⎤
⎦

such that each row is a decreasing (resp. increasing) segment and each column is
an increasing (resp. decreasing) segment. The normalized induction

×i∈[1,m]〈ρ; xi1, . . . , xin〉
has a unique irreducible subrepresentation, and we denote it by 〈ρ; {xi j }m×n〉.
Moreover,

〈ρ; {xi j }m×n〉 ∼= 〈ρ; {xi j }Tm×n〉
where {xi j }Tm×n is the transpose of {xi j }m×n .
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For any two generalized segments {xi j }m×n and {yi j }m′×n′ with the samemono-
tone properties for the rows and columns, we say they are linked if [xm1, x1n],
[ym′1, y1n′ ] are linked, and the four sides of the rectangle formed by {xi j }m×n

do not have inclusive relations with the corresponding four sides of the rectangle
formed by {yi j }m′×n′ (e.g., [x11, x1n] � [y11, y1n′ ] and [x11, x1n] � [y11, y1n′ ],
etc). It is easy to check that if {xi j }m×n and {yi j }m′×n′ are linked, then {xi j }Tm×n and
{yi j }Tm′×n′ are also linked. So for generalized segments {xi j }m×n and {yi j }m′×n′ with
different monotone properties for the rows and columns, we say they are linked
if {xi j }Tm×n and {yi j }m′×n′ are linked, or equivalently {xi j }m×n and {yi j }Tm′×n′ are
linked. One can check this notion of “link" is equivalent to the one in [24].

Example B.3. For any two segments [x, y] and [x ′, y′] such that (x−y)(x ′−y′) < 0,
we can view them as generalized segments by taking them as rows, and note they
have different monotone properties. So we take

[x, y]T =
⎡
⎣
x
...

y

⎤
⎦ and [x ′, y′] = [

x ′ · · · y′] .

It follows that [x, y] and [x ′, y′] are linked if and only if [y, x], [x ′, y′] are linked,
and x, y /∈ [x ′, y′] and x ′, y′ /∈ [x, y].

The next theorem generalizes TheoremB.1 to the case of generalized segments.

Theorem B.4. (Mœglin–Waldspurger [24]) For unitary irreducible supercuspidal
representations ρ, ρ′ of general linear groups, and generalized segments {xi j }m×n,
{yi j }m′×n′ ,

〈ρ; {xi j }m×n〉 × 〈ρ′; {yi j }m′×n′ 〉
is irreducible unless ρ ∼= ρ′ and {xi j }m×n, {yi j }m′×n′ are linked.

Let a, b be integers, we define Sp(St(ρ, a), b) to be the unique irreducible
subrepresentation of

St(ρ, a)||−(b−1)/2 × St(ρ, a)||−(b−3)/2 × · · · × St(ρ, a)||(b−1)/2.

By the definition one can see Sp(St(ρ, a), b) is given by the following generalized
segment

⎡
⎣

(a − b)/2 · · · 1 − (a + b)/2
...

...

(a + b)/2 − 1 · · · −(a − b)/2

⎤
⎦

The following result is a reinterpretation of Theorem B.4.

Corollary B.5. For unitary irreducible supercuspidal representations ρ, ρ′ of gen-
eral linear groups, and integers a, b, a′, b′, and real number s,

Sp(St(ρ, a), b)||s × Sp(St(ρ, a′), b′)

is irreducible unless ρ ∼= ρ′, (a + b + a′ + b′)/2 + s is an integer and

|(a − a′)/2| + |(b − b′)/2| < |s| � |(a + a′ + b + b′)/2| − 1.
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Appendix C: Casselman’s formula and Application

Let F be a p-adic field, and G be a quasisplit connected reductive group over F .
Let θ be an F-automorphism of G preserving an F-splitting, and we assume θ

has order l. Suppose π is an irreducible smooth representation of G(F) such that
π ∼= πθ . Let Aπ (θ) be an intertwining operator between π and πθ , then we can
define the twisted character of π to be

fGθ (π) := trace
∫
G(F)

f (g)π(g)dg ◦ Aπ (θ)

for f ∈ C∞
c (G(F)). It follows from results of Harish-Chandra [10] in the non-

twisted case and Clozel [9] in the twisted case, that there exists a locally integrable
function �Gθ

π on G(F) such that

fGθ (π) =
∫
G(F)

f (g)�Gθ

π (g)dg.

We also call this function the twisted character of π . If P = MN is a θ -stable
parabolic subgroup of G, we denote by πN the unnormalized Jacquet module of
π with respect to P , then JacPπ = πN ⊗ δ

−1/2
P , where δP is the usual modulus

character. Note πN ∼= πθ
N and Aπ (θ) induces an intertwining operator on πN .

We would like to extend JacP to the space of twisted invariant distributions on
G(F). Let R(Gθ ) be the space of finite linear combinations of twisted characters
of G(F) and

R∗(Gθ ) = Hom(R(Gθ ), C).

For any τ ∈ R(Gθ ) and f ∈ C∞
c (G(F)), we define fGθ (τ ) by linearity. So we can

get a homomorphism

C∞
c (G(F)) −→ R∗(Gθ )

by sending f to l f (τ ) := fGθ (τ ). Let us denote the image of this homomorphism
by Ftr(Gθ ). Since C∞

c (G(F)) is equipped with a direct limit topology of finite
dimensional subspaces, any linear functional on this space is continuous.Moreover,
we know the twisted invariant linear functionals on C∞

c (G(F)) are supported on
twisted characters (see [16, Appendix, Theorem 1] and [40, Section 5.5]), so we can
identify the space Î (Gθ ) of twisted invariant distributions onG(F)with F̂tr(Gθ ) :=
Hom(Ftr(Gθ ), C). Under this identification, we have an inclusion of R(Gθ ) in
F̂tr(Gθ ), which sends τ to Lτ (l f ) := l f (τ ) for any f ∈ C∞

c (G(F)).
The Jacquet functor induces a homomorphism

JacP : R(Gθ ) −→ R(Mθ ),

whose dual is

Jac∗
P : R∗(Mθ ) −→ R∗(Gθ )

(see [28, Lemma 4.1]). The key step in extending JacP to the space of twisted
invariant distributions is the following lemma.



On the cuspidal support of discrete series 491

Lemma C.1. Jac∗
P (Ftr(Mθ )) ⊆ Ftr(Gθ ).

This lemma was first proved in the nontwisted case (see [5, Proposition 3.2]) and
was later extended to the twisted case (see [28, Proposition 7.1]). As a consequence,
we have a homomorphism

Jac∗
P : Ftr(Mθ ) −→ Ftr(G

θ ),

whose dual is

JacP : F̂tr(Gθ ) −→ F̂tr(M
θ ).

By our previous identifications, this gives

JacP : Î (Gθ ) −→ Î (Mθ ). (C.1)

To see this is really an extension of JacP on R(Gθ ), we have the following
proposition.

Proposition C.2. The following diagram commutes.

R(Gθ )
JacP R(Mθ )

Î (Gθ )
JacP

Î (Mθ ).

Proof. Let τ ∈ R(Gθ ) and h ∈ C∞
c (M(F)). By definition, we have

JacP (Lτ )(lh) = Lτ (Jac
∗
Plh) = (Jac∗

Plh)(τ ) = lh(JacPτ) = L(JacP τ)(lh).

This finishes the proof. ��
Let R(G)st be the space of stable finite linear combinations of characters of

G(F) and

R∗(G)st = Hom(R(G)st, C).

In the same way, we have

C∞
c (G(F)) −→ R∗(G)st. (C.2)

Let us denote the image by Ftr(G)st. The space Ŝ I (G) of stable invariant dis-
tributions on G(F) are linear functionals of the space of stable orbital inte-
grals of C∞

c (G(F)). It follows from [1, Theorem 6.1 and Theorem 6.2] that
one can characterize the space of stable orbital integrals as space of functions
on certain subset of R(G)st through (C.2). In particular, the stable invariant
distributions are also supported on characters. So we can identify Ŝ I (G) with
F̂tr(G)st := Hom(Ftr(G)st, C). By [12, Lemma 2.3], the Jacquet functor induces a
homomorphism

JacP : R(G)st −→ R(M)st,
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whose dual is

Jac∗
P : R∗(M)st −→ R∗(G)st.

The following lemma is an analogue of Lemma C.1.

Lemma C.3. Jac∗
P (Ftr(M)st) ⊆ Ftr(G)st.

Proof. By Lemma C.1, we have a commutative diagram

Ftr(M)
Jac∗P

Ftr(G)

R∗(M)st
Jac∗P

R∗(G)st.

Then this lemma follows from the fact that Ftr(M)st and Ftr(G)st are images of
Ftr(M) and Ftr(G) respectively. ��

As a consequence, we have a homomorphism

Jac∗
P : Ftr(M)st −→ Ftr(G)st,

whose dual is

JacP : F̂tr(G)st −→ F̂tr(M)st.

By our previous identifications, this gives

JacP : Ŝ I (G) −→ Ŝ I (M). (C.3)

The following proposition is a direct consequence of Proposition C.2.

Proposition C.4. The following diagram commutes.

R(G)st
JacP

R(M)st

Ŝ I (G)
JacP Ŝ I (M).

For a strongly θ -regular θ -semisimple element g in G(F), let h = ∏l
i=1 θ i (g),

and one can associate it with a θ -stable parabolic subgroup Ph = MhNh by the
construction in [8], and g ∈ Mh(F). Now we can state the twisted version of
Casselman’s formula.

Theorem C.5. Suppose π is an irreducible smooth representation of G(F) such
that π ∼= πθ , and g is a strongly θ -regular θ -semisimple element in G(F). Let
h = ∏l

i=1 θ i (g). Then

�Gθ

π (g) = �
Mθ

h
πNh

(g).
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Casselman proved this theorem only for θ = id in [8, Theorem 5.2]. It was
generalized to the twisted case by Rogawski in [28, Proposition 7.4]. What we are
going to use is the following corollary of this theorem.

Corollary C.6. Let P = MN be a θ -stable parabolic subgroup of G. Suppose π is
an irreducible smooth representation of G(F) such thatπ ∼= πθ , andm is a strongly
θ -regular θ -semisimple element in G(F), which is also contained in M(F). Then
one can choose zM ∈ AM (F) (AM is the maximal split component of the centre of
M) with |α(zM )| sufficiently small (depending on m) for all roots α in N, such that

�Gθ

π (zMm) = �Mθ

πN
(zMm).

Proof. Let g = zMm, and h = ∏l
i=1 θ i (g). It is not hard to check from the

definition of Ph that P ⊇ Ph . Let PM
h = M ∩ Ph , it is the parabolic subgroup of

M associated with h, and it has Levi component Mh . Let NM
h = M ∩ Nh . Then

�Gθ

π (g) = �
Mθ

h
πNh

(g) = �
Mθ

h
(πN )

NM
h

(g) = �Mθ

πN
(g).

This finishes the proof. ��

As an application of this corollary, we are going to establish diagrams (6.1) and
(6.5). First, let us recall the general setup of these diagrams. Let H be a twisted
endoscopic group of G, and we assume there is an embedding

ξ : L H → LG,

and ξ(L H) ⊆ Cent(s, LG) and Ĥ ∼= Cent(s, Ĝ)0 for some semisimple s ∈ Ĝ � θ̂ .
We fix (θ̂-stable) �F -splittings (BH , TH , {XαH }) and (BG, TG , {Xα}) for Ĥ and Ĝ
respectively. By taking certain Ĝ-conjugate of ξ , we can assume s ∈ TG � θ̂ and
ξ(TH ) = (T θ̂

G )0 and ξ(BH ) ⊆ BG . LetWH = W (Ĥ , TH ) andWGθ = W (Ĝ, TG)θ̂ ,
then WH can be viewed as a subgroup of WGθ . We also view L H as a subgroup of
LG through ξ .

We fix a standard θ -stable parabolic subgroup P = MN of G with standard
embedding L P ↪→ LG. Then there exists a torus S ⊆ (T θ̂

G )0 such that LM =
Cent(S, LG). Let WMθ = W (M̂, TG)θ̂ . We define

WGθ (H, M) := {w ∈ WGθ |Cent(w(S), L H) → WF surjective}.

For any w ∈ WGθ (H, M), let us take g ∈ Ĝ such that Int(g) induces w. Since
Cent(w(S), L H) → WF is surjective, gL Pg−1 ∩ L H defines a parabolic subgroup
of L H with Levi component gLMg−1∩L H . So we can choose a standard parabolic
subgroup P ′

w = M ′
wN ′

w of H with standard embedding L P ′
w ↪→ L H such that L P ′

w

(resp. LM ′
w) is Ĥ -conjugate to gL Pg−1∩ L H (resp. gLMg−1∩ L H ). In particular,
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M ′
w can be viewed as a twisted endoscopic group of M , and the embedding ξM ′

w
:

LM ′
w → LM is given by the following diagram:

L P ′
w

LM ′
w

ξM ′
w LM L P

L H
Int(h) L H

ξ LG LG
Int(g)

where h ∈ Ĥ induces an element in WH . Note the choice of h is unique up to
M̂ ′

w-conjugation, and so is ξM ′
w
. If we change g to h′gm, where h′ ∈ Ĥ induces

an element in WH and m ∈ M̂ induces an element in WMθ , then we still get P ′
w,

but ξM ′
w
changes to Int(m−1) ◦ ξM ′

w
up to M̂ ′

w-conjugation. To summarize, for any
element w in

WH\WGθ (H, M)/WMθ

we can associate a standard parabolic subgroup P ′
w = M ′

wN ′
w of H and a M̂-

conjugacy class of embedding ξM ′
w

: LM ′
w → LM .

After this setup, we claim the following diagram commutes.

Ŝ I (H)

⊕wJacP ′
w

Î (Gθ )

JacP

⊕
w Ŝ I (M ′

w) Î (Mθ ),

(C.4)

where the sum is overWH\WGθ (H, M)/WMθ , and the horizontal maps correspond
to the twisted spectral endoscopic transfers with respect to ξ on the top and ξM ′

w

on the bottom. In fact, it is enough to show the commutativity of this diagram
restricting to the subspaces of finite linear combinations of (twisted) characters.

R(H)st

⊕wJacP ′
w

R(Gθ )

JacP

⊕
w R(M ′

w)st R(Mθ ),

(C.5)

where the horizontal maps are given by the restrictions of twisted spectral endo-
scopic transfers, whose existences are due to [1] and [26, Appendix].

Lemma C.7. The commutativity of the diagram (C.5) implies that of (C.4).

Proof. By taking dual of the diagram (C.5), we get

R∗(H)st R∗(Gθ )

⊕
w R∗(M ′

w)st

⊕wJac∗P ′
w

R∗(Mθ ).

Jac∗P



On the cuspidal support of discrete series 495

By restriction, we have

Ftr(H)st Ftr(Gθ )

⊕
w Ftr(M ′

w)st

⊕wJac∗P ′
w

Ftr(Mθ ).

Jac∗P

Then the diagram (C.4) is simply its dual.
��

As a consequence of this lemma, we only need to show (C.5). To apply Corol-
lary C.6, we need to give another description of the twisted spectral endoscopic
transfer. With respect to the embedding ξ , there is a map from the semisimple
H(F̄)-conjugacy classes of H(F̄) to the θ -twisted semisimple G(F̄)-conjugacy
classes of G(F̄) (see [18]). If �Gθ

is a finite linear combination of twisted charac-
ters of G(F) and �H is a stable finite linear combination of characters of H(F),
thenwe say�H transfers to�Gθ

if for any strongly θ -regular θ -semisimple element
γG in G(F)

�Gθ

(γG) =
∑

γH→γG

DH (γH )2

DGθ (γG)2
�G,H (γH , γG)�H (γH ) (C.6)

where the sum is over H(F̄)-conjugacy classes of γH in H(F) that map to the
θ -twisted G(F̄)-conjugacy class of γG . In this formula, �G,H (·, ·) is the transfer
factor (see [18]), and it is built into the transfer map introduced in Sect. 4; DH (·)
and DGθ (·) are the (twisted) Weyl discriminants.

From now on let us fix γG = γM contained in M(F).

Lemma C.8. (1) If the H(F̄)-conjugacy class {γH }H(F̄) of γH in H(F) maps to

the θ -twisted G(F̄)-conjugacy class {γG}θ
G(F̄)

of γG with respect to ξ , then

there exists w ∈ WH\WGθ (H, M)/WMθ such that some H(F̄)-conjugate γM ′
w

of γH is contained in M ′
w(F), and the M ′

w(F̄)-conjugacy class {γM ′
w
}M ′

w(F̄) of

γM ′
w
maps to the θ -twisted M(F̄)-conjugacy class {γM }θ

M(F̄)
of γM with respect

to ξM ′
w
.

(2) The correspondence in (1) gives a bijection between H(F̄)-conjugacy classes
{γH }H(F̄) ofγH in H(F) thatmap to {γG}θ

G(F̄)
, and triples (P ′

w, ξM ′
w
, {γM ′

w
}M ′

w(F̄))

indexed by w ∈ WH\WGθ (H, M)/WMθ , where {γM ′
w
}M ′

w(F̄) maps to

{γM }θ
M(F̄)

.

Proof. We fix a θ -stable pair (BM , TM ) in M , where BM is a Borel subgroup of M
defined over F̄ and TM ⊆ BM is a maximal torus defined over F , such that there
exists γ̃M = m−1γMθ(m) ∈ TM for m ∈ M(F̄) satisfying Nθ (γ̃M ) ∈ (TM )θ (F),
where Nθ : TM → (TM )θ . Let B = BMN and T = TM , then (B, T ) is a θ -stable
pair in G, and we fix γ̃G = γ̃M .
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Suppose {γH }H(F̄) maps to {γG}θ
G(F̄)

, let TH = Cent(γH , H), then there exists
an admissible embedding ι : TH → Tθ definedover F , where Tθ is the θ -coinvariant
group of T , such that it sends γH to Nθ (γ̃G). The θ̂ -stable�F -splitting of Ĝ induces
a θ̂ -stable �F -splitting (BM , TM , {XαM }) of M̂ . Since T = TM is contained in M ,

we can choose isomorphism (T̂ θ̂ )0 → (T θ̂
M )0 = (T θ̂

G )0 up to WMθ -conjugation.
Then we get an element w ∈ WGθ defined by the following diagram

T̂H (T̂ θ̂ )0 (T θ̂
M )0

TH
ξ

(T θ̂
G )0 (T θ̂

G )0.
w

Recall LM = Cent(S, LG) for S ⊆ (T θ̂
G )0, so S is �F -invariant. Since (T̂ θ̂ )0 →

(T θ̂
M )0 is defined by conjugation in M , the image of S in (T̂ θ̂ )0 is also �F -invariant.

Note TH → Tθ is defined over F , so the image of S in T̂H is �F -invariant. It
follows Cent(w(S), L H) → WF is surjective, and hence w ∈ WGθ (H, M). The
�F -splitting of Ĥ induces a �F -splitting (BM ′

w
, TM ′

w
, {XαM ′

w
}) of M̂ ′

w. Then we
have the following diagram

TM ′
w

ξM ′
w

(T θ̂
M )0

w

TH
ξ

(T θ̂
G )0.

The composition

T̂H → TH → TM ′
w

induces a homomorphism η : TH → M ′
w by H -conjugation, which is determined

up to M ′
w-conjugation. Since the image S′ of S in TM ′

w
is �F -invariant and LM ′

w =
Cent(S′, L H), one can show for any σ ∈ �F , there exists m′ ∈ M ′

w(F̄) such that
σ(η)◦η−1 = Int(m′). By [17, Corollary 2.2], one can choose η to be defined over F .
Let TM ′

w
= η(TH ) and γM ′

w
= η(γH ). It follows from the following commutative

diagram

T̂M ′
w

TM ′
w

ξM ′
w

(T θ̂
M )0

w

(T̂ θ̂
M )0

T̂H TH
ξ

(T θ̂
G )0 (T̂ θ̂ )0

that

TM ′
w

η−1

TH
ι

Tθ = (TM )θ
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is an admissible embeddingwith respect to ξM ′
w
. So {γM ′

w
}M ′

w(F̄) maps to {γM }θ
M(F̄)

.
This proves part (1) of the lemma.

To prove part (2), we first want to show the map obtained above by send-
ing {γH }H(F̄) to the triple (P ′

w, ξM ′
w
, {γM ′

w
}M ′

w(F̄)) is well-defined. If we fix the

admissible embedding TH → Tθ , but change T̂H → TH by WH -conjugation
and (T̂ θ̂ )0 → (T θ̂

M )0 by WMθ -conjugation, one can see w is well-defined in
WH\WGθ (H, M)/WMθ . Moreover, {γM ′

w
}M ′

w(F̄) is uniquely determined. Now let
us vary the admissible embedding ι by choosing γ ′

H ∈ {γH }H(F̄) ∩ H(F) and
ι′ : T ′

H → Tθ defined over F , such that γ ′
H ∈ T ′

H (F) is again sent to Nθ (γ̃G).
Suppose γ ′

H = hγHh−1 for h ∈ H(F̄). We claim

ι−1 ◦ ι′ : T ′
H → TH

can be given by conjugation in H . To see this, we consider the following commu-
tative diagram

TH

ι

T ′
H

Int(h)−1

ι′

TH

ι

Tθ Tθ
w′

Tθ .

Here w′ can be viewed as in W (G, T )θ . Since θ preserves a splitting of G, we can
choose g ∈ G(F̄) such that θ(g) = g and Int(g) = w′. Since w′ fixes Nθ (γ̃G),
there exists t ∈ T (F̄) such that

gγ̃Gg
−1 = γ̃Gt

−1θ(t).

Then

(tg)γ̃Gθ(tg)−1 = γ̃G .

Since γG is strongly θ -regular, tg ∈ T (F̄) and hence g ∈ T (F̄). It follows w′ = 1,
and we have ι−1 ◦ ι′ = Int(h)−1.

As a consequence of our claim, we have

T̂ ′
H T̂H (T̂ θ̂ )0 (T θ̂

M )0

TH TH
ξ

(T θ̂
G )0 (T θ̂

G )0
w

This means w is unchanged in WH\WGθ (H, M)/WMθ . Moreover, we have

T̂M ′
w

T̂M ′
w

TM ′
w

ξM ′
w

(T θ̂
M )0

w

(T̂ θ̂
M )0

T̂ ′
H T̂H TH

ξ
(T θ̂

G )0 (T̂ θ̂ )0
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It is easy to see that one still gets the same {γM ′
w
}M ′

w(F̄).
Next we want to construct the inverse. For any triple (P ′

w, ξM ′
w
, {γM ′

w
}M ′

w(F̄)),

let TM ′
w

= Cent(γM ′
w
, M ′

w). Since {γM ′
w
}M ′

w(F̄) maps to {γM }θ
M(F̄)

, we have an

admissible embedding TM ′
w

→ (TM )θ with respect to ξM ′
w
, which sends γM ′

w
to

γ̃M . Let γH = γM ′
w
and TH = TM ′

w
. It follows from the following diagram

T̂M ′
w

TM ′
w

ξM ′
w

(T θ̂
M )0

w

(T̂ θ̂
M )0

T̂H TH
ξ

(T θ̂
G )0 (T̂ θ̂ )0

that TH → Tθ is an admissible embedding with respect to ξ . So {γH }H(F̄) maps

to {γG}θ
G(F̄)

. In this way, we send (P ′
w, ξM ′

w
, {γM ′

w
}M ′

w(F̄)) to {γH }H(F̄), where
γH = γM ′

w
. Finally, it is easy to check that this map does give the inverse. ��

As a consequence of this lemma, we can rewrite the right hand side of (C.6) as

∑
w

∑
γM ′

w
→γM

DH (γM ′
w
)2

DGθ (γM )2
�G,H (γM ′

w
, γM )�H (γM ′

w
).

So the next step is to write the summands in terms of M and M ′
w. First, it is easy

to check from the definition of transfer factors that

DH (γM ′
w
)

DGθ (γM )
�G,H (γM ′

w
, γM ) = DM ′

w
(γM ′

w
)

DMθ (γM )
�M,M ′

w
(γM ′

w
, γM )

Secondly, there is a natural homomorphism from AM to AM ′
w
with respect to ξM ′

w

(see [18]). For zM ∈ AM (F), let zM ′
w
be its image in AM ′

w
(F), then the M ′

w(F̄)-
conjugacy class of zM ′

w
γM ′

w
maps to theM(F̄)-conjugacy class of zMγM .Moreover,

sup|α′(zM ′
w
)| for roots α′ in N ′

w is less than sup|∏l
i=1 θ i (α)(zM )| for roots α in

N .
Let

�Mθ =
∑
i

ci · �Mθ

πi

(
resp. �M ′

w =
∑
j

dw, j · �
M ′

w

π ′
w, j

)

be the (resp. stable) finite linear combination of (twisted) characters of M (resp.
M ′

w) obtained from �Gθ
(resp. �H ) by taking the unnormalized Jacquet modules.

If we take zM ∈ AM (F) so that sup|α(zM )| is sufficiently small for all roots α in
N , then by Corollary C.6,

�Gθ

(zMγM ) = �Mθ

(zMγM ),
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and

�H (zM ′
w
γM ′

w
) = �M ′

w(zM ′
w
γM ′

w
).

Besides, it is easy to verify

DGθ (zMγM ) = δP (zMγM )−1/2 · DMθ (zMγM ),

and

DH (zM ′
w
γM ′

w
) = δP ′(zM ′

w
γM ′

w
)−1/2 · DM ′

w
(zM ′

w
γM ′

w
).

Putting all these together, we get

δP (zMγM )−1/2�Mθ

(zMγM )

=
∑
w

∑
γM ′

w
→γM

DM ′
w
(zM ′

w
γM ′

w
)2

DMθ (zMγM )2
�M,M ′

w
(zM ′

w
γM ′

w
, zMγM )

· δP ′
w
(zM ′

w
γM ′

w
)−1/2�M ′

w(zM ′
w
γM ′

w
).

Since zM , zM ′
w
are in the centres of M and M ′

w respectively, we have

�M,M ′
w
(zM ′

w
γM ′

w
, zMγM ) = χ ′

w(zM )�M,M ′
w
(γM ′

w
, γM ),

δP (zMγM )−1/2�Mθ

πi
(zMγM ) = ζM,i (zM )δP (γM )−1/2�Mθ

πi
(γM ),

δP ′
w
(zM ′

w
γM ′

w
)−1/2�

M ′
w

π ′
w, j

(zM ′
w
γM ′

w
) = ζM ′

w, j (zM ′
w
)δP ′

w
(γM ′

w
)−1/2�

M ′
w

π ′
w, j

(γM ′
w
),

DMθ (zMγM ) = DMθ (γM ),

DM ′
w
(zM ′

w
γM ′

w
) = DM ′

w
(γM ′

w
),

where χ ′
w, ζM,i , ζM ′

w, j are the corresponding central characters. Hence

∑
i

(ci · δP (γM )−1/2�Mθ

πi
(γM )) · ζM,i (zM )

=
∑
w

∑
j

(
dw, j

∑
γM ′

w
→γM

DM ′
w
(γM ′

w
)2

DMθ (γM )2
�M,M ′

w
(γM ′

w
, γM )δP ′

w
(γM ′

w
)−1/2�

M ′
w

π ′
w, j

(γM ′
w
)
)

· χ ′
w(zM )ζM ′

w, j (zM ′
w
).

Let

aM,i = ci · δP (γM )−1/2�Mθ

πi
(γM ),

and

bw, j = dw, j

∑
γM ′

w
→γM

DM ′
w
(γM ′

w
)2

DMθ (γM )2
�M,M ′

w
(γM ′

w
, γM )δP ′

w
(γM ′

w
)−1/2�

M ′
w

π ′
w, j

(γM ′
w
).
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We also write χM,i (zM ) = ζM,i (zM ) and χw, j (zM ) = χ ′
w(zM )ζM ′

w, j (zM ′
w
). Then

we can get a short expression∑
i

aM,i · χM,i (zM ) =
∑
w

∑
j

bw, j · χw, j (zM ), (C.7)

and it suffices for us to show this holds when zM = 1, i.e.,∑
i

aM,i =
∑
w

∑
j

bw, j .

In fact, we can choose zM ∈ F× ↪→ AM (F) such that (C.7) holds provided
|zM | < q−k

F for some positive integer k, where qF is the order of the residue field
of F . Then it is enough to have the following lemma.

Lemma C.9. For quasicharacters χi of F× and complex numbers ai , if
r∑

i=1

aiχi (z) = 0

provided |z| < q−k
F for some positive integer k, then

r∑
i=1

ai = 0.

Proof. Suppose χi are distinct, we claim ai = 0 for 1 � i � r . It is clear that this
lemma will follow from our claim. So next we will show the claim by induction on
r . When r = 1, there is nothing to show. In general, let us first assume all χi are
unramified. We choose z0 ∈ F× such that |z0| < q−k

F , and denote χi (z0) by Ci .
Then ∑

i

aiC
j
i =

∑
i

aiχi (z
j
0) = 0

for any positive integer j . In particular, {ai } forms a solution of the linear system
of equations defined by the matrix {C j

i }Tr×r , where we let 1 � j � r . Since

| det({C j
i }r×r )| = |∏i Ci | · ∏i� j |Ci −C j | 
= 0, then ai have to be all zero. Now

suppose some χi is ramified, we can replace χi by χ ′
i := χi/χ1 for all i . If χ ′

i are all
unramified, then we are back to the previous case. If χ ′

i0
is ramified for some i0 > 1,

then we can choose some unit of the ring of integers of F such that χ ′
i0
(u) 
= 1. By

subtracting χ1(u)
∑

i aiχi (z) from
∑

i aiχi (uz), we get∑
i>1

ai (χi (u) − χ1(u))χi (z) = 0

provided |z| < q−k
F . By induction, we have ai (χi (u)−χ1(u)) = 0 for i > 1. Since

χi0(u) − χ1(u) 
= 0 by our assumption, this implies ai0 = 0. Hence
∑
i 
=i0

aiχi (z) = 0

provided |z| < q−k
F . By induction again, we have ai = 0 for i 
= i0. This finishes

the proof of the claim. ��
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