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#### Abstract

In this paper, we construct the bilinear identities for the wave functions of an extended Kadomtsev-Petviashvili (KP) hierarchy, which is the KP hierarchy with particular extended flows. By introducing an auxiliary parameter, whose flow corresponds to the so-called squared eigenfunction symmetry of KP hierarchy, we find the tau-function for this extended KP hierarchy. It is shown that the bilinear identities will generate all the Hirota's bilinear equations for the zero-curvature forms of the extended KP hierarchy, which includes two types of KP equation with self-consistent sources (KPSCS). The Hirota's bilinear equations obtained in this paper for the KPSCS are in different forms by comparing with the existing results.
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## 1. Introduction

Sato theory has fundamental importance in the study of integrable systems (see [6] and references therein). It reveals the infinite dimensional Grassmannian structure of space of $\tau$-functions, where the $\tau$-functions are solutions for the Hirota's bilinear form of Kadomtsev-Petviashvili (KP) hierarchy. The key point to this important discovery is a bilinear residue identity for wave functions called bilinear identity. Bilinear identity plays an important role in the proof of existence for $\tau$-function. It also serves as the generating function of the Hirota's bilinear equations for KP hierarchy [4, 29, 39]. In this paper, we will construct the bilinear identity for an extended KP hierarchy introduced in [26].

The study of integrable generalization is an important subject in the study of integrable systems. Several approaches for the generalizations have been developed, e.g., constructing new flows to extend original systems. There are many ways to introduce new flows to make a new compatible integrable system. In [42], the KP hierarchy is extended by properly combining additional flows. In [17], extension of KP hierarchy is formulated by introducing fractional order pseudodifferential operators. In [8,9], Dimakis and Muller-Hoissen extended the Moyal-deformed hierarchies by including additional evolution equations with respect to the deformation parameters. In [3],

[^0]Carlet, Dubrovin and Zhang defined a logarithm of the difference Lax operator and got the extended $(2+1)$ D Toda lattice hierarchy. Later, the Hirota's bilinear formalism and the relations of extended $(2+1) \mathrm{D}$ Toda lattice hierarchy and extended 1D Toda lattice hierarchy have been studied [35, 40]. In [20], Li, et al., studied the $\tau$-functions and bilinear identities for the extended bi-graded Toda lattice hierarchy.

Recently, we proposed a different and general approach to extend $(2+1)$-dimensional integrable hierarchies by using the symmetries generating functions (or the squared eigenfunction symmetries) [26]. This kind of extended KP hierarchy can be thought as the generalizations of the KP hierarchy by squared eigenfunction symmetries (or ghost flows) [1,36-38]. The reason for constructing such kind of extended KP hierarchy is that it includes two types of KP equation with self-consistent sources (KPSCS-I and KPSCS-II), which has important applications in hydrodynamics, plasma physics and solid state physics (see, e.g., [10, 11, 15, 21, 22, 31-34, 44, 45]). The extended KP hierarchy also includes the well-known $k$-constrained KP hierarchy $[5,12,18,19]$ and some $(1+1)$-dimensional soliton equations with sources as reductions. It has been shown that many $(2+1)$-dimensional integrable systems can be extended in this way [16,23,25,30,43]. We also proposed a generalized dressing approach to construct Wronskian type solutions (including soliton solutions) for the extended hierarchies [16, 24, 27, 28, 43].

KPSCS-I and KPSCS-II can also be written in Hirota bilinear forms. In [14, 41], Hu, Wang, et al., proposed a source generation procedure to construct the Hirota bilinear form for KPSCS (I and II) on the basis of the bilinear form for the original KP equation.

However, it turns out that it is not an easy task to find Hirota bilinear form for KPSCS (I and II). More generally, it remains unsolved to give the Hirota bilinear form for each zero-curvature equation in the extended KP hierarchy. The most natural way to solve this problem is to consider the bilinear identities of the extended KP hierarchy. Because of the importance of the bilinear identities in Sato theory, the existence of bilinear identities could be an important open question for the extended KP hierarchy.

In this paper, we will construct the bilinear identities for the extended KP hierarchy. Moreover, it will serve as a generating function of all the Hirota bilinear forms for the zero-curvature equations in the extended KP hierarchy. In particular, it generates Hirota bilinear forms for KPSCS (both type I and II). The squared eigenfunction symmetry plays a crucial role in our construction. It seems that the Hirota's bilinear equations obtained in this paper for KPSCS are simpler comparing with the results by Hu and Wang [15].

This paper is organized as follows. In Section 2, the bilinear identities for KP hierarchy with a squared eigenfunction symmetry are constructed. In Section 3, by making the squared eigenfunction symmetry as an auxiliary flow, we construct the bilinear identities for the extended KP hierarchy. In addition, we prove that any wave function satisfying bilinear identities will be a wave function for the extended KP hierarchy. In Section 4, we find the $\tau$-function for the extended KP hierarchy. We also find the generation functions for Hirota bilinear form for the extended KP hierarchy. Subsequently, several examples including the Hirota bilinear form for the KPSCS (I and II) and a higher order system in the hierarchy are given. In Section 5, we show how to go back from Hirota bilinear forms to nonlinear partial differential equations (PDEs) for KPSCS, which verifies the correctness of our construction. In the last section, we will give conclusion and remarks, and discuss some problems for further exploration.

## 2. Bilinear Identities for KP hierarchy with Squared Eigenfunction Symmetry

Consider the system given in [38], defined by assuming that $L=\partial+\sum_{i=1}^{\infty} u_{i} \partial^{-i}$ satisfies both the ordinary KP flows

$$
\begin{equation*}
\partial_{t_{n}} L=\left[L_{+}^{n}, L\right] \tag{2.1a}
\end{equation*}
$$

and a new $\partial_{z}$-flow given by

$$
\begin{equation*}
\partial_{z} L=\left[q \partial^{-1} r, L\right] . \tag{2.1b}
\end{equation*}
$$

Here the Lax operator $L$ is a pseudo-differential operator (see [7] for a detailed introduction). The "+" sign in subscript part of $L_{+}^{n}$ indicates the projection to the non-negative part of $L^{n}$ with respect to the power of $\partial$. There are a series of time variables $t_{n}$, and we can set $x=t_{1}$ according to (2.1a).

A sufficient condition for the commutativity of $\partial_{z^{-}}$and $\partial_{t_{n}}$-flow is obtained by imposing $q$ and $r$ to be an eigenfunction and an adjoint eigenfunction of KP hierarchy, respectively. Namely, we should assume

$$
\begin{align*}
\partial_{t_{n}} q & =L_{+}^{n}(q),  \tag{2.1c}\\
\partial_{t_{n}} r & =-\left(L_{+}^{n}\right)^{*}(r) \tag{2.1d}
\end{align*}
$$

for all $n \in \mathbb{N}$. The $\partial_{z}$-flow describes a symmetry for KP hierarchy, which is called the squared eigenfunction symmetry [38] or a ghost flow [1,2].

It is well-known that dressing operator $W=\sum_{i \geqslant 0} w_{i} \partial^{-i}\left(w_{0}=1\right)$ plays a very important role in KP theory. Here $w_{i}(i>0)$ are functions of all $t_{n}$ and $z$. Suppose that the $t_{n}$-evolution equations for $W$ are given by

$$
\begin{equation*}
\partial_{t_{n}} W=-\left(W \partial^{n} W^{-1}\right)_{-} W, \quad(n \in \mathbb{N}) \tag{2.2}
\end{equation*}
$$

Then Lax operator $L$ is related to the dressing operator $W$ by $L=W \partial W^{-1}$. We define the wave and adjoint wave function as

$$
\begin{align*}
w(z, \mathbf{t}, \lambda) & =W e^{\xi(\mathbf{t}, \lambda)}  \tag{2.3a}\\
w^{*}(z, \mathbf{t}, \lambda) & =\left(W^{*}\right)^{-1} e^{-\xi(\mathbf{t}, \lambda)} \tag{2.3b}
\end{align*}
$$

where $\xi(\mathbf{t}, \lambda)=\sum_{i \geqslant 1} t_{i} \lambda^{i}$ and $\mathbf{t}=\left(t_{1}, t_{2}, \ldots\right)$. At this moment, we temporally ignore the parameter $z$. Then the original KP theory states that a residue identity, called bilinear identity (2.4), holds for (adjoint) wave functions:

$$
\begin{equation*}
\operatorname{Res}_{\lambda} w(z, \mathbf{t}, \lambda) w^{*}\left(z, \mathbf{t}^{\prime}, \lambda\right)=0 \tag{2.4}
\end{equation*}
$$

where $\mathbf{t}^{\prime}=\left(t_{1}^{\prime}, t_{2}^{\prime}, \ldots\right)$ and the residue of $\lambda$ can be simply considered as the coefficient of $\lambda^{-1}$ in the Laurent expansion. Since we have ignored the parameter $z$ in $w$ and $w^{*}$, the proof of (2.4) is the same as the original one given in [6]. Notice that the parameter $z$ takes the same value for $w$ and $w^{*}$ in (2.4). The key step in the proof of (2.4) is an important lemma. We recall it here [7]:

## Lemma 2.1.

$$
\begin{equation*}
\operatorname{Res}_{\partial} P \cdot Q^{*}=\operatorname{Res}_{\lambda} P\left(e^{\xi(\mathbf{t}, \lambda)}\right) \cdot Q\left(e^{-\xi(\mathbf{t}, \lambda)}\right) \tag{2.5}
\end{equation*}
$$

where $P$ and $Q$ are pseudo-differential operators. The residue with respect to $\partial$ on the left hand side of (2.5) is defined as the coefficient of $\partial^{-1}$ for a pseudo-differential operator.

Actually, it is not difficult to prove that the bilinear identity (2.4) is equivalent to the KP hierarchy (2.1a) (see [7] for the proof). Namely, if we start with (2.1a) or (2.2), we can prove that wave functions defined by (2.3) will satisfy the bilinear identity (2.4). Conversely, if we have wave and adjoint wave functions satisfying bilinear identity (2.4), then we can immediately know that the dressing operator $W$ corresponding to the wave function $w$ will satisfy (2.2), which makes the operator $L$ defined by dressing form $W \partial W^{-1}$ as a Lax operator for KP hierarchy.

Then, if we consider KP hierarchy with squared eigenfunction symmetry, we can see that the dressing operator should satisfy another equation:

$$
\begin{equation*}
\partial_{z} W=q \partial^{-1} r W . \tag{2.6}
\end{equation*}
$$

In this case, we have:
Theorem 2.1. The $K P$ hierarchy with a squared eigenfunction symmetry (2.1) is equivalent to the following residue identities

$$
\begin{align*}
& \operatorname{Res}_{\lambda} w(z, \mathbf{t}, \lambda) \cdot w^{*}\left(z, \mathbf{t}^{\prime}, \lambda\right)=0,  \tag{2.7a}\\
& \operatorname{Res}_{\lambda} w_{z}(z, \mathbf{t}, \lambda) \cdot w^{*}\left(z, \mathbf{t}^{\prime}, \lambda\right)=q(z, \mathbf{t}) r\left(z, \mathbf{t}^{\prime}\right),  \tag{2.7b}\\
& \operatorname{Res}_{\lambda} w(z, \mathbf{t}, \lambda) \cdot \partial^{-1}\left(q\left(z, \mathbf{t}^{\prime}\right) w^{*}\left(z, \mathbf{t}^{\prime}, \lambda\right)\right)=-q(z, \mathbf{t}),  \tag{2.7c}\\
& \operatorname{Res}_{\lambda} \partial^{-1}(r(z, \mathbf{t}) w(z, \mathbf{t}, \lambda)) \cdot w^{*}\left(z, \mathbf{t}^{\prime}, \lambda\right)=r\left(z, \mathbf{t}^{\prime}\right), \tag{2.7d}
\end{align*}
$$

where the inverse of $\partial$ is understood as pseudo-differential operator acting on an exponential function, e.g., $\partial^{-1}(r w)=\left(\partial^{-1} r W\right)\left(e^{\xi(t, \lambda)}\right)$.

Proof. Frist, we will prove the residue identities (2.7) from (2.1), (2.2) and (2.6). Equation (2.7a) is easy to prove, since $L$ satisfies the evolution equations of original KP hierarchy.

To prove (2.7b), we only need to show

$$
\operatorname{Res}_{\lambda} w_{z}(z, \mathbf{t}, \lambda) \cdot\left(\partial_{t_{1}}^{m_{1}} \cdots \partial_{t_{k}}^{m_{k}} w^{*}(z, \mathbf{t}, \lambda)\right)=q(z, \mathbf{t}) \partial_{t_{1}}^{m_{1}} \cdots \partial_{t_{k}}^{m_{k}} r(z, \mathbf{t})
$$

for arbitrary $k \geqslant 1$ and $m_{i} \geqslant 0$. Here we have a key observation: the action of mixed partial derivatives $\partial_{t_{1}}^{m_{1}} \cdots \partial_{t_{k}}^{m_{k}}$ on $w^{*}$ can be written as $P_{m_{1} \cdots m_{k}} w^{*}(z, \mathbf{t}, \lambda)$, and

$$
\partial_{t_{1}}^{m_{1}} \cdots \partial_{t_{k}}^{m_{k}} r(z, \mathbf{t})=P_{m_{1} \cdots m_{k}}(r(z, \mathbf{t})),
$$

where $P_{m_{1} \cdots m_{k}}$ is a differential operator in $\partial$. Then by noticing $w_{z}(z, \mathbf{t}, \lambda)=q \partial^{-1} r w(z, \mathbf{t}, \lambda)$ and Lemma 2.1, we have

$$
\begin{aligned}
& \operatorname{Res}_{\lambda} w_{z}(z, \mathbf{t}, \lambda) \partial_{t_{1}}^{m_{1}} \cdots \partial_{t_{k}}^{m_{k}} w^{*}(z, \mathbf{t}, \lambda) \\
= & \operatorname{Res}_{\lambda} q(z, \mathbf{t}) \partial^{-1} r(z, \mathbf{t}) w(z, \mathbf{t}, \lambda) \cdot P_{m_{1} \cdots m_{k}} w^{*}(z, \mathbf{t}, \lambda) \\
= & \operatorname{Res}_{\partial} q(z, \mathbf{t}) \partial^{-1} r(z, \mathbf{t}) P_{m_{1} \cdots m_{k}}^{*} \\
= & q(z, \mathbf{t}) P_{m_{1} \cdots m_{k}}(r(z, \mathbf{t})) .
\end{aligned}
$$

Analogously, we have another residue identity:

$$
\begin{equation*}
\operatorname{Res}_{\lambda} w(z, \mathbf{t}, \boldsymbol{\lambda}) w_{z}^{*}\left(z, \mathbf{t}^{\prime}, \lambda\right)=q(z, \mathbf{t}) r\left(z, \mathbf{t}^{\prime}\right) . \tag{2.8}
\end{equation*}
$$

However this equation is equivalent to (2.7b), so this equation is not included in (2.7).

The residue identities (2.7c) and (2.7d) can be easily derived from (2.7b) (and (2.8)) if one substitutes $w_{z}=q \partial^{-1} r w$ and $w_{z}^{*}=-r \partial^{-1} q w^{*}$ into (2.7b) (or (2.8)) and eliminate $q$ or $r$.

The proof for the reverse part in this theorem is written as the following proposition.
Proposition 2.1. If there are functions $q(z, \mathbf{t}), r(z, \mathbf{t})$,

$$
w(z, \mathbf{t}, \lambda)=\left(1+\sum_{i \geqslant 1} w_{i} \lambda^{-i}\right) e^{\xi(\mathbf{t}, \lambda)} \quad \text { and } \quad w^{*}(z, \mathbf{t}, \lambda)=\left(1+\sum_{i \geqslant 1} w_{i}^{*} \lambda^{-i}\right) e^{-\xi(\mathbf{t}, \lambda)}
$$

satisfying the identities (2.7), then there exists a pseudo-differential operator $W$ and Lax operator $L:=W \partial W^{-1}$ such that $L, q$ and $r$ satisfy (2.1).
Proof. Supposing $W=1+\sum_{i \geqslant 1} w_{i} \partial^{-i}, \widetilde{W}=1+\sum_{i \geqslant 1} w_{i}^{*} \partial^{-i}$, it is easy to see $w(z, \mathbf{t}, \lambda)=$ $W\left(e^{\xi(\mathbf{t}, \lambda)}\right)$ and $w^{*}(z, \mathbf{t}, \lambda)=\widetilde{W}\left(e^{-\xi(\mathbf{t}, \lambda)}\right)$. Then from (2.7a) and Lemma 2.1, we know the $\partial$-residue $\operatorname{Res}_{\partial} W \widetilde{W}^{*} \partial^{m}$ vanishes for $m \geqslant 1$, which implies the negative part $\left(W \widetilde{W}^{*}\right)_{-}$is 0 . Furthermore, the non-negative part of $W \widetilde{W}^{*}$ is 1 . So we have proved that $W \widetilde{W}^{*}=1$, which means $\widetilde{W}=\left(W^{*}\right)^{-1}$.

Now, let's define $L:=W \partial W^{-1}$. We will prove $W_{t_{n}}=-L_{-}^{n} W$, which implies (2.1a). From the definition form of $W$, it is easy to see that $\left(W_{t_{n}}+L_{-}^{n} W\right)_{+}=0$. Again from (2.7a) we have

$$
\begin{aligned}
& \operatorname{Res}_{\partial}\left(W_{t_{n}} W^{-1}+L_{-}^{n}\right)_{-} \partial^{m}=\operatorname{Res}_{\partial}\left(W_{t_{n}} W^{-1}+\left(W \partial^{n} W^{-1}\right)_{-}\right)_{-} \partial^{m} \\
& =\operatorname{Res}_{\lambda} W_{t_{n}} \mathrm{e}^{\xi} \cdot(-\partial)^{m}\left(W^{*}\right)^{-1} \mathrm{e}^{-\xi}+\operatorname{Res}_{\partial}\left(W \partial^{n} W^{-1}-\left(W \partial^{n} W^{-1}\right)_{+}\right) \partial^{m} \\
& =\operatorname{Res}_{\lambda} W_{t_{n}} \mathrm{e}^{\xi} \cdot(-\partial)^{m}\left(W^{*}\right)^{-1} \mathrm{e}^{-\xi}+\operatorname{Res}_{\lambda} W \partial^{n} \mathrm{e}^{\xi} \cdot(-\partial)^{m} W^{*-1} \mathrm{e}^{-\xi} \\
& =\operatorname{Res}_{\lambda} w_{t_{n}}(z, \mathbf{t}, \lambda)(-\partial)^{m} w^{*}(z, \mathbf{t}, \lambda)=0, \quad(\text { for } m>0)
\end{aligned}
$$

so we obtain $W_{t_{n}}=-L_{-}^{n} W$.
Next, we need to prove $W_{z}=q \partial^{-1} r W$, which implies (2.1b). It is easy to see that $\left(W_{z} W^{-1}\right)_{+}=0$, and by using (2.7b) we have

$$
\begin{aligned}
& \operatorname{Res}_{\partial} W_{z} W^{-1} \partial^{m}=\operatorname{Res}_{\lambda} W_{z} \mathrm{e}^{\xi} \cdot(-\partial)^{m} W^{*-1} \mathrm{e}^{-\xi} \\
& =\operatorname{Res}_{\lambda} w_{z}(z, \mathbf{t}, \lambda) \cdot(-\partial)^{m} w^{*}(z, \mathbf{t}, \lambda)=q(-\partial)^{m} r \quad(\text { for } m>0),
\end{aligned}
$$

which means $W_{z} W^{-1}=\sum_{m=0}^{\infty} q(-\partial)^{m}(r) \partial^{-m-1}=q \partial^{-1} r$, namely, $W_{z}=q \partial^{-1} r W$.
As the final step, we will prove (2.1c) and (2.1d). We have already proved $W_{t_{n}}=-L_{-}^{n} W$, which implies $w_{t_{n}}=L_{+}^{n}(w)$. Then according to (2.7c), we find

$$
\begin{aligned}
q_{t_{n}}(z, \mathbf{t}) & =-\operatorname{Res}_{\lambda} w_{t_{n}}(z, \mathbf{t}, \lambda) \cdot \partial^{-1}\left(q\left(z, \mathbf{t}^{\prime}\right) w^{*}\left(z, \mathbf{t}^{\prime}, \lambda\right)\right) \\
& =L_{+}^{n}\left(-\operatorname{Res}_{\lambda} w(z, \mathbf{t}, \lambda) \cdot \partial^{-1}\left(q\left(z, \mathbf{t}^{\prime}\right) w^{*}\left(z, \mathbf{t}^{\prime}, \lambda\right)\right)\right) \\
& =L_{+}^{n}(q(z, \mathbf{t})) .
\end{aligned}
$$

In a similar way, we can find (2.1d) by using (2.7d).

## 3. Bilinear Identity for the Extended KP Hierarchy

In [26], we defined a new extended KP hierarchy. The key idea is to combine a specific $k$-th order flow of KP hierarchy with the squared eigenfunction symmetry flow like (2.1b). In this way, we found two types of KP hierarchy with self-consistent sources and their Lax representations.

In $[14,15,41]$, the Hirota's bilinear equations for some $(2+1)$ D integrable equations with sources are constructed by source generation procedure. For the case of KP equation, they found
that these Hirota's bilinear equations correspond to the first and second type of KP equation with self-consistent sources.

It is well-known that the bilinear identities are generating equations for Hirota bilinear equations of the KP hierarchy. The natural questions are how to find the bilinear identities for the extended KP hierarchy and how to derive Hirota's bilinear equations from them. So in this section, we will give a detailed construction on how to derive the bilinear identities for the extended KP hierarchy (3.1).

We remind that the extended KP hierarchy (for a fixed $k$ )

$$
\begin{align*}
\partial_{t_{n}} L & =\left[L_{+}^{n}, L\right] \quad(n \neq k)  \tag{3.1a}\\
\partial_{i_{k}} L & =\left[L_{+}^{k}+q \partial^{-1} r, L\right]  \tag{3.1b}\\
\partial_{t_{n}} q & =L_{+}^{n}(q)  \tag{3.1c}\\
\partial_{t_{n}} r & =-\left(L_{+}^{n}\right)^{*}(r) \tag{3.1d}
\end{align*}
$$

is constructed by replacing an arbitrary fixed $k$-th flow $\partial_{t_{k}}$ by $\partial_{\bar{t}_{k}}$ where the $\bar{t}_{k}$-flow is a combination of $\partial_{t_{k}}$ - and $\partial_{z}$-flow given by (3.1b). Functions $q$ and $r$ are eigenfunction and adjoint eigenfunction satisfying (3.1c) and (3.1d), respectively. Note that $q$ and $r$ depend on $\bar{t}_{k}$ rather than $t_{k}$ in the extendeded KP hierarchy (3.1).

Remark 3.1. In order to simplify the notions, we will still use the symbols $w(z, \mathbf{t}, \boldsymbol{\lambda}), w^{*}(z, \mathbf{t}, \boldsymbol{\lambda})$, $q(z, \mathbf{t}), r(z, \mathbf{t}), L, W$, etc., in this and the following sections, but they correspond to the case of the extended KP hierarchy (3.1), for example, from now on, $\mathbf{t}=\left(t_{1}, t_{2}, \ldots, t_{k-1}, \bar{t}_{k}, t_{k+1}, \ldots\right)$.

To find the bilinear identity for the extended KP hierarchy (3.1), the key idea is supposing that $L$ depends on the auxiliary variable $z$, whose evolution is given by (2.1b).

Then we assume that the dressing operator for $L$ with auxiliary variable $z$ is given by $W=$ $1+\sum_{i \geqslant 1} w_{i}(z, \mathbf{t}) \partial^{-i}$. And the evolution of $W$ with respect to $z$ and $\bar{t}_{k}$ are given by (2.2) and

$$
\begin{equation*}
\partial_{\hat{t}_{k}} W=-L_{-}^{k} W+q \partial^{-1} r W . \tag{3.2}
\end{equation*}
$$

The definition forms for wave function and adjoint wave function are the same as (2.3) except for the functions depending on $\bar{t}_{k}$ rather than $t_{k}$, e.g., $\xi(\mathbf{t}, \lambda)=\bar{t}_{k} \lambda^{k}+\sum_{i \neq k} t_{i} \lambda^{i}$.

Then we can prove the following theorem.
Theorem 3.1. The bilinear identity for the extended KP hierarchy (3.1) is given by the following sets of residue identities with auxiliary variable $z$ :

$$
\begin{align*}
& \operatorname{Res}_{\lambda} w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right) \cdot w^{*}\left(z-\bar{t}_{k}^{\prime}, \mathbf{t}^{\prime}, \lambda\right)=0,  \tag{3.3a}\\
& \operatorname{Res}_{\lambda} w_{z}\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right) \cdot w^{*}\left(z-\bar{t}_{k}^{\prime}, \mathbf{t}^{\prime}, \lambda\right)=q\left(z-\bar{t}_{k}, \mathbf{t}\right) r\left(z-\bar{t}_{k}^{\prime}, \mathbf{t}^{\prime}\right),  \tag{3.3b}\\
& \operatorname{Res}_{\lambda} w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right) \cdot \partial^{-1}\left(q\left(z-\bar{t}_{k}^{\prime}, \mathbf{t}^{\prime}\right) w^{*}\left(z-\bar{t}_{k}^{\prime}, \mathbf{t}^{\prime}, \lambda\right)\right)=-q\left(z-\bar{t}_{k}, \mathbf{t}\right),  \tag{3.3c}\\
& \operatorname{Res}_{\lambda} \partial^{-1}\left(r\left(z-\bar{t}_{k}, \mathbf{t}\right) w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)\right) \cdot w^{*}\left(z-\bar{t}_{k}^{\prime}, \mathbf{t}^{\prime}, \lambda\right)=r\left(z-\bar{t}_{k}^{\prime}, \mathbf{t}^{\prime}\right), \tag{3.3d}
\end{align*}
$$

where the inverse of $\partial$ is understood as pseudo-differential operator acting on an exponential function, e.g., $\partial^{-1}(r w)=\left(\partial^{-1} r W\right)\left(e^{\xi}\right)$.
Proof. We notice that $\frac{d}{d \bar{t}_{k}} w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)=w_{\bar{t}_{k}}\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)-w_{z}\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)=L_{+}^{k}(w)$. The $\lambda$-residue of $\left[\frac{d}{d t_{k}} w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)\right] w^{*}\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)$ simply vanishes according to Lemma 2.1. The same is true for
the $\lambda$-residues of arbitrary mixed derivatives $\left[\frac{d \sum m_{i}}{d t_{1}^{m_{1}} d t_{2}^{m_{2}} \ldots} w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)\right] w^{*}\left(z-\bar{t}_{k}, \mathbf{t}, \boldsymbol{\lambda}\right)$. Then identity (3.3a) holds.

The proofs of (3.3b)-(3.3d) are almost the same as the proofs of (2.7b)-(2.7d). One should notice again that $\frac{d}{d \bar{t}_{k}} w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)=L_{+}^{k}(w)$.

Theorem 3.2. Suppose that there are (adjoint) wave functions

$$
w(z, \mathbf{t}, \lambda)=\left(\sum_{i \geqslant 0} w_{i}(z, \mathbf{t}) \lambda^{-i}\right) e^{\xi(\mathbf{t}, \lambda)}, \quad w^{*}(z, \mathbf{t}, \lambda)=\left(\sum_{i \geqslant 0} \tilde{w}_{i}(z, \mathbf{t}) \lambda^{-i}\right) e^{-\xi(\mathbf{t}, \lambda)}
$$

(with $w_{0}=\tilde{w}_{0}=1$ ), $q(z, \mathbf{t})$ and $r(z, \mathbf{t})$ satisfying the bilinear relations (3.3), then the pseudodifferential operator $L=W \partial W^{-1}, W=\sum_{i \geqslant 0} w_{i}(z, \mathbf{t}) \partial^{-i}$, and functions $q$ and $r$ give a solution to the extended KP hierarchy (3.1).
Proof. Let us define $\tilde{W}:=\sum_{i \geqslant 0} \tilde{w}_{i}(z, \mathbf{t}) \partial^{-i}$. With the same argument as in Theorem 2.1, we will find that $\tilde{W}=\left(W^{-1}\right)^{*}$. Then from (3.3b) and Lemma 2.1, we find that for any $m>0$,

$$
\operatorname{Res}_{\partial} W_{z} W^{-1}(-\partial)^{m}=q \partial^{m}(r),
$$

which means $\left(W_{z} W^{-1}\right)_{-}=q \partial^{-1} r$. Notice that the non-negative part of $W_{z} W^{-1}$ vanishes, so we have $W_{z}=q \partial^{-1} r W$.

Next, from the coefficient of Taylor expansion of (3.3a), we find

$$
\operatorname{Res} \lambda \frac{d}{d \bar{t}_{k}} w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right) \cdot \partial^{m} w^{*}\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)=0 .
$$

By realizing that $\frac{d}{d \bar{t}_{k}} w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)$ is $\left(\frac{d}{d \bar{t}_{k}} W\left(z-\bar{t}_{k}, \mathbf{t}\right)+L^{k} W\right) \exp (\xi(\mathbf{t}, \lambda))$ and using Lemma 2.1, we find

$$
\operatorname{Res}_{\partial}\left(\frac{d}{d \bar{t}_{k}} W\left(z-\bar{t}_{k}, \mathbf{t}\right)+L_{-}^{k} W\right) W^{-1}(-\partial)^{m}=0, \quad(\text { for } m>0)
$$

which means $\frac{d}{d \bar{t}_{k}} W\left(z-\bar{t}_{k}, \mathbf{t}\right)=-L_{-}^{k} W$. Hence $\partial_{\bar{t}_{k}} W(z, \mathbf{t})=\left(-L_{-}^{k}+q \partial^{-1} r\right) W$.
For equations (3.1c) and (3.1d), the proof can be done by differentiating (3.3c) and (3.3d) directly. Since $\partial_{t_{n}} w=L_{+}^{n}(w), \partial_{t_{n}} w^{*}=-\left(L_{+}^{n}\right)^{*}\left(w^{*}\right)$, the rest of proof is obvious.

## 4. Tau-Function for the Extended KP Hierarchy

The existence of $\tau$-function for original bilinear identity of KP hierarchy is proved in [6]. In our case, the wave function $w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)$ and $w^{*}\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)$ satisfy exactly the same bilinear identity (3.3a) as the original KP case if one considers $z$ as an additional parameter. So it is reasonable to assume the existence of $\tau$-function and make the following ansatz:

$$
\begin{align*}
& w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)=\frac{\tau\left(z-\bar{t}_{k}+\frac{1}{k \lambda^{k}}, \mathbf{t}-[\lambda]\right)}{\tau\left(z-\bar{t}_{k}, \mathbf{t}\right)} \cdot \exp \xi(\mathbf{t}, \boldsymbol{\lambda}),  \tag{4.1a}\\
& w^{*}\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)=\frac{\tau\left(z-\bar{t}_{k}-\frac{1}{k \lambda^{k}}, \mathbf{t}+[\lambda]\right)}{\tau\left(z-\bar{t}_{k}, \mathbf{t}\right)} \cdot \exp (-\xi(\mathbf{t}, \lambda)), \tag{4.1b}
\end{align*}
$$

where $[\lambda]=\left(\frac{1}{\lambda}, \frac{1}{2 \lambda^{2}}, \frac{1}{3 \lambda^{3}}, \cdots\right)$. According to [4], we should make further assumptions:

$$
\begin{equation*}
q(z, \mathbf{t})=\frac{\sigma(z, \mathbf{t})}{\tau(z, \mathbf{t})}, \quad r(z, \mathbf{t})=\frac{\rho(z, \mathbf{t})}{\tau(z, \mathbf{t})} . \tag{4.1c}
\end{equation*}
$$

Then, similar with [4], we have the following results.

$$
\begin{align*}
& \partial^{-1}\left(r\left(z-\bar{t}_{k}, \mathbf{t}\right) w\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)\right)=\frac{\rho\left(z-\bar{t}_{k}+\frac{1}{k \lambda^{k}}, \mathbf{t}-[\lambda]\right)}{\lambda \tau\left(z-\bar{t}_{k}, \mathbf{t}\right)} e^{\xi(\mathbf{t}, \lambda)},  \tag{4.1d}\\
& \partial^{-1}\left(q\left(z-\bar{t}_{k}, \mathbf{t}\right) w^{*}\left(z-\bar{t}_{k}, \mathbf{t}, \lambda\right)\right)=\frac{-\sigma\left(z-\bar{t}_{k}-\frac{1}{k \lambda^{k}}, \mathbf{t}+[\lambda]\right)}{\lambda \tau\left(z-\bar{t}_{k}, \mathbf{t}\right)} e^{-\xi(\mathbf{t}, \lambda)} . \tag{4.1e}
\end{align*}
$$

To find Hirota's bilinear equations for extended KP hierarchy (3.1), we substitute (4.1) into (3.3), and get

$$
\begin{align*}
& \operatorname{Res}_{\lambda} \bar{\tau}(z, \mathbf{t}-[\lambda]) \bar{\tau}\left(z, \mathbf{t}^{\prime}+[\lambda]\right) e^{\xi\left(\mathbf{t}-\mathbf{t}^{\prime}, \lambda\right)}=0,  \tag{4.2a}\\
& \operatorname{Res}_{\lambda} \bar{\tau}_{z}(z, \mathbf{t}-[\lambda]) \bar{\tau}\left(z, \mathbf{t}^{\prime}+[\lambda]\right) e^{\xi\left(\mathbf{t} \mathbf{t}^{\prime}, \lambda\right)} \\
& \quad-\operatorname{Res}_{\lambda} \bar{\tau}(z, \mathbf{t}-[\lambda])\left(\partial_{z} \log \bar{\tau}(z, \mathbf{t})\right) \bar{\tau}\left(z, \mathbf{t}^{\prime}+[\lambda]\right) e^{\xi\left(\mathbf{t}-\mathbf{t}^{\prime}, \lambda\right)} \\
& =\begin{array}{c}
=\bar{\sigma}(z, \mathbf{t}) \bar{\rho}\left(z, \mathbf{t}^{\prime}\right),
\end{array}  \tag{4.2b}\\
& \operatorname{Res}_{\lambda} \lambda^{-1} \bar{\tau}(z, \mathbf{t}-[\lambda]) \bar{\sigma}\left(z, \mathbf{t}^{\prime}+[\lambda]\right) e^{\xi\left(\mathbf{t} \mathbf{- \mathbf { t } ^ { \prime } , \lambda )}=\bar{\sigma}(z, \mathbf{t}) \bar{\tau}\left(z, \mathbf{t}^{\prime}\right),\right.}  \tag{4.2c}\\
& \operatorname{Res}_{\lambda} \lambda^{-1} \bar{\rho}(z, \mathbf{t}-[\lambda]) \bar{\tau}\left(z, \mathbf{t}^{\prime}+[\lambda]\right) e^{\xi\left(\mathbf{t}-\mathbf{t}^{\prime}, \lambda\right)}=\bar{\rho}\left(z, \mathbf{t}^{\prime}\right) \bar{\tau}(z, \mathbf{t}) . \tag{4.2d}
\end{align*}
$$

Here the bar ${ }^{-}$over a function $f(z, \mathbf{t})$ is defined as $\bar{f}(z, \mathbf{t}) \equiv f\left(z-\bar{t}_{k}, \mathbf{t}\right)$, e.g, $\bar{\tau}(z, \mathbf{t}-[\lambda]) \equiv \tau\left(z-\left(\bar{t}_{k}-\right.\right.$ $\left.\left.\frac{1}{k \lambda^{k}}\right), \mathbf{t}-[\lambda]\right), \bar{\tau}\left(z, \mathbf{t}^{\prime}+[\lambda]\right) \equiv \tau\left(z-\left(\bar{t}_{k}+\frac{1}{k \lambda^{k}}\right), \mathbf{t}^{\prime}+[\lambda]\right)$. After setting $\mathbf{t}$ as $\mathbf{t}+\mathbf{y}$ and $\mathbf{t}^{\prime}$ as $\mathbf{t}-\mathbf{y}$ in (4.2) with $\mathbf{y}=\left(y_{1}, y_{2}, \ldots\right)$, We can write (4.2) as the following systems with Hirota bilinear derivatives $\tilde{D}$ and $D_{i}$ 's:

$$
\left.\begin{array}{l}
\sum_{i \geqslant 0} p_{i}(2 \mathbf{y}) p_{i+1}(-\tilde{D}) \exp \left(\sum_{j \geqslant 1} y_{j} D_{j}\right) \bar{\tau}(z, \mathbf{t}) \cdot \bar{\tau}(z, \mathbf{t})=0, \\
\begin{array}{rl}
\sum_{i \geqslant 0} p_{i}(2 \mathbf{y}) p_{i+1}(-\tilde{D}) \exp \left(\sum_{j \geqslant 1} y_{j} D_{j}\right) \\
\quad \bar{\tau}_{z}(z, \mathbf{t}) \cdot \bar{\tau}(z, \mathbf{t})
\end{array} \\
\quad-\sum_{i \geqslant 0} p_{i}(2 \mathbf{y})\left(\partial_{z} \log \bar{\tau}(z, \mathbf{t}+\mathbf{y})\right) p_{i+1}(-\tilde{D}) \bar{\tau}(z, \mathbf{t}+\mathbf{y}) \cdot \bar{\tau}(z, \mathbf{t}-\mathbf{y}) \\
\\
=\exp \left(\sum_{j \geqslant 1} y_{j} D_{j}\right) \bar{\sigma}(z, \mathbf{t}) \cdot \bar{\rho}(z, \mathbf{t})
\end{array}\right\} \begin{aligned}
& \sum_{i \geqslant 0} p_{i}(2 \mathbf{y}) p_{i}(-\tilde{D}) \exp \left(\sum_{j \geqslant 1} y_{j} D_{j}\right) \bar{\tau}(z, \mathbf{t}) \cdot \bar{\sigma}(z, \mathbf{t})=\exp \left(\sum_{j \geqslant 1} y_{j} D_{j}\right) \bar{\sigma}(z, \mathbf{t}) \cdot \bar{\tau}(z, \mathbf{t}), \\
& \sum_{i \geqslant 0} p_{i}(2 \mathbf{y}) p_{i}(-\tilde{D}) \exp \left(\sum_{j \geqslant 1} y_{j} D_{j}\right) \bar{\rho}(z, \mathbf{t}) \cdot \bar{\tau}(z, \mathbf{t})=\exp \left(\sum_{j \geqslant 1} y_{j} D_{j}\right) \bar{\tau}(z, \mathbf{t}) \cdot \bar{\rho}(z, \mathbf{t}), \tag{4.3d}
\end{aligned}
$$

where $\tilde{D}=\left(D_{1}, \frac{1}{2} D_{2}, \frac{1}{3} D_{3}, \cdots\right), D_{i}$ is the well-known Hirota bilinear derivative $D_{i} f \cdot g=f_{t_{i}} g-f g_{t_{i}}$, and $p_{i}(\mathbf{t})$ is the $i$-th Schur polynomial, whose generating function is given by

$$
\exp \sum_{i=1}^{\infty} y_{i} \lambda^{i}=\sum_{i=0}^{\infty} p_{i}(\mathbf{y}) \lambda^{i}
$$

Remark 4.1. The zero-th order term in (4.3b) (with $y_{j}=0 \forall j$ ) can be written in the following forms with Hirota's operator

$$
\sigma \rho+D_{x} \tau_{z} \cdot \tau=\sigma \rho+D_{z} \tau_{x} \cdot \tau=\sigma \rho+\frac{1}{2} D_{x} D_{z} \tau \cdot \tau=0
$$

Note that (4.3) is the generating equations of Hirota's bilinear equations for the extended KP hierarchy (3.1), where the dependence of auxiliary parameter $z$ can be eliminated if one wants to convert bilinear equations to PDEs. In the following sections we will give several examples to show the Hirota's bilinear forms for the nonlinear evolution equations in extended KP hierarchy and how it can be transformed back to nonlinear PDEs (which will correspond to the well-known KPSCS-I and II, etc.).

Example 4.1 (First type of KP equation with a source (KPSCS-I) [15, 26, 31, 33], i.e., the extended KP hierarchy (3.1) for $n=2$ and $k=3$ ). The Hirota equations for the KPSCS-I can be obtained as

$$
\begin{array}{lr}
D_{x} \tau_{z} \cdot \tau+\sigma \rho=0, & \text { by }(4.3 \mathrm{~b}) \text { with } y_{j}=0 \\
\left(D_{x}^{4}+3 D_{t_{2}}^{2}-4 D_{x}\left(D_{\bar{t}_{3}}-D_{z}\right)\right) \tau \cdot \tau=0, & \text { by }(4.3 \mathrm{a}) \text { in } y_{3} \\
\left(D_{t_{2}}+D_{x}^{2}\right) \tau \cdot \sigma=0, & \text { by }(4.3 \mathrm{c}) \text { in } y_{2} \\
\left(D_{t_{2}}+D_{x}^{2}\right) \rho \cdot \tau=0, & \text { by }(4.3 \mathrm{~d}) \text { in } y_{2} \tag{4.4d}
\end{array}
$$

where $D_{z}$ is Hirota's derivative, i.e., $D_{z} f(z) \cdot g(z)=f_{z} g-f g_{z}$. Note that from the definition of $\bar{\tau}$, we know that $D_{\bar{t}_{3}} \bar{\tau} \cdot \bar{\tau}=\left(D_{\bar{t}_{3}}-D_{z}\right) \tau \cdot \tau$, which interprets the appearance of this term in the second equation.

Example 4.2 (Second type of KP with a source (KPSCS-II) [15, 26, 31, 33], i.e., the extended KP hierarchy (3.1) for $n=3$ and $k=2$ ). The Hirota equations for the KPSCS-II can be obtained as

$$
\begin{array}{lr}
D_{x} \tau_{z} \cdot \tau+\sigma \rho=0, & \text { by }(4.3 \mathrm{~b}) \text { with } y_{j}=0 \\
\left(D_{x}^{4}+3\left(D_{\bar{t}_{2}}-D_{z}\right)^{2}-4 D_{x} D_{t_{3}}\right) \tau \cdot \tau=0, & \text { by }(4.3 \mathrm{a}) \text { in } y_{3} \\
\left(\left(D_{\bar{t}_{2}}-D_{z}\right)+D_{x}^{2}\right) \tau \cdot \sigma=0, & \text { by }(4.3 \mathrm{c}) \text { in } y_{2} \\
\left(\left(D_{\bar{t}_{2}}-D_{z}\right)+D_{x}^{2}\right) \rho \cdot \tau=0 . & \text { by }(4.3 \mathrm{~d}) \text { in } y_{2} \\
\left(4 D_{t_{3}}-D_{x}^{3}+3 D_{x}\left(D_{\bar{t}_{2}}-D_{z}\right)\right) \tau \cdot \sigma=0, & \text { by }(4.3 \mathrm{c}) \text { in } y_{3} \\
\left(4 D_{t_{3}}-D_{x}^{3}+3 D_{x}\left(D_{\bar{t}_{2}}-D_{z}\right)\right) \rho \cdot \tau=0, & \text { by }(4.3 \mathrm{~d}) \text { in } y_{3} \tag{4.5f}
\end{array}
$$

It seems that the Hirota bilinear equations (4.5) obtained here for KPSCS-II are simpler than the results by Hu and Wang [15].

Example 4.3 (The extended KP hierarchy (3.1) for $n=4$ and $k=2$ [26]). The Hirota bilinear equations for this system can be obtained as

$$
\begin{aligned}
& D_{x} \tau_{z} \cdot \tau+\sigma \rho=0 \\
& \left(D_{x}^{4}+3\left(D_{\bar{t}_{2}}-D_{z}\right)^{2}-4 D_{x} D_{t_{3}}\right) \tau \cdot \tau=0 \\
& \left(3 D_{x} D_{t_{4}}-2\left(D_{\bar{t}_{2}}-D_{z}\right) D_{t_{3}}-D_{x}^{3}\left(D_{\bar{t}_{2}}-D_{z}\right)\right) \tau \cdot \tau=0 \\
& \left(\left(D_{\bar{t}_{2}}-D_{z}\right)+D_{x}^{2}\right) \tau \cdot \sigma=0 \\
& \left(\left(D_{\bar{t}_{2}}-D_{z}\right)+D_{x}^{2}\right) \rho \cdot \tau=0 \\
& \left(4 D_{t_{3}}-D_{x}^{3}+3 D_{x}\left(D_{\bar{t}_{2}}-D_{z}\right)\right) \tau \cdot \sigma=0 \\
& \left(4 D_{t_{3}}-D_{x}^{3}+3 D_{x}\left(D_{\bar{t}_{2}}-D_{z}\right)\right) \rho \cdot \tau=0 \\
& \left(18 D_{t_{4}}+D_{x}^{4}-6 D_{x}^{2}\left(D_{\bar{t}_{2}}-D_{z}\right)+3\left(D_{\bar{t}_{2}}-D_{z}\right)^{2}+8 D_{x} D_{t_{3}}\right) \tau \cdot \sigma=0 \\
& \left(18 D_{t_{4}}+D_{x}^{4}-6 D_{x}^{2}\left(D_{\bar{t}_{2}}-D_{z}\right)+3\left(D_{\bar{t}_{2}}-D_{z}\right)^{2}+8 D_{x} D_{t_{3}}\right) \rho \cdot \tau=0
\end{aligned}
$$

by (4.3b) with $y_{j}=0$, (4.6a)
by (4.3a) in $y_{3},(4.6 b)$
by (4.3a) in $y_{4}, \quad$ (4.6c)
by (4.3c) in $y_{2}, \quad$ (4.6d)
by (4.3d) in $y_{2}$, (4.6e)
by (4.3c) in $y_{3}$, (4.6f)
by $(4.3 \mathrm{~d})$ in $y_{3},(4.6 \mathrm{~g})$
by (4.3c) in $y_{4}, \quad(4.6 \mathrm{~h})$
by $(4.3 \mathrm{~d})$ in $y_{4}$. (4.6i)

## 5. Back to Nonlinear Equations from Hirota's Bilinear Equations

To see the nonlinear PDEs corresponding to the Hirota's bilinear equations ((4.4), (4.5) and (4.6)) in previous examples, we convert the bilinear equations back to nonlinear PDEs in this section. It is not as simple as generating special bilinar equations. We use the method given by [13].

Consider the following identities

$$
\begin{align*}
& \exp \left(\sum_{i} \delta_{i} D_{i}\right) \rho \cdot \tau=e^{2 \cosh \left(\sum_{i} \delta_{i} \partial_{i}\right) \log \tau} \cdot e^{\sum_{i} \delta_{i} \partial_{i}}(\rho / \tau)  \tag{5.1a}\\
& \cosh \left(\sum_{i} \delta_{i} D_{i}\right) \tau \cdot \tau=e^{2 \cosh \left(\sum_{i} \delta_{i} \partial_{i}\right) \log \tau} \tag{5.1b}
\end{align*}
$$

Remark 5.1. Note that in this section, $D_{i} f \cdot g \stackrel{\text { def }}{=} f_{t_{i}} g-f g_{t_{i}}$.

The identities (5.1) are easy to prove. One should notice the definitions of operator $D_{i}$, for example, (5.1a) is proved by checking from left hand side:

$$
\begin{aligned}
\text { 1.h.s. }= & \rho\left(t_{1}+\delta_{1}, t_{2}+\delta_{2}, \cdots\right) \tau\left(t_{1}-\delta_{1}, t_{2}-\delta_{2}, \cdots\right) \\
\text { r.h.s. }= & \exp \left[\left(e^{\sum_{i} \delta_{i} \partial_{i}}+e^{-\sum_{i} \delta_{i} \partial_{i}}\right) \log \tau\right] \cdot \frac{\rho\left(t_{1}+\delta_{1}, t_{2}+\delta_{2}, \cdots\right)}{\tau\left(t_{1}+\delta_{1}, t_{2}+\delta_{2}, \cdots\right)} \\
= & \exp \left[\log \tau\left(t_{1}+\delta_{1}, t_{2}+\delta_{2}, \cdots\right)+\log \tau\left(t_{1}-\delta_{1}, t_{2}-\delta_{2}, \cdots\right)\right] \\
& \cdot \frac{\rho\left(t_{1}+\delta_{1}, t_{2}+\delta_{2}, \cdots\right)}{\tau\left(t_{1}+\delta_{1}, t_{2}+\delta_{2}, \cdots\right)} \\
= & \rho\left(t_{1}+\delta_{1}, t_{2}+\delta_{2}, \cdots\right) \tau\left(t_{1}-\delta_{1}, t_{2}-\delta_{2}, \cdots\right)
\end{aligned}
$$

Using the transformations $u \stackrel{\text { def }}{=} \partial_{x}^{2} \log \tau\left(x \equiv t_{1}\right), r \stackrel{\text { def }}{=} \rho / \tau, q \stackrel{\text { def }}{=} \sigma / \tau$, we can rewrite (5.1) into the following form.

$$
\begin{align*}
& \frac{1}{\tau^{2}} \sum_{n=0}^{\infty} \frac{\left(\sum_{i} \delta_{i} D_{i}\right)^{n}}{n!} \rho \cdot \tau=\exp \left[2 \sum_{n=1}^{\infty} \frac{\sum_{i}\left(\delta_{i} \partial_{i}\right)^{2 n}}{(2 n)!} \partial^{-2} u\right] \cdot e^{\sum_{i} \delta_{i} \partial_{i}} r  \tag{5.2a}\\
& \frac{1}{\tau^{2}} \sum_{n=0}^{\infty} \frac{\left(\sum_{i} \delta_{i} D_{i}\right)^{2 n}}{(2 n)!} \tau \cdot \tau=\exp \left[2 \sum_{n=1}^{\infty} \frac{\left(\sum_{i} \delta_{i} \partial_{i}\right)^{2 n}}{(2 n)!} \partial^{-2} u\right] \tag{5.2b}
\end{align*}
$$

Thus, relations between the Hirota bilinear derivatives and the usual partial derivatives are established. We list some of these relations in Table 1.

Table 1. The relations between Hirota derivatives on tau-function and the usual derivatives.

| $\frac{D_{1}^{2} \tau \cdot \tau}{\tau^{2}}$ | $\frac{D_{1} D_{2} \tau \cdot \tau}{\tau^{2}}$ | $\frac{D_{1} D_{3} \tau \cdot \tau}{\tau^{2}}$ | $\frac{D_{1} D_{4} \tau \cdot \tau}{\tau^{2}}$ |
| :---: | :---: | :---: | :---: |
| $2 u$ | $2 \partial^{-1} u_{2}$ | $2 \partial^{-1} u_{3}$ | $2 \partial^{-1} u_{4}$ |
| $\frac{D_{2} D_{3} \tau \cdot \tau}{\tau^{2}}$ | $\frac{D_{1}^{3} D_{2} \tau \cdot \tau}{\tau^{2}}$ | $\frac{D_{1}^{4} \tau \cdot \tau}{\tau^{2}}$ | $\ldots$ |
| $2 \partial^{-2} u_{2,3}$ | $2 u_{1,2}+12 u\left(\partial^{-1} u_{2}\right)$ | $2 u_{1,1}+12 u^{2}$ | $\ldots$ |
| $\frac{D_{1} \rho \cdot \tau}{\tau^{2}}$ | $\frac{D_{2} \rho \cdot \tau}{\tau^{2}}$ | $\frac{D_{3} \rho \cdot \tau}{\tau^{2}}$ | $\frac{D_{4} \rho \cdot \tau}{\tau^{2}}$ |
| $r_{1}$ | $r_{2}$ | $\frac{r_{3}}{r_{4}}$ |  |
| $\frac{D_{1}^{2} \rho \cdot \tau}{\tau^{2}}$ | $\frac{D_{1} D_{2} \rho \cdot \tau}{\tau^{2}}$ | $\frac{D_{1} D_{3} \rho \cdot \tau}{\tau^{2}}$ | $\frac{D_{2}^{2} \rho \cdot \tau}{\tau^{2}}$ |
| $r_{1,1}+2 u r$ | $r_{1,2}+2 r \partial^{-1} u_{2}$ | $r_{1,3}+2 r \partial^{-1} u_{3}$ | $r_{2,2}+2 r \partial^{-2} u_{2,2}$ |
| $\frac{D_{1}^{3} \rho \cdot \tau}{\tau^{2}}$ | $\frac{D_{1}^{2} D_{2} \rho \cdot \tau}{\tau^{2}}$ | $\frac{D_{1}^{4} \rho \cdot \tau}{\tau^{2}}$ | $\ldots$ |
| $r_{1,1,1}+6 u r_{1}$ | $r_{1,1,2}+2 u r_{2}+4 r_{1} \partial^{-1} u_{2}$ | $r_{1,1,1,1+12 u r_{1,1}}$ | $\ldots$ |

Note: The subscripts $i, j, \ldots$ of $u_{i, j, \ldots}$ and $r_{i, j, \ldots}$ denote the derivatives with respect to the variables $t_{i}, t_{j}, \ldots$.

Example 5.1. The Hirota's bilinear equations (4.4) in Example 4.1 can be translated back to nonlinear PDEs as $\left(y \equiv t_{2}\right)$

$$
\begin{aligned}
& \partial_{z} \partial^{-1} u+q r=0, \\
& \left(u_{x x x}+12 u u_{x}-4 u_{\bar{T}_{3}}+4 u_{z}\right)_{x}+3 u_{y y}=0, \\
& q_{y}=q_{x x}+2 u q, \\
& r_{y}=-r_{x x}-2 u r .
\end{aligned}
$$

If we eliminate auxiliary variable $z$ from the above equations, we get the first type of KP equation with a source $[15,26,31,33]$

$$
\begin{align*}
& \left(4 u_{\bar{F}_{3}}-u_{x x x}-12 u u_{x}\right)_{x}-3 u_{y y}+4(q r)_{x x}=0,  \tag{5.3a}\\
& q_{y}=q_{x x}+2 u q,  \tag{5.3b}\\
& r_{y}=-r_{x x}-2 u r, \tag{5.3c}
\end{align*}
$$

whose soliton solutions can be obtained by dressing method [27] and Hirota method [15].
Example 5.2. The Hirota's bilinear equations (4.5) in Example 4.2 can be translated back to nonlinear PDEs as $\left(y \equiv \bar{t}_{2}, t \equiv t_{3}\right)$

$$
\begin{aligned}
& \partial_{z} \partial^{-1} u+q r=0, \\
& \left(u_{x x x}+12 u u_{x}-4 u_{t z}\right)_{x}+3\left(\partial_{y}-\partial_{z}\right)^{2} u=0, \\
& q_{y}-q_{z}=q_{x x}+2 u q, \\
& r_{y}-r_{z}=-r_{x x}-2 u r, \\
& -4 q_{t}+q_{x x x}+6 u q_{x}+3 q_{x y}-3 q_{x z}+6 q \partial_{y} \partial^{-1} u-6 q \partial_{z} \partial^{-1} u=0, \\
& 4 r_{t}-r_{x x x}-6 u r_{x}+3 r_{x y}-3 r_{x z}+6 r \partial_{y} \partial^{-1} u-6 r \partial_{z} \partial^{-1} u=0 .
\end{aligned}
$$

By eliminating auxiliary variable $z$, we reach the second type of KP equation with a source $[15,26$, 31,33]

$$
\begin{align*}
& \left(4 u_{t}-u_{x x x}-12 u u_{x}\right)_{x}-3 u_{y y}=3\left[(q r)_{y}+\left(q_{x x} r-q r_{x x}\right)\right]_{x},  \tag{5.4a}\\
& q_{t}=q_{x x x}+3 u q_{x}+\frac{3}{2} u_{x} q+\frac{3}{2} q \partial^{-1} u_{y}+\frac{3}{2} q^{2} r,  \tag{5.4b}\\
& r_{t}=r_{x x x}+3 u r_{x}+\frac{3}{2} u_{x} r-\frac{3}{2} r \partial^{-1} u_{y}-\frac{3}{2} r^{2} q, \tag{5.4c}
\end{align*}
$$

whose soliton solutions can be obtained by dressing method [27] and Hirota method [15].
Example 5.3. The Hirota's bilinear equations (4.6) in Example 4.3 can be translated to nonlinear PDEs as $\left(y \equiv \bar{t}_{2}\right)$

$$
\begin{aligned}
& \partial_{z} \partial^{-1} u+q r=0, \\
& 2 u_{x x}+12 u^{2}+6 \partial^{-2}\left[\left(\partial_{y}-\partial_{z}\right)^{2} u\right]-8 \partial^{-1} u_{t_{3}}=0, \\
& 6 \partial^{-1} u_{t_{4}}-4 \partial^{-2}\left(u_{t_{3}, y}-u_{t_{3}, z}\right)-12 u \partial^{-1}\left(u_{y}-u_{z}\right)-2\left(u_{x y}-u_{x z}\right)=0, \\
& q_{y}=q_{z}+q_{x x}+2 u q, \\
& r_{y}=r_{z}-r_{x x}-2 u r, \\
& 4 q_{t_{3}}= \\
& 4 q_{x x x}+6 u q_{x}+3\left(q_{x y}-q_{x z}+2 q \partial^{-1}\left(u_{y}-u_{z}\right)\right), \\
& 4 r_{t_{3}}= \\
& r_{x x x}+6 u r_{x}-3\left(r_{x y}-r_{x z}+2 r \partial^{-1}\left(u_{y}-u_{z}\right)\right), \\
& 18 q_{t_{4}}= \\
& \quad q_{x x x x}+12 u q_{x x}+24 q_{x} \partial^{-1}\left(u_{y}-u_{z}\right)+\left(12 u^{2}+2 u_{x x}+16 \partial^{-1} u_{t_{3}}\right. \\
& \\
& \left.\quad+6 \partial^{-2}\left(\partial_{y}-\partial_{z}\right)^{2} u\right) q+12 u\left(q_{y}-q_{z}\right)+6\left(q_{x x y}-q_{x z}\right)+3\left(\partial_{y}-\partial_{z}\right)^{2} q+8 q_{x t_{3}}, \\
& 18 r_{t_{4}}= \\
& \\
& \quad-r_{x x x x}-12 u r_{x x}+24 r_{x} \partial^{-1}\left(u_{y}-u_{z}\right)-\left(12 u^{2}+2 u_{x x}+16 \partial^{-1} u_{t_{3}}\right. \\
& \\
& \left.\quad+6 \partial^{-2}\left(\partial_{y}-\partial_{z}\right)^{2} u\right) r+12 u\left(r_{y}-r_{z}\right)+6\left(r_{x x y}-r_{x x z}\right)-3\left(\partial_{y}-\partial_{z}\right)^{2} r-8 r_{x t_{3}} .
\end{aligned}
$$

Eliminating the $\partial_{z}$ and $\partial_{t_{3}}$ terms, we get the extended KP hierarchy (3.1) for $n=4$ and $k=2$ [26]

$$
\begin{align*}
2 u_{t_{4}}= & \partial^{-2} u_{y y y}+u_{x x y}+4\left(u^{2}\right)_{y}+4\left(\partial^{-1} u_{y}\right) u_{x}+8(u q r)_{x}+\partial^{-1}(q r)_{y y} \\
& +2\left(q_{x x} r+q r_{x x}\right)_{x}+\left(r q_{x}-q r_{x}\right)_{y}  \tag{5.5a}\\
q_{t_{4}}= & q_{x x x x}+4 u q_{x x}+\left(4 u_{x}+4 q r+2 \partial^{-1} u_{y}\right) q_{x}+\left(\partial^{-2} u_{y y}+\partial^{-1}(q r)_{y}\right. \\
& \left.+4 u^{2}+2 u_{x x}+u_{y}\right) q  \tag{5.5b}\\
-r_{t_{4}}= & r_{x x x x}+4 u r_{x x}+\left(4 u_{x}-4 q r-2 \partial^{-1} u_{y}\right) r_{x}+\left(\partial^{-2} u_{y y}+\partial^{-1}(q r)_{y}\right. \\
& \left.+4 u^{2}+2 u_{x x}-u_{y}\right) r \tag{5.5c}
\end{align*}
$$

whose Wronskian type solution (including soliton solutions) can be obtained by dressing method [27]. The correctness of (5.5) can be verified from the zero-curvature equation of extended KP hierarchy (3.1) with $n=4$ and $k=2$ :

$$
\begin{align*}
& B_{4, \bar{t}_{2}}-B_{2, t_{4}}+\left[B_{4}, B_{2}+q \partial^{-1} r\right]_{+}=0,  \tag{5.6a}\\
& \partial_{t_{4}} q=B_{4}(q),  \tag{5.6b}\\
& \partial_{t_{4}} r=-B_{4}^{*}(r) . \tag{5.6c}
\end{align*}
$$

In the expressions of (5.6), if we eliminate $u_{2}$ and $u_{3}$ in $\partial^{0}$ term by using $\partial^{2}$ and $\partial$ terms, we can verify that (5.6) is exactly (5.5).

## 6. Conclusion and Discussions

In this paper, we constructed the bilinear identities (3.3) for the extended KP hierarchy (3.1) defined in [26]. The bilinear identities (3.3) are used to derive the Hirota's bilinear equations (4.3) for all the zero-curvature forms of the extended KP hierarchy (3.1). We have shown that the Hirota's bilinear forms in Example 4.1 and Example 4.2 correspond to the KP equation with a self-consistent source (KPSCS-I and II). After translating the Hirota equations back to nonlinear PDEs, the correctness of our bilinear forms (3.3) are verified. Another forms of Hirota's bilinear equations for KPSCS-I and KPSCS-II have been given in [15] by using source generation procedure, where the auxiliary functions $P_{i}$ and $Q_{i}$ are introduced. In this paper, by introducing an auxiliary flow ( $\partial_{z}$-flow), the bilinear identity for the whole extended KP hierarchy and a simpler Hirota's form are obtained. To show the validity of our method, we gave an extra example in the extended KP hierarchy (Example 4.3).

There are some important applications of the bilinear identities for extended KP hierarchy. As we know, the quasi-periodic solutions for KP hierarchy can be constructed by using method in algebraic geometry, where the construction of wave functions (or Baker-Akhiezer functions as in quasi-periodic cases) are intimately related with bilinear identities, Riemann surfaces and divisors on it. It is very interesting to consider the quasi-periodic solutions for the extended KP hierarchy (3.1) when bilinear identities have been obtained in this paper. Another interesting problem is to consider the bilinear identities for other extended hierarchies, such as BKP, CKP, 2D Toda and discrete KP , etc. We will investigate these problems in the future.
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