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Abstract. Let ρ be a Drinfeld A-module with generic characteristic defined over an al-
gebraic function field. We prove that all of the algebraic relations among periods, quasi-
periods, and logarithms of algebraic points on ρ are those coming from linear relations
induced by endomorphisms of ρ.

1. Introduction

1.1. Drinfeld logarithms. In this paper we prove algebraic independence results about
periods, quasi-periods, logarithms, and quasi-logarithms on Drinfeld modules, which are
inspired by conjectures from the theory of elliptic curves and abelian varieties. More specif-
ically, let E be an elliptic curve defined over the algebraic numbers Q with Weierstrass
℘-function ℘(z). If E does not have complex multiplication, then one expects that the pe-
riods ω1, ω2 and quasi-periods η1, η2 of E are algebraically independent over Q; if E has
CM, one knows by a theorem of Chudnovsky that their transcendence degree is 2 over Q,
which also aligns with expectations. Furthermore, if u1, . . . , un are complex numbers with
℘(ui) ∈ Q∪{∞} that are linearly independent over End(E), then one expects that u1, . . . , un
are algebraically independent over Q. Now the Q-linear relations among the elliptic loga-
rithms or general abelian logarithms of algebraic points have been studied extensively in the
past several decades, but algebraic independence of these logarithms is still wide open (see
[3, 24]). In the present paper we prove complete analogues of these conjectures for Drinfeld
modules of arbitrary rank over general base rings.

Let Fq be a finite field of q elements in characteristic p. Let X be a smooth, projective,
geometrically connected curve over Fq. We fix a closed point ∞ on X, and denote by A the
ring of functions on X regular away from ∞. Let k be the function field of X over Fq, and
let k∞ be the completion of k at ∞. Let C∞ be the completion of a fixed algebraic closure
of k∞ at ∞, and let k be the algebraic closure of k in C∞.

In Drinfeld’s [11] seminal work on elliptic modules, one lets Λ ⊆ C∞ be an A-lattice of
projective rank r, i.e., a finitely generated discrete A-module in C∞, and then forms the
exponential function eΛ(z) := z

∏
06=λ∈Λ (1− z/λ). The Drinfeld A-module ρΛ of rank r

associated to Λ is the Fq-linear ring homomorphism from A into the endomorphism ring of
the additive group Ga/C∞ that satisfies eΛ(az) = ρΛ

a (eΛ(z)) for all a ∈ A. Thus ρΛ induces
an A-module structure on C∞, which is isomorphic to C∞/Λ via eΛ(z).
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We fix a rank r Drinfeld A-module ρ = ρΛ that is defined over k; i.e., as a polynomial in
the Frobenius endomorphism, the coefficients of each ρa are in k. Let expρ(z) := eΛ(z). We
set End(ρ) := {x ∈ C∞ | xΛ ⊆ Λ}, which can be identified with the endomorphism ring of
ρ, and let Kρ be its fraction field.

In analogy with the classical results of Schneider and Siegel on the transcendence of elliptic
logarithms of algebraic points, Yu [25] proved the transcendence of nonzero elements u ∈ C∞
with expρ(u) ∈ k. Yu [27] established further in this context the full analogue of Baker’s
celebrated theorem on the linear independence of logarithms of algebraic numbers. Our first
main result is stated as follows.

Theorem 1.1.1. Let ρ be a Drinfeld A-module defined over k. Let u1, . . . , un ∈ C∞ satisfy
expρ(ui) ∈ k for i = 1, . . . , n. If u1, . . . , un are linearly independent over Kρ, then they are

algebraically independent over k.

Previous work of the authors [7, 17] has established special cases of this theorem when A
is a polynomial ring and, either ρ has rank 1, i.e., the Carlitz module case, or ρ has rank 2
without CM and the characteristic is odd.

1.2. The period matrix and quasi-periodic functions. Based on the analogy between
Drinfeld modules and elliptic curves, Anderson, Deligne, Gekeler, and Yu developed a theory
of quasi-periodic functions for ρ and defined the de Rham group HDR(ρ) (see [13, 26]). The
group HDR(ρ) is an r-dimensional vector space over C∞ that parametrizes extensions of ρ by
Ga. Associated to each δ ∈ HDR(ρ) there is the entire quasi-periodic function Fδ(z), which
sets up the de Rham isomorphism (see [13]),

(1.2.1) δ 7→ (ω 7→ Fδ(ω)) : HDR(ρ)
∼→ HomA(Λ,C∞).

See §3.1 for details about the de Rham group and quasi-periodic functions.
Fixing a maximal k-linearly independent set {ω1, . . . , ωr} of Λ and a basis {δ1, . . . , δr} of

HDR(ρ) defined over k, the r × r matrix Pρ :=
(
Fδj(ωi)

)
is a period matrix of ρ. Although

the matrix Pρ is not uniquely defined, the field k(Pρ) is independent of the choices made.
Much as in the case of elliptic curves, δ1, . . . , δr can be chosen appropriately so that the
first column of Pρ consists of elements of Λ (periods of the first kind) and the entries of the
remaining columns are called quasi-periods (periods of the second kind).

Each entry of Pρ is transcendental over k by the work of Yu [25, 26]. Let s be the degree
of Kρ over k. Using Yu’s sub-t-module theorem [27, Thm. 0.1], Brownawell proved that all

the k-linear relations among the entries of Pρ are those induced from endomorphisms of ρ;

in particular, the dimension of the k-vector space spanned by the entries of Pρ is r2/s (cf.
[4, Prop. 2]). The period conjecture of Brownawell-Yu asserts that among the entries of Pρ,

these linear relations account for all the k-algebraic relations. The second main theorem of
the present paper is to prove this assertion.

Theorem 1.2.2. Let ρ be a Drinfeld A-module of rank r defined over k, and let s be the
degree of Kρ over k. Let Pρ be the period matrix of ρ. Then we have

tr. degk k(Pρ) = r2/s.

Special cases of this result in rank 2 were previously established by Thiery [23] (algebraic
independence in the CM case), David and Denis [9] (quadratic independence), and the
authors [7] (algebraic independence in the non-CM, odd characteristic case). Based on this
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theorem, we further prove the following algebraic independence result on Drinfeld quasi-
logarithms. Theorem 1.2.3 has applications to algebraic independence results about periods
of the first, second, and third kind for rank 2 Drinfeld modules [6].

Theorem 1.2.3. Let ρ be a Drinfeld A-module of rank r defined over k. Let δ1, . . . , δr be a
basis of HDR(ρ) defined over k. Let u1, . . . , un ∈ C∞ satisfy expρ(ui) ∈ k for i = 1, . . . , n. If

u1, . . . , un are linearly independent over Kρ, then the rn quasi-logarithms ∪ni=1∪rj=1

{
Fδj(ui)

}
are algebraically independent over k.

1.3. Outline. To prove these results we travel the route along the deep connection between
Drinfeld modules and Anderson’s theory of t-motives [1]. One of our primary tools is the main
theorem of [17], which asserts that the dimension of the Tannakian Galois group of a t-motive,
defined as the Galois group of a system of difference equations, is equal to the transcendence
degree of its associated period matrix (see §2 for relevant background). This theorem itself is
rooted in a linear independence criterion developed by Anderson, Brownawell, and the second
author [2]. Thus the overall strategy for proving each of Theorems 1.1.1, 1.2.2, and 1.2.3 is
to create a suitable t-motive such that the special values in question are related to its period
matrix and then calculate its associated Galois group.

One of our goals in writing this paper has been to establish these algebraic independence
results as explicitly as possible, beyond what is supplied in the general theory of [17]. If one
is purely interested in only the transcendence degree of these values, then it suffices by [17]
to calculate the dimension of the Galois group of the t-motive. Then using upper bounds on
the transcendence degree coming from well-known k-linear relations among periods, quasi-
periods, and logarithms of Drinfeld modules, one can in principle obtain the results of the
present paper simply from the dimension of the Galois group. However, by keeping track of
detailed information about these t-motives and the solutions of their associated difference
equations, we are able to (1) compute the associated Galois groups explicitly, and (2) demon-
strate explicitly the connection between these t-motives and the known Kρ-linear relations
among periods and logarithms (see §4–5). Thus, we recover linear independence results of
Brownawell [4] and Yu [27] in the process, but without the need to appeal to the theory of
t-modules as Yu’s sub-t-module theorem requires. Furthermore, the techniques of proof are
more robust than the ones presented in [7], where the case of rank 2 Drinfeld Fq[t]-modules,
without CM and in odd characteristic, was considered. We have endeavored to highlight the
advances beyond [7] in this paper.

Throughout this paper we first consider the case when A is a polynomial ring, and then
extend the results to general A via complex multiplication. In §3, we study the t-motive Mρ

associated to a given Drinfeld module ρ and its Galois group ΓMρ . The main result of §3 is
to use Anderson generating functions to prove that the image of the Galois representation
on the t-adic Tate module of ρ is naturally contained inside the t-adic valued points of ΓMρ .
Therefore, using a fundamental theorem of Pink [20] on the openness of the image of the
Galois representation on the t-adic Tate module of ρ, we obtain an explicit description of
ΓMρ (Theorem 3.5.4). This enables us to prove Theorem 1.2.2.

Let T denote the category of t-motives. Given u1, . . . , un as in Theorems 1.1.1 and 1.2.3,
in §4 we construct t-motives X1, . . . , Xn representing classes in Ext1

T(1,Mρ) such that the
union of the entries of their period matrices contains ∪ni=1 ∪rj=1 {Fδj(ui)}. If u1, . . . , un to-
gether with a Kρ-basis of k ⊗A Λρ are linearly independent over Kρ, then we use techniques
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of Frobenius difference equations to prove that X1, . . . , Xn are EndT(Mρ)-linearly indepen-
dent in Ext1

T(1,Mρ) (Theorem 4.2.2). As observed by Hardouin [15], the EndT(Mρ)-linear
independence of X1, . . . , Xn provides information for the dimension of the Galois group of
⊕ni=1Xi. Based on Theorem 4.2.2, in §5.1 we give a detailed proof of Theorem 1.2.3 in the
polynomial ring case (Corollary 5.1.6). Using Theorem 3.5.4 and Corollary 5.1.6, we then
prove the general cases of Theorems 1.1.1, 1.2.2, and 1.2.3 in §5.2.

Note that in an earlier version of this paper, Theorem 1.2.3 was worked out by the authors
under the assumption that Kρ is separable over k. This separability hypothesis boiled down
to a question on algebraic groups (cf. Lemma 5.1.3), and the purpose of Appendix A provided
by B. Conrad is to remove the hypothesis of separability.

Acknowledgements. We thank J. Yu for many helpful discussions, suggestions and en-
couragement throughout this project. We particularly thank NCTS for financial support so
that we were able to visit each other over the past several years. We further thank B. Conrad
for providing us with the appendix, crucially helping us handle inseparability issues occurring
in the case of quasi-logarithms. Finally, we thank the referees for several helpful suggestions.

2. t-motives and difference Galois groups

2.1. Notation and preliminaries. Until §5, where we treat the case of general A, we will
restrict our base ring A to be the polynomial ring. We adopt the following notation.

Fq = the finite field with q elements, for q a power of a prime number p.
θ, t, z = independent variables.
A = Fq[θ], the polynomial ring in θ over Fq.
k = Fq(θ), the fraction field of A.
k∞ = Fq((1/θ)), the completion of k with respect to the place at infinity.
k∞ = a fixed algebraic closure of k∞.
k = the algebraic closure of k in k∞.
C∞ = the completion of k∞ with respect to the canonical extension of ∞.
A = Fq[t], the polynomial ring in t over Fq.
k = Fq(t), the fraction field of A.
T = {f ∈ C∞[[t]] | f converges on |t|∞ ≤ 1}, the Tate algebra over C∞.
L = the fraction field of T.
GLr/F = for a field F , the F -group scheme of invertible r × r matrices.

For n ∈ Z, given a Laurent series f =
∑

i ait
i ∈ C∞((t)), we define the n-fold twist of f

by f (n) =
∑

i a
qn

i t
i. For each n, the twisting operation is an automorphism of C∞((t)) and

stabilizes several subrings, e.g., k[[t]], k[t], T, and L. For any matrix B with entries in C∞((t)),

we define B(n) by the rule B(n)
ij = B

(n)
ij . Also we note (cf. [17, Lem. 3.3.2])

Fq[t] = {f ∈ T | f (−1) = f}, Fq(t) = {f ∈ L | f (−1) = f}.
Given a ring R ⊆ C∞((t)) that is invariant under n-fold twisting for all n, we define twisted

polynomial rings R[σ], R[σ−1], and R[σ, σ−1], subject to the relations

σif = f (−i)σi, f ∈ R, i ∈ Z.
As a matter of notation, we will often write τ for σ−1, and so R[τ ] = R[σ−1]. If R itself is a
polynomial ring in t, say R = S[t], then we will write R[σ] = S[t, σ] instead of S[t][σ].
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2.2. Pre-t-motives and t-motives. We briefly review the definitions and results we will
need about pre-t-motives and t-motives. The reader is directed to [17, §3] for more details.
A pre-t-motive M is a left k(t)[σ, σ−1]-module that is finite dimensional over k(t). If m ∈
Matr×1(M) is a k(t)-basis of M , then there is a matrix Φ ∈ GLr(k(t)) so that σm = Φm.
We say that M is rigid analytically trivial if there exists Ψ ∈ GLr(L) so that

Ψ(−1) = ΦΨ.

If we let σ act diagonally on L⊗k(t) M and let MB be the k-subspace fixed by σ, then M is

rigid analytically trivial if and only if dimkM
B = r. In this case, the entries of Ψ−1m form

a k-basis of MB [17, Prop. 3.4.7]. By [17, Thm. 3.3.15] the category of rigid analytically
trivial pre-t-motives, denoted by R, is a neutral Tannakian category over k with fiber functor
M 7→MB (see [10, §II] for more details on Tannakian categories). Its trivial object is denoted
by 1. For a pre-t-motive M ∈ R, we let RM denote the strictly full Tannakian subcategory
generated by M . In this way, RM is equivalent to the category of representations over k of
an affine algebraic group scheme ΓM over k, i.e., RM ≈ Rep(ΓM ,k). The group ΓM is called
the Galois group of M .

Following [1, 2, 17], an Anderson t-motive M is a left k[t, σ]-module which is free and
finitely generated as both a left k[t]-module and a left k[σ]-module and which satisfies, for
n sufficiently large, (t− θ)nM ⊆ σM. The functor

M 7→ k(t)⊗k[t] M,

from Anderson t-motives to pre-t-motives is fully faithful up to isogeny (see [17, Thm. 3.4.9]),
and if k(t) ⊗k[t] M is rigid analytically trivial, then for a k[t]-basis m of M it is possible to

pick a rigid analytic trivialization Ψ that lies in GLr(T) (see [17, Prop. 3.4.7]). By definition,
the category T of t-motives is the strictly full Tannakian subcategory generated by Anderson
t-motives in the category of rigid analytically trivial pre-t-motives.

2.3. Galois groups and difference equations. Following [17, §4–5] the Galois groups of
t-motives can be constructed explicitly using the theory of Frobenius semi-linear difference
equations. Specifically, suppose we are given a triple of fields F ⊆ K ⊆ L together with an
automorphism σ∗ : L→ L that satisfy (1) σ∗ restricts to an automorphism of K and is the
identity on F ; (2) F = Kσ∗ = Lσ∗ ; and (3) L is a separable extension of K. Then given
Φ ∈ GLr(K), Ψ ∈ GLr(L) satisfying σ∗Ψ = ΦΨ, we let ZΨ be the smallest closed subscheme
of GLr /K that contains Ψ as an L-rational point. That is, if K[X, 1/ detX], X = (Xij), is
the coordinate ring of GLr /K, then the defining ideal of ZΨ is the kernel of the K-algebra
homomorphism

Xij 7→ Ψij : K[X, 1/ detX]→ L.

Then if we let ΓΨ be the smallest closed subscheme of GLr /F so that ΓΨ(L) ⊇ Ψ−1ZΨ(L),
the following properties hold.

Theorem 2.3.1 (Papanikolas [17, Thm. 4.2.11, Thm. 4.3.1]). The scheme ΓΨ is a closed
F -subgroup scheme of GLr /F , and the closed K-subscheme ZΨ of GLr /K is stable under
right-multiplication by K ×F ΓΨ and is a (K ×F ΓΨ)-torsor, and in particular

ΓΨ(L) = Ψ−1ZΨ(L).

In addition, if K is algebraically closed in K(Ψ) ⊆ L, then

(a) The K-scheme ZΨ is smooth and geometrically connected.
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(b) The F -scheme ΓΨ is smooth and geometrically connected.
(c) The dimension of ΓΨ over F is equal to the transcendence degree of K(Ψ) over K.

Finally we return to t-motives. Suppose that M ∈ R, that Φ ∈ GLr(k(t)) represents
multiplication by σ on M , and that Ψ ∈ GLr(L) satisfies Ψ(−1) = ΦΨ. Then using the triple
of fields (F,K,L) = (Fq(t), k(t),L), we can construct the group ΓΨ, which is a subgroup of
GLr /Fq(t). Given any object N of TM , one can construct a canonical representation of ΓΨ

on NB (see [17, §4.5]). This permits the identification of ΓM and ΓΨ.

Theorem 2.3.2 (Papanikolas [17, Thm. 4.5.10]). Given a pre-t-motive M together with Φ,
Ψ as in the paragraph above, the evident functor

N 7→ NB : RM → Rep(ΓΨ,Fq(t))

is an equivalence of Tannakian categories. Moreover, ΓM ∼= ΓΨ over Fq(t).

Furthermore, if M = k(t)⊗k[t]M for an Anderson t-motive M, then by [17, Prop. 3.3.9] we

can choose Ψ to be in GLr(T) so that the entries of Ψ converge on all of C∞ [2, Prop. 3.1.3].
The main theorem of [17] is then the following.

Theorem 2.3.3 (Papanikolas [17, Thm. 1.1.7]). Let M be a t-motive, and let ΓM be its
Galois group. Suppose that Φ ∈ GLr(k(t)) ∩Matr(k[t]) represents multiplication by σ on M

and that det Φ = c(t − θ)s, c ∈ k×. If Ψ ∈ GLr(T) is a rigid analytic trivialization for Φ,
then tr. degk k(Ψ(θ)) = dim ΓM .

3. Algebraic independence of periods and quasi-periods

In order to maintain consistency between the notation of Drinfeld modules and t-motives,
we switch slightly from §1 and discuss “Drinfeld A-modules” instead of “DrinfeldA-modules.”

3.1. Periods and quasi-periods. We review briefly information about Drinfeld modules.
For complete treatments the reader is directed to [14, Ch. 3–4] and [22, Ch. 2]. A Drinfeld
A-module ρ is defined to be an Fq-algebra homomorphism ρ : A → C∞[τ ] defined so that
Im(ρ) * C∞, and if ρa = a0 + a1τ + · · ·+ asτ

s, for a ∈ A, then a0 = a(θ). Thus,

(3.1.1) ρt = θ + κ1τ + · · ·+ κrτ
r,

and we say that r = degτ ρt is the rank of ρ. If ρ(A) ⊆ K[τ ] for a field K ⊆ C∞, then we
say that ρ is defined over K.

The Drinfeld module ρ provides C∞ with the structure of an A-module via

a · x = ρa(x), ∀a ∈ A, x ∈ C∞,

and we let (C∞, ρ) denote C∞ together with this A-module structure. A morphism of
Drinfeld modules ρ → ρ′ is a twisted polynomial b ∈ C∞[τ ] such that bρa = ρ′ab, for all
a ∈ A, and in this way b induces an A-module homomorphism b : (C∞, ρ) → (C∞, ρ′). We
call b an isomorphism of ρ if b ∈ C×∞, and we say b is defined over k if b ∈ k[τ ]. The A-algebra
of all endomorphisms of a Drinfeld module ρ is denoted End(ρ).

There is a unique Fq-linear power series with coefficients in C∞,

expρ(z) = z +
∞∑
i=1

αiz
qi ,
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called the exponential function of ρ, which is entire, is surjective on C∞, and satisfies
expρ(a(θ)z) = ρa(expρ(z)), for a ∈ A, z ∈ C∞. The kernel Λρ ⊆ C∞ of expρ is a dis-
crete and finitely generated A-submodule of C∞ of rank r; elements in Λρ are called periods
of ρ. Thus we have an isomorphism of A-modules C∞/Λρ

∼= (C∞, ρ), where on the left-hand
side t acts by multiplication by θ. Furthermore, the map

ι = (c0 + · · ·+ cmτ
m 7→ c0) : End(ρ)→ {c ∈ C∞ | cΛρ ⊆ Λρ},

is an isomorphism. Throughout this paper, we identify End(ρ) with the image of ι.
In analogy with the de Rham cohomology for elliptic curves, Anderson, Deligne, Gekeler,

and Yu developed a de Rham theory for Drinfeld modules, which characterizes isomorphism
classes of extensions of Drinfeld modules by Ga (see [5, 13, 22, 26]). Continuing with our
choice of Drinfeld A-module ρ of rank r, an Fq-linear map δ : A → C∞[τ ]τ is called a
biderivation if δab = a(θ)δb + δaρb for all a, b ∈ A. The set of all biderivations D(ρ) is a
C∞-vector space. A biderivation δ is said to be inner if there exists m ∈ C∞[τ ] so that
δa = a(θ)m −mρa for all a ∈ A, in which case we denote this biderivation by δ(m). As in
[5, 13, 26], we have

Dsi(ρ) = {δ(m) | m ∈ C∞[τ ]τ} (strictly inner), HDR(ρ) = D(ρ)/Dsi(ρ) (de Rham),

and HDR(ρ) is called the de Rham group of ρ.

Given δ ∈ D(ρ), there is a unique power series Fδ(z) =
∑∞

i=1 ciz
qi ∈ C∞[[z]] so that

(3.1.2) Fδ(a(θ)z)− a(θ)Fδ(z) = δa(expρ(z)), ∀a ∈ A,

called the quasi-periodic function associated to δ. It is an entire function on C∞ and satisfies
Fδ(z+ω) = Fδ(z)+Fδ(ω), for all ω ∈ Λρ. The values Fδ(ω) for ω ∈ Λρ are called quasi-periods
of ρ. Since the map Fδ|Λρ is A-linear, there is a well-defined C∞-linear map,

(3.1.3) δ 7→ (ω 7→ Fδ(ω)) : HDR(ρ)→ HomA(Λρ,C∞),

and this map is an isomorphism (see [13]).
Note that as A = Fq[t], every biderivation is uniquely determined by the image of t. Hence

the C∞-vector space HDR(ρ) has a conveniently chosen basis, represented by biderivations
δ1, δ2, . . . , δr: δ1 is the inner biderivation δ(1) : a 7→ a(θ)− ρa that generates the space of all
inner biderivations modulo Dsi(ρ), and the biderivations δ2, . . . , δr are defined by δi : t 7→
τ i−1. Now we have Fδ(1)(z) = z− expρ(z), and so Fδ(1)(ω) = ω for all ω ∈ Λρ. Thus if we put
Fτ i(z) := Fδi+1

(z), i = 1, . . . , r − 1, and let ω1, . . . , ωr be an A-basis of Λρ, then we can set

(3.1.4) Pρ :=
(
Fδj(ωi)

)
=


ω1 Fτ (ω1) · · · Fτr−1(ω1)
ω2 Fτ (ω2) · · · Fτr−1(ω2)
...

...
...

ωr Fτ (ωr) · · · Fτr−1(ωr)

 ,

which we refer to as the period matrix of ρ. The first column contains periods (of the first
kind) of ρ, while the remaining columns contain quasi-periods (periods of the second kind).
Basic properties of biderivations show that the field k(Pρ) depends only on the isomorphism
class of ρ and not on the choice of basis for Λρ or even the choice of basis for HDR(ρ) defined

over k (i.e., δ(A) ⊆ k[τ ]τ).
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3.2. The t-adic Tate module and Anderson generating functions. For any a ∈ A
the torsion A-module ρ[a] := {x ∈ C∞ | ρa(x) = 0} is isomorphic to (A/(a))⊕r. Thus if we
let v be any monic irreducible polynomial in A, we can define the Tate module Tv(ρ) to be

Tv(ρ) := lim←− ρ[vm] ∼= A⊕rv .

Now assume that ρ is defined over K ⊆ k. Every element of ρ[vm] is separable over K,
and so the absolute Galois group Gal(Ksep/K) of the separable closure of K inside k acts
on Tv(ρ), thus defining a representation

ϕv : Gal(Ksep/K)→ Aut(Tv(ρ)) ∼= GLr(Av).

Because it is well-suited to our purposes we now specialize to the case that v = t. Fixing
an A-basis ω1, . . . , ωr of Λρ, we define

ξi,m := expρ

(
ωi
θm+1

)
∈ ρ[tm+1]

for 1 ≤ i ≤ r and m ≥ 0. In this way we define an At-basis x1, . . . , xr of Tt(ρ) by taking
xi := (ξi,0, ξi,1, ξi,2, . . .). Thus for ε ∈ Gal(Ksep/K) we can define gε ∈ GLr(Fq[[t]]) so that

ϕt(ε)x = gεx,

where x = [x1, . . . , xr]
tr.

For each i, 1 ≤ i ≤ r, we define an Anderson generating function,

(3.2.1) fi(t) :=
∞∑
m=0

ξi,mt
m =

∞∑
m=0

expρ

(
ωi
θm+1

)
tm ∈ Ksep[[t]].

The group Gal(Ksep/K) acts on Ksep[[t]] by acting on each coefficient, and we extend this
action entry-wise to matrices with entries in Ksep[[t]]. The following lemma and corollary show
that the Galois action on fi and its Frobenius twists as elements of Ksep[[t]] is compatible
with its action on them as elements of Tt(ρ).

Lemma 3.2.2. Let f = [f1, . . . , fr]
tr. For any ε ∈ Gal(Ksep/K), we have ε(f) = gεf , where

ε(f) = [ε(f1), . . . , ε(fr)]
tr.

Proof. Given a =
∑∞

`=0 a`t
` ∈ Fq[[t]] = At, it is easy to see that for each i, a · xi = (a · ξi,0, a ·

ξi,1, a · ξi,2, . . .), where for each m ≥ 0,

(3.2.3) a · ξi,m = amξi,0 + am−1ξi,1 + · · ·+ a0ξi,m ∈ ρ[tm+1].

Now fix any 1 ≤ s ≤ r, and let [hs,1, . . . , hs,r] ∈ Mat1×r(Fq[[t]]) be the s-th row of gε. Then

ε(xs) = ϕt(ε)(xs) =
r∑
i=1

hs,i · xi.

Thus if we write hs,i =
∑∞

`=0 γi,`t
` as an element of Fq[[t]], we see from (3.2.3) that the

(m+ 1)-th entry of ε(xs) is

ε(ξs,m) =
r∑
i=1

(γi,mξi,0 + γi,m−1ξi,1 + · · ·+ γi,0ξi,m).
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It follows that

ε(fs) =
∞∑
m=0

( r∑
i=1

(γi,mξi,0 + γi,m−1ξi,1 + · · ·+ γi,0ξi,m)

)
tm.

By reversing the order of summation we see that ε(fs) is the same as [hs,1, . . . , hs,r]f via
multiplication of power series in Ksep[[t]]. �

Corollary 3.2.4. For 1 ≤ i, j ≤ r define Υ ∈ Matr(K
sep[[t]]) so that Υij := f

(j−1)
i . Then for

any ε ∈ Gal(Ksep/K),

ε(Υ(1)) = gεΥ
(1).

Proof. The j-th column of Υ(1) is simply f (j), where f is defined in Lemma 3.2.2. Since for

each i, j, we have ε(f
(j)
i ) = ε(fi)

(j), it follows from Lemma 3.2.2 that ε(f (j)) = ε(f)(j) =
(gεf)(j). Since gε ∈ GLr(Fq[[t]]), we have (gεf)(j) = gεf

(j). �

3.3. Anderson t-motives associated to Drinfeld modules. Let us continue with our
choice of rank r Drinfeld A-module ρ, defined as in (3.1.1) over k. As mentioned in §3.1,
k(Pρ) is unique up to isomorphisms of ρ and so we assume that κr = 1. The proofs in this
section are essentially identical to those in [7, §2.4], and we omit them for brevity.

We associate an Anderson t-motive Mρ to ρ in the following way. We let Mρ be isomorphic

to the direct sum of r copies of k[t], and we represent multiplication by σ on Mρ with respect
to the standard basis m1, . . . ,mr of Mρ by

(3.3.1) Φρ :=


0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

(t− θ) −κ(−1)
1 · · · −κ(−r+1)

r−1

 .

Using a similar proof to [7, Lem. 2.4.1] we find that Mρ defines an Anderson t-motive. As a

k[σ]-module, Mρ has rank 1, and in fact Mρ = k[σ]m1. Finally we let Mρ := k(t) ⊗k[t] Mρ

be the pre-t-motive associated to Mρ.
Now a morphism b : ρ → ρ′ of Drinfeld modules induces a morphism β : Mρ → Mρ′

of Anderson t-motives: if b =
∑
ciτ

i, then letting b∗ =
∑
c

(−i)
i σi ∈ k[σ], it follows, using

methods similar to [7, Lem. 2.4.2], that β is the k[σ]-linear map such that β(m1) = b∗m′1.
Moreover, we have the following crucial result due to Anderson (see [7, Prop. 2.4.3]).

Proposition 3.3.2. The functor ρ 7→ Mρ from Drinfeld A-modules over k to the category

of Anderson t-motives is fully faithful. Moreover, for any Drinfeld module ρ over k,

End(ρ) ∼= Endk[t,σ](Mρ), Kρ
∼= EndT(Mρ).

Corollary 3.3.3. For a Drinfeld A-module ρ over k, Mρ is a simple left k(t)[σ, σ−1]-module.

Proof. Every non-zero morphism of Drinfeld A-modules is surjective, and therefore, every
object in the category of Drinfeld A-modules is simple. By Proposition 3.3.2, Mρ is a simple
Anderson t-motive, and the result follows easily from [2, Prop. 4.4.10]. �
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3.4. Drinfeld modules and rigid analytic trivializations. Given a Drinfeld A-module
ρ as in the previous section, we demonstrate here how its associated Anderson t-motive Mρ

is rigid analytically trivial. The arguments follow methods of Pellarin [18, §4.2].
For u ∈ C∞, we consider the Anderson generating function

(3.4.1) fu(t) :=
∞∑
m=0

expρ

(
u

θm+1

)
tm =

∞∑
i=0

αiu
qi

θqi − t
∈ T,

where expρ(z) = z+
∑∞

i=1 αiz
qi . The function fu(t) is meromorphic on C∞ with simple poles

at t = θ, θq, . . . with residues −u, −α1u
q, . . .. Since ρt(expρ(u/θ

m+1)) = expρ(u/θ
m),

(3.4.2) κ1f
(1)
u (t) + · · ·+ κr−1f

(r−1)
u (t) + f (r)

u = (t− θ)fu(t) + expρ(u).

It follows upon specializing at t = θ that

(3.4.3) κ1f
(1)
u (θ) + · · ·+ κr−1f

(r−1)
u (θ) + f (r)

u (θ) = −u+ expρ(u).

Lemma 3.4.4. If u1, . . . , un ∈ C∞ are linearly independent over k, then the functions
fu1(t), . . . , fun(t) are linearly independent over k.

Proof. For c1(t), . . . , cn(t) ∈ k, the residue Rest=θ
∑n

i=1 ci(t)fui(t) = −
∑n

i=1 ci(θ)ui. �

Once we fix an A-basis ω1, . . . , ωr of the period lattice Λρ of ρ, the Anderson generating
functions f1, . . . , fr from (3.2.1) are then fω1 , . . . , fωr . For 1 ≤ i ≤ r and 1 ≤ j ≤ r − 1, it
follows from [13, p. 194], [22, §6.4] that

(3.4.5) Fτ j(ωi) =
∞∑
m=0

expρ

(
ωi
θm+1

)qj
θm = f

(j)
i (θ).

Define the matrix

Υ =


f1 f

(1)
1 · · · f

(r−1)
1

f2 f
(1)
2 · · · f

(r−1)
2

...
...

...

fr f
(1)
r · · · f

(r−1)
r

 .

By Lemma 3.4.4, f1, . . . , fr are linearly independent over k, and so if one argues as in [14,
Lem. 1.3.3] (the case of Moore determinants), it follows that det Υ 6= 0. Now letting

Θ =


0 · · · 0 t− θ
1 · · · 0 −κ1
...

. . .
...

...
0 · · · 1 −κr−1

 ,

we see from (3.4.2) that Υ(1) = ΥΘ. To create a rigid analytic trivialization for Φρ, we let

V :=


κ1 κ

(−1)
2 · · · κ

(−r+2)
r−1 1

κ2 κ
(−1)
3 · · · 1

...
...

κr−1 1
1

 ,
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and then set

(3.4.6) Ψρ := V −1
[
Υ(1)]−1.

Since V (−1)Φρ = ΘV and Υ(1) = ΥΘ, it follows that Ψ
(−1)
ρ = ΦρΨρ. Thus the pre-t-motive

Mρ is rigid analytically trivial and is in the category of t-motives (cf. [17, Prop. 3.4.7(c)]).

Proposition 3.4.7. Given a Drinfeld A-module ρ defined over k, the matrix Ψρ defined in
(3.4.6) and the period matrix Pρ defined in (3.1.4) satisfy the following properties.

(a) The entries of Ψρ are regular at t = θ.

(b) tr. degk k(Ψρ(θ)) = dim ΓΨρ.

(c) k(Ψρ(θ)) = k(Pρ).

Proof. By [17, Prop. 3.3.9(c), §4.1.6], there exists a matrix U ∈ GLr(k) such that Ψ̃ := ΨρU

is a rigid analytic trivialization of Φ and Ψ̃ ∈ GLr(T). By [2, Prop. 3.1.3], the entries of Ψ̃

converge on all of C∞. Part (a) then follows since the entries of Ψ̃ and U−1 are all regular at

t = θ. Part (b) follows directly from Theorem 2.3.3, since k(Ψρ(θ)) = k(Ψ̃(θ)). To prove (c)

we first observe that k(Ψρ(θ)) = k(Υ(1)(θ)) from (3.4.6). For 1 ≤ i ≤ r and 1 ≤ j ≤ r − 1,
it follows from (3.4.5) that Υ(1)(θ)ij = Fτ j(ωi). From (3.4.3) and (3.4.5) we see that

(3.4.8) Υ(1)(θ)ir = −ωi −
r−1∑
s=1

κsFτs(ωi),

and thus k(Υ(1)(θ)) = k(Pρ). �

3.5. The Galois group ΓΨρ. The following theorem demonstrates an explicit connection
between the Galois group ΓΨρ of a Drinfeld module ρ arising from difference equations and
the t-adic representation attached to the Galois action on the torsion points of ρ.

Theorem 3.5.1. Let ρ be a Drinfeld A-module that is defined over a field K ⊆ k such that
K is a finite extension of k; End(ρ) ⊆ K[τ ]; and ZΨρ is defined over K(t). Then

ϕt(Gal(Ksep/K)) ⊆ ΓΨρ(Fq((t))).

Proof. Let ε ∈ Gal(Ksep/K), and let gε ∈ GLr(Fq[[t]]) be defined as in §3.2. Then by (3.4.6)
and Corollary 3.2.4,

(3.5.2) ε(Ψρ) = ε
(
V −1

[
Υ(1)

]−1)
= V −1

[
gεΥ

(1)
]−1

= Ψρg
−1
ε .

Now let S ⊆ K(t)[X, 1/ detX] denote a finite set of generators of the defining ideal of ZΨρ .
Thus for any h ∈ S, we have h(Ψρ) = 0. Since ε fixes the coefficients of h, we have

0 = ε(h(Ψρ)) = h(Ψρg
−1
ε ).

Therefore, Ψρg
−1
ε ∈ ZΨρ(C∞((t))). By Theorem 2.3.1, we see that g−1

ε ∈ ΓΨρ(Fq((t))). �

Remark 3.5.3. Using basic properties of Drinfeld modules [14, §4.7] and the fact that ZΨρ is

of finite type over k(t), we can select a field K ⊆ k satisfying the properties in the previous
theorem for any Drinfeld A-module ρ defined over k .

Combining Theorem 3.5.1 with theorems of Pink [20] on the image of Galois representa-
tions attached to Drinfeld modules, we calculate ΓΨρ exactly. It is also possible to identify
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the Galois group ΓΨρ with the Hodge-Pink group [19] (e.g. see [16] for additional applica-
tions to pure t-motives), and we thank U. Hartl for pointing out the proper references to us.
However, here we have a direct proof suited to our context.

Theorem 3.5.4. Let ρ be a Drinfeld A-module of rank r defined over k. Set Kρ :=
EndT(Mρ), which embeds naturally into End(MB

ρ ) = Matr(k) by Theorem 2.3.2. Define
the centralizer CentGLr/k(Kρ) to be the algebraic group over k such that for any k-algebra R,

CentGLr/k(Kρ)(R) := {γ ∈ GLr(R) | γg = gγ for all g ∈ R⊗k Kρ ⊆ Matr(R)} .
Then

ΓΨρ = CentGLr/k(Kρ).

In particular, tr. degk k(Pρ) = r2/s, where s = [Kρ : k].

Proof. By general Tannakian theory [10, §II], the tautological representation ΓM ↪→ GL(MB)
is functorial in M , and so there is a natural embedding

(3.5.5) ΓΨρ ↪→ CentGLr/k(Kρ).

By [20, Thm. 0.2], the Zariski closure of ϕt(Gal(Ksep/K)) inside GLr(Fq((t))) is open in
CentGLr(Fq((t)))(Kρ) with respect to the t-adic topology. Thus from Theorem 3.5.1 and (3.5.5),

dim ΓΨρ = dim CentGLr/k(Kρ).

Since the defining polynomials of CentGLr/k(Kρ) are degree one polynomials, it is connected,
and hence ΓΨρ = CentGLr/k(Kρ). By Proposition 3.4.7 it now suffices to show that dim ΓΨρ =
r2/s. Since ΓΨρ is smooth by Theorem 2.3.1(b), we have dim ΓΨρ = dim Lie ΓΨρ . Now
Lie ΓΨρ = CentMatr(k)(Kρ), and the result follows from [12, Thm. 3.15(3)]. �

Corollary 3.5.6. For any k-algebra R, we have ΓΨρ(R) ∼= GLr/s(R⊗k Kρ) naturally in R.

Proof. Since we have the natural embedding Kρ ↪→ End(MB
ρ ), MB

ρ is a Kρ-vector space of
dimension r/s. As the group of R-valued points of CentGLr/k(Kρ) is identified with {φ ∈
AutR(R ⊗k M

B
ρ ) | φ is R⊗k Kρ-linear}, which itself is identified with GLr/s(R ⊗k Kρ), the

result follows from Theorem 3.5.4. �

Corollary 3.5.7. Every object W ∈ Rep(ΓMρ ,k) is completely reducible.

Proof. Let k[ΓΨρ(k)] ⊆ Matr(k) be the k-algebra generated by all elements of ΓΨ(k). Since
by Theorem 3.5.4, ΓΨρ(k) = CentGLr(k)(Kρ), we have k[ΓΨρ(k)] = CentMatr(k)(Kρ), which is
a simple ring (cf. [12, Thm. 3.15]). Regarding W as a module over CentMatr(k)(Kρ), we have
a decomposition W ∼= ⊕Wi such that each Wi is a simple CentMatr(k)(Kρ)-module.

Now it suffices to show that each Wi is an object in Rep(ΓMρ ,k). To prove it, for any
k-algebra R we first observe that R ⊗k Wi is a module over R ⊗k CentMatr(k)(Kρ), which
is naturally isomorphic to CentMatr(R)(R ⊗k Kρ). By Theorem 3.5.4, ΓΨρ(R) is equal to
CentGLr(R)(R ⊗k Kρ), which is the group of units in CentMatr(R)(R ⊗k Kρ). It follows that
R⊗k Wi is a ΓΨρ(R)-module, and hence Wi ∈ Rep(ΓMρ ,k). �

4. Drinfeld logarithms and Ext1
T(1,Mρ)

In this section, we fix a Drinfeld A-module ρ of rank r defined over k as in (3.1.1) with
κr = 1, and we fix an A-basis {ω1, . . . , ωr} of Λρ. We let Mρ be the t-motive associated to

ρ together with a fixed k(t)-basis m ∈ Matr×1(Mρ), Φρ as in (3.3.1), and Ψρ as in (3.4.6).
Finally, we let Kρ := k ⊗A End(ρ) and Kρ := EndT(Mρ).
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4.1. Endomorphisms of t-motives.

Proposition 4.1.1. Given e ∈ EndT(Mρ), let E = (Eij) ∈ Matr(k(t)) satisfy e(m) = Em.

(a) Each entry Eij is regular at t = θ, θq, θq
2
, . . ..

(b) E21(θ) = · · · = Er1(θ) = 0.
(c) E11(θ) lies in Kρ.

Proof. In [17, p. 146], it has been shown that the denominator of each Eij is in A, proving (a).
To prove (b), define η := Ψ−1

ρ EΨρ. Using the equation ΦρE = E(−1)Φρ, we have η(−1) = η
and hence η ∈ Matr(k). Using (3.4.6) and (3.4.8), specializing at t = θ on both sides of
ηΥ(1)V = Υ(1)V E gives rise to the following relation

(4.1.2)

−
r∑
i=1

η1i(θ)ωi =− E11(θ)ω1 +
(
E21(θ)κ

(−1)
2 + · · ·+ Er1(θ)

)
Fτ (ω1)

+
(
E21(θ)κ

(−1)
3 + · · ·+ E(r−1)1(θ)

)
Fτ2(ω1)

...

+
(
E21(θ)κ

(−1)
r−1 + E31(θ)

)
Fτr−2(ω1)

+ E21(θ)Fτr−1(ω1).

Let s = [Kρ : k]. By Theorem 3.5.4 (or by [4, Prop. 2]), we see that {Fτ (ω1), . . . , Fτr−1(ω1)}
joined with any maximal Kρ-linearly independent subset of Λρ are themselves linearly inde-

pendent over k. It follows that for each 1 ≤ i ≤ r − 1 the coefficients of Fτ i(ω1) in (4.1.2)
are zero. Thus we have E21(θ) = · · · = Er1(θ) = 0. To prove (c), specialize both sides of the
first columns of ηΥ(1)V = Υ(1)V E at t = θ. Then by (b),

η(θ)

−ω1
...
−ωr

 = E11(θ)

−ω1
...
−ωr

 .

Since η(θ) ∈ Matr(k), the definition of End(ρ) implies that E11(θ) falls in Kρ. �

4.2. The Kρ-independence of Xi in Ext1
T(1,Mρ). Given any u ∈ C∞ with expρ(u) = α ∈

k, we set fu to be the Anderson generating function of u as in (3.4.1). Let hα be the column
vector (α, 0, . . . , 0)tr ∈ Matr×1(k). We define the pre-t-motive Xα of dimension r + 1 over

k(t) on which multiplication by σ is given by Φα :=
(

Φρ 0

htr
α 1

)
. We further define

gα :=


−(t− θ)fu(t)− α

−
(
κ

(−1)
2 f

(1)
u (t) + · · ·+ κ

(−1)
r−1 f

(r−2)
u (t) + f

(r−1)
u (t)

)
−
(
κ

(−2)
3 f

(1)
u (t) + · · ·+ κ

(−2)
r−1 f

(r−3)
u (t) + f

(r−2)
u (t)

)
...

−f (1)
u (t)

 ∈ Matr×1(T),

and then we have the difference equation Φtr
ρ g

(−1)
α = gα + hα. Putting

(4.2.1) Ψα :=

(
Ψρ 0

gtr
αΨρ 1

)
∈ Matr+1(T),
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we see that Ψ
(−1)
α = ΦαΨα, and hence Xα is rigid analytically trivial. Based on Proposition

3.3.2, the argument in [17, Prop. 6.1.3] shows that Xα is a t-motive and so Xα represents a
class in Ext1

T(1,Mρ).
The group Ext1

T(1,Mρ) also has the structure of a Kρ-vector space by pushing out alongMρ.

To see this explicitly, suppose the operation of e ∈ Kρ on Mρ is represented by E ∈ Matr(k(t))

as in Proposition 4.1.1. By choosing a k(t)-basis for an extension X so that multiplication
by σ on X is represented by

(
Φρ 0
v 1

)
, we see that multiplication by σ on the push-out e∗X is

represented by
(

Φρ 0
vE 1

)
. Likewise, as is also standard, Baer sum in Ext1

T(1,Mρ) is achieved
by adding entries in the v row vector.

Theorem 4.2.2. Suppose u1, . . . , un ∈ C∞ satisfy expρ(ui) = αi ∈ k for i = 1, . . . , n. For
each i, let Xi := Xαi as above. If dimKρ SpanKρ(ω1, . . . , ωr, u1, . . . , un) = r/s + n, then the

classes of X1, . . . , Xn in Ext1
T(1,Mρ) are linearly independent over Kρ.

Proof. For each i we define hi := hαi , gi := gαi , Φi := Φαi , Ψi := Ψαi as in the preceding
paragraphs. Suppose that there exist e1, . . . , en ∈ Kρ, not all zero, so that N := e1∗X1 + · · ·+
en∗Xn is trivial in Ext1

T(1,Mρ). Fix Ei ∈ Matr(k(t)) so that ei(m) = Eim for each i. By

choosing an appropriate k(t)-basis n for N , multiplication by σ on N and a corresponding
rigid analytic trivialization are represented by matrices

ΦN :=

(
Φρ 0∑n

i=1 htr
i Ei 1

)
∈ GLr+1(k(t)), ΨN :=

(
Ψρ 0∑n

i=1 gtr
i EiΨρ 1

)
∈ GLr+1(L).

Since N is trivial in Ext1
T(1,Mρ), there exists a matrix γ =

(
Idr 0

γ1 ··· γr 1

)
∈ GLr+1(k(t)), so

that if we set n′ := γn, then we have σn′ = (Φρ ⊕ (1))n′, where Φρ ⊕ (1) ∈ GLr+1(k(t)) is
the block diagonal matrix with Φρ and 1 down the diagonal and zeros elsewhere. Thus,

(4.2.3) γ(−1)ΦN = (Φρ ⊕ (1)) γ.

Note that by [17, p. 146] all denominators of γ are in Fq[t] and so in particular each γi is

regular at t = θ, θq, θq
2
, . . ..

Using (4.2.3), we have (γΨN)(−1) = (Φρ ⊕ (1))(γΨN). By [17, §4.1.6], for some δ =(
Idr 0

δ1 ··· δr 1

)
∈ GLr+1(k), we have γΨN = (Ψρ⊕(1))δ. It follows that (γ1, . . . , γr)+

∑n
i=1 gtr

i Ei =
(δ1, . . . , δr)Ψ

−1
ρ . Note that for each i, the first entry of gi(θ) is given by ui−αi. Hence, using

Proposition 4.1.1(b) and specializing both sides of this equation at t = θ, we obtain

(4.2.4) γ1(θ) +
n∑
i=1

(ui − αi)(Ei)11(θ) = −
r∑
j=1

δj(θ)ωj.

On the other hand, we find γ
(−1)
n (t − θ) +

∑n
i=1 αi(Ei)11 = γ1 from the (r + 1, 1)-entry of

both sides of (4.2.3). Specializing both sides of this equation at t = θ implies γ1(θ) =∑n
i=1 αi(Ei)11(θ). Thus, from (4.2.4) we obtain

n∑
i=1

(Ei)11(θ)ui +
r∑
j=1

δj(θ)ωj = 0.

The assumption that e1, . . . , en are not all zero implies Ei is nonzero for some i. By Propo-
sition 3.3.2 we have Kρ ∼= Kρ and Ei is invertible, and hence Proposition 4.1.1(bc) implies
that (Ei)11(θ) ∈ K×ρ , which gives the desired contradiction. �
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5. Algebraic independence of Drinfeld logarithms

5.1. The case of A = Fq[t]. We continue with the notation of §4. We suppose we have

u1, . . . , un ∈ C∞ with expρ(ui) = αi ∈ k for each i, and then maintain the choices from
Theorem 4.2.2 and its proof. We note that the rigid analytic trivializations Ψi of each Xi

have entire entries, which is assured by [2, Prop. 3.1.3]. The matrix Ψ := ⊕ni=1Ψi provides
a rigid analytic trivialization for the t-motive X := ⊕ni=1Xi. Our goal in this section is to
calculate the Galois group ΓX . From the construction of each Ψi, we see that

k(Ψ(θ)) = k
(
∪r−1
i=1 ∪nm=1 ∪rj=1 {ωj, Fτ i(ωj), um, Fτ i(um)}

)
.

By Theorem 2.3.3 we have dim ΓΨ = tr. degk k(Ψ(θ)), and Theorem 3.5.4 then implies

(5.1.1) dim ΓΨ = tr. degk k(Ψ(θ)) ≤ r2

s
+ rn.

Now let N be the t-motive defined by ΦN ∈ GLrn+1(k(t)) with rigid analytic trivialization
ΨN ∈ GLrn+1(T):

ΦN :=


Φρ

. . .
Φρ

htr
α1
· · · htr

αn 1

 , ΨN :=


Ψρ

. . .
Ψρ

gtr
α1

Ψρ · · · gtr
αnΨρ 1

 .

By the definition of ΓΨN , for any k-algebra R each element ν ∈ ΓΨN (R) is of the form( ⊕ni=1γ 0
∗ 1

)
, for some γ ∈ ΓΨρ(R). Note that N is an extension of 1 by Mn

ρ , which is the
pullback of X � 1n and the diagonal embedding 1 ↪→ 1n. Thus, as the two t-motives X
and N generate the same Tannakian sub-category of T, the Galois groups ΓX and ΓN are
isomorphic, in particular ΓΨ

∼= ΓN . Note that by Theorem 2.3.1 any element ν in ΓN is of
the form 

γ
. . .

γ
v1 · · · vn 1


for some γ ∈ ΓMρ and some v1, . . . ,vn ∈ Ga

r. As Mn
ρ is a sub-t-motive of N , we have the

short exact sequence of affine algebraic group schemes over k,

(5.1.2) 1→ W → ΓN
π→ ΓMρ → 1,

where the surjective map π : ΓN � ΓMρ is the projection map given by ν 7→ γ (cf. [7, p.22]).
We notice that (5.1.2) gives rise to an action of any γ ∈ ΓMρ on

v =


Idr

. . .
Idr

v1 · · · vn 1

 ∈ W
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given by 
Idr

. . .
Idr

v1γ
−1 · · · vnγ

−1 1


In what follows, we will show that W can be identified with a ΓMρ-submodule of

(
Mn

ρ

)B '(
MB

ρ

)n
. Let n ∈ Mat(rn+1)×1(N) be the k(t)-basis of N such that σn = ΦNn. We write

n = (n1, . . . ,nn, x)tr, where ni ∈ Matr×1(N). Notice that (n1, . . . ,nn)tr is a k(t)-basis of
Mn

ρ . Recall that the entries of Ψ−1
N n form a k-basis of NB, and u := (Ψ−1

ρ n1, . . . ,Ψ
−1
ρ nn)tr

is a k-basis of Mn
ρ . Given any k-algebra R, we recall the action of ΓMρ(R) on R⊗k

(
MB

ρ

)n
as

follows (cf. [17, §4.5]): for any γ ∈ ΓMρ(R) and any vi ∈ Mat1×r(R), 1 ≤ i ≤ n, the action

of γ on (v1, . . . ,vn) · u ∈ R⊗k

(
MB

ρ

)n
is presented as

(v1, . . . ,vn) · u 7→
(
v1γ

−1, . . . ,vnγ
−1
)
· u.

It follows that when a basis u of
(
MB

ρ

)n
is fixed as above, the action of ΓMρ on

(
MB

ρ

)n
is

compatible with the action of ΓMρ on W described in the previous paragraph. Regarding(
MB

ρ

)n
as a vector group over k, it follows that ΓN is a subgroup of the group scheme

ΓMρ n
(
MB

ρ

)n
over k, which satisfies the short exact sequence

1→
(
MB

ρ

)n → ΓMρ n
(
MB

ρ

)n
� ΓMρ → 1.

We also see that W is equal to the scheme-theoretic intersection ΓN ∩
(
MB

ρ

)n
.

Lemma 5.1.3. The k-group scheme W is the k-vector subgroup of
(
MB

ρ

)n
arising from a

ΓMρ-submodule. In particular, it is k-smooth.

Proof. Recall that Kρ := EndT(Mρ) is naturally embedded into End(MB
ρ ), so we can regard

MB
ρ as vector space V ′ over Kρ. Let G′ denote the Kρ-group GL(V ′). Corollary 3.5.6 says

that ΓMρ naturally coincides with the Weil restriction of scalars RKρ/k(G
′) over k. Let V ′ be

the Kρ-vector space V ′⊕n, and let V be the vector group over k associated to the underlying
k-vector space. By Theorem 2.3.1(b), ΓN is smooth. Hence, our situation is a special case
of Example A.1.2 of Appendix A (by taking G = ΓMρ , Γ = ΓN , k′ = Kρ, and k = k there),
so Proposition A.1.3 provides the desired result. �

Remark 5.1.4. In the case that Kρ is separable over k, one can prove Lemma 5.1.3 by showing
that the induced tangent map dπ is surjective onto the Lie algebra of ΓMρ along the lines of
arguments of the proof of [7, Prop. 4.1.2].

Theorem 5.1.5. Given u1, . . . , un ∈ C∞ with expρ(ui) = αi ∈ k for i = 1, . . . , n, we

let X1, . . . , Xn ∈ Ext1
T(1,Mρ), N and Ψ be defined as above. Suppose that ω1, . . . , ωr/s,

u1, . . . , un are linearly independent over Kρ. Then ΓΨ is an extension of ΓMρ by a vector
group of dimension rn defined over k, and so dim ΓΨ = r(r/s+ n). In particular, by (5.1.1)

∪r−1
i=1 ∪nm=1 ∪

r/s
j=1 {ωj, Fτ i(ωj), um, Fτ i(um)}

is an algebraically independent set over k.
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Proof. By (5.1.1), our task is to prove that dim ΓΨ = r(r/s + n), which is equivalent to
proving that dimW = rn by Theorem 3.5.4 and (5.1.2). As Lemma 5.1.3 implies that W is
a ΓMρ-submodule of (Mn

ρ )B, by the equivalence of the categories, TMρ ≈ Rep(ΓMρ ,k), there

exists a sub-t-motive U of Mn
ρ so that W ∼= UB. Therefore, to prove dimW = rn it suffices

to prove that UB = (Mn
ρ )B.

We claim that N/U is split as a direct sum of Mn
ρ /U and 1. To prove this, we follow an

argument of Hardouin (see [15, Lem. 2.3]). Since W ∼= UB, ΓN acts on NB/UB through the
quotient ΓN/W ∼= ΓMρ via (5.1.2). It follows that NB/UB is an extension of k by (Mn

ρ )B/UB

in the category Rep(ΓMρ ,k). By the equivalence TMρ ≈ Rep(ΓMρ ,k) and Corollary 3.5.7,

we see that the extension N/U is trivial in Ext1
T(1,Mn

ρ /U).

Now suppose on the contrary that UB ( (Mn
ρ )B. By Corollary 3.3.3 we have that Mn

ρ

is completely reducible in TMρ . As U is a proper sub-t-motive of Mn
ρ , there exists a non-

trivial morphism φ ∈ HomT(Mn
ρ ,Mρ) so that U ⊆ Kerφ. Moreover, the morphism φ factors

through the map Mn
ρ /U →Mn

ρ /Kerφ:

Mn
ρ

φ

''��
Mn

ρ /U // Mn
ρ /Kerφ ∼= Mρ.

Since φ ∈ HomT(Mn
ρ ,Mρ), we can write φ(m1, . . . ,mn) =

∑n
i=1 ei(mi) for some e1, . . . , en ∈

Kρ, not all zero. Then the push-out φ∗N = e1∗X1 + · · · + en∗Xn is a quotient of N/U . By
the claim above, it follows that φ∗N is trivial in Ext1

T(1,Mρ). But by Theorem 4.2.2 this
contradicts the Kρ-linear independence of X1, . . . , Xn in Ext1

T(1,Mρ). �

Corollary 5.1.6. Let ρ be a Drinfeld A-module of rank r defined over k. Let u1, . . . , un ∈ C∞
satisfy expρ(ui) ∈ k for i = 1, . . . , n, and suppose that they are linearly independent over Kρ.

Let δ1, . . . , δr be a basis of HDR(ρ) defined over k. Then the rn quantities

∪rj=1

{
Fδj(u1), . . . , Fδj(un)

}
are algebraically independent over k.

Proof. Every Drinfeld A-module defined over k is isomorphic over k to one for which the
leading coefficient of ρt is 1. It is a routine matter to check that the desired result is invariant
under isomorphism, so we will assume without loss of generality that this leading coefficient
is 1. Define the Kρ-vector space, V := SpanKρ(ω1, . . . , ωr, u1, . . . , un), and let {v1, . . . , v`}
be a Kρ-basis of V . Certainly r/s ≤ ` ≤ r/s + n. Since quasi-periodic functions Fδ(z) are
linear in δ, using (3.1.2) we have

k
(
∪r−1
i=1 ∪nm=1 ∪rj=1{ωj, Fτ i(ωj), um, Fτ i(um)}

)
= k
(
∪rj=1{Fδj(v1), . . . , Fδj(v`)}

)
.

By swapping out basis elements of V as necessary (see the proof of [7, Thm. 4.3.3]), the
result follows from Theorem 5.1.5. �

5.2. The case of general A. In this section, we prove Theorems 1.1.1, 1.2.2, and 1.2.3.
Essentially they follow from Theorem 3.5.4 and Corollary 5.1.6 when we consider ρ to be a
Drinfeld Fq[t]-module with complex multiplication.

We resume the notation from the introduction. However, in order to separate the roles of
“A as operators” from “A as scalars,” we let A be the ring of functions on X that are regular
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away from ∞ with fraction field k, and we let A be a copy of A with fraction field k that
serve as scalars. The fields k∞ and C∞ are then extensions of k. Thus we follow the “two
t’s” convention of [14, §5.4].

Let ρ be a rank r Drinfeld A-module defined over k. Let R be the endomorphism ring
of ρ, considered to be an extension of A, and let Kρ be the fraction field of R. We fix a
non-constant element t ∈ A, and consider ρ to be a Drinfeld Fq[t]-module with complex

multiplication by R and defined over k. Note that the exponential function expρ(z) and its
period lattice remain unchanged when switching from A to Fq[t].

As for scalars, we let θ ∈ k be chosen so that the extension Kρ/Fq(θ) is canonically

isomorphic to Kρ/Fq(t), where as usual Kρ ⊆ k is the fraction field of End(ρ). In this way

k = Fq(θ) and k∞ = Fq((1/θ)).

Proof of Theorem 1.1.1. Since u1, . . . , un are assumed to be linearly independent over Kρ,

Corollary 5.1.6 dictates that, for any biderivation δ : Fq[t] → k[τ ]τ , Fδ(u1), . . . , Fδ(un) are

algebraically independent over k. In particular, when we take δ = δ(1), we know Fδ(1)(z) =
z − expρ(z), and since expρ(ui) ∈ k for all i, the theorem is proved. �

For the relevant background on the de Rham theory of Drinfeld A-modules, we refer the
reader to [13, 26]. In order to distinguish the roles of ρ over different base rings, we denote by
D(ρ,Fq[t]) (resp. D(ρ,A)) and HDR(ρ,Fq[t]) (resp. HDR(ρ,A)), the spaces in §3.1 when we
regard ρ as a Drinfeld Fq[t]-module (resp. Drinfeld A-module). By the de Rham isomorphism
(1.2.1) the restriction map δ 7→ δ|Fq [t] : D(ρ,A)→ D(ρ,Fq[t]) induces an injection,

HDR(ρ,A) ↪→ HDR(ρ,Fq[t]).
Moreover, it is straightforward to check that Fδ(z) = Fδ|Fq [t](z) for all δ ∈ D(ρ,A).

Proofs of Theorems 1.2.2 and 1.2.3. Let s := [Kρ : k], ` := [k : Fq(t)]. Then ρ is a Drinfeld

Fq[t]-module of rank r`. Selecting a basis {δ1, . . . , δr} for HDR(ρ,A) defined over k, we
extend it to a basis {η1 := δ1|Fq [t], . . . , ηr := δr|Fq [t], ηr+1 . . . , ηr`} of HDR(ρ,Fq[t]) also defined

over k. We first prove Theorem 1.2.3, by applying Corollary 5.1.6 to ρ as a Drinfeld Fq[t]-
module. Suppose u1, . . . , un ∈ C∞ satisfy expρ(ui) ∈ k for each i = 1, . . . , n and are linearly
independent over Kρ. Then the set

∪r`j=1

{
Fηj(u1), . . . , Fηj(un)

}
is algebraically independent over k, whence so is the subset ∪ni=1 ∪rj=1 {Fδj(ui)}.

By these same considerations, Theorem 1.2.2 is now a special case of Theorem 1.2.3. If we
select periods ω1, . . . , ωr/s ∈ Λρ that are linearly independent over Kρ, the r2/s quantities

∪rj=1

{
Fηj(ω1), . . . , Fηj(ωr/s)

}
are algebraically independent over k, and so tr. degk k(Pρ) = r2/s. �

Appendix A. Subgroups of a semidirect product
by Brian Conrad

A.1. Main result. Let k be a field, k′ a nonzero finite reduced k-algebra (i.e., k′ =
∏
k′i for

finite extension fields k′i/k), and G′ a reductive group over Spec(k′) with connected fibers.
We allow for the possibility that k′ is not k-étale (i.e., some k′i is not separable over k). Let
V be a commutative smooth connected unipotent k-group equipped with a left action by
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the Weil restriction G = Rk′/k(G
′). By [8, Prop. A.5.2(4), Prop. A.5.9], the affine finite type

k-group scheme G is smooth and connected. Beware that if k′ is not k-étale then G is not
reductive when G′ → Spec(k′) has a nontrivial fiber over some point in the non-étale locus
of k′ over k [8, Ex. 1.6.1].

For a maximal k-torus T inG, the scheme-theoretic fixed locus V T is smooth and connected
(since the centralizer of T in Gn V is smooth and connected yet equals ZG(T ) n V T ). We
will be interested in cases where V T = 0 for some (equivalently, all) T .

Remark A.1.1. The reason we do not require k′ to be a field in general is that in proofs it is
useful to extend the ground field k to a separable closure ks, and k′s := k′ ⊗k ks is typically
not a field. The ks-algebra k′s arises because for an affine k′-scheme X ′ of finite type we have
Rk′/k(X

′)ks = Rk′s/ks(X
′
k′s

).

Here is the situation that is of most interest to us.

Example A.1.2. Suppose G′ is equipped with a linear representation ρ′ on a finitely gener-

ated k′-module V ′ such that V ′Z
′
= 0 for some central torus Z ′ in G′. Also assume that the

action of the Lie algebra z′ on V ′ satisfies V ′z
′

= 0 (equivalently, over every factor field of
k′s = k′⊗k ks, each weight for the Z ′-action on V ′ is not divisible by char(k) in the geometric
character lattice of the corresponding fiber of Z ′). For example, we could take G′ = GL(V ′)
for a finitely generated k′-module V ′ and ρ′ to be the standard representation of G′ on the
direct sum V ′ = V ′⊕n for any n > 0.

Let V be the vector group over k underlying V ′, and equip it with its natural left action
by G := Rk′/k(G

′) (acting via Weil restriction of ρ′). The center of G contains Rk′/k(Z
′), so

the maximal k-torus Z in Rk′/k(Z
′) is contained in every maximal k-torus T of G. It is easy

to check that the weights for the action of Zks on Vks are all nontrivial, so V Z = 0 and hence
V T = 0 for all T .

The main result of this appendix is:

Proposition A.1.3. With notation and hypotheses as in Example A.1.2, let Γ ⊂ Gn V be
a smooth closed k-subgroup such that Γ→ G is surjective. The scheme-theoretic intersection
Γ ∩ V is equal to W := Rk′/k(W

′) for a unique k′-submodule W ′ of V ′ that is moreover
G′-stable, and there exists a unique v ∈ (V/W )(k) = V ′/W ′ such that Γ is the preimage
under Gn V � Gn (V/W ) of the v-conjugate of G in Gn (V/W ).

In particular, Γ ∩ V is smooth and Γ is connected, and if k′ is a field with G′ acting
irreducibly on V ′ over k′ then either Γ = G n V or Γ is the v-conjugate of G for a unique
v ∈ V (k).

Remark A.1.4. The description of W in terms of a k′-submodule W ′ of V ′ relies crucially on

the hypothesis that V ′z
′

= 0 in Example A.1.2. For example, if char(k) = p > 0 and k′/k is
a purely inseparable extension of degree p then consider V ′ = k′ equipped with the action of

Z ′ = G′ = GL1 via t.x = tpx. Note that V ′z
′

= V ′ even though V ′Z
′

= 0, and the canonical
k-subgroup W = Ga in V = Rk′/k(Ga) is G-stable since k′p ⊆ k. Clearly Γ := G n W
satisfies Γ ∩ V = W scheme-theoretically, so Γ violates the conclusion of Proposition A.1.3
concerning the structure of W .

A.2. Proof of Proposition A.1.3. In view of the uniqueness assertion for v in Proposition
A.1.3, by Galois descent we may and do assume k = ks. The action of Gn V on the normal
k-subgroup V factors through the natural action of the quotient G since V is commutative.
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Since Γ → G is surjective and Γ(k) is Zariski-dense in Γ (as k = ks and Γ is smooth), it
follows that Γ(k) has Zariski-dense image in G. Thus, a smooth closed k-subgroup of V is
G-stable provided that it is normalized by Γ(k) inside of G n V . In particular, the Zariski
closure V0 of Γ(k) ∩ V (k) in V is a smooth closed k-subgroup of V that is stable under the
G-action on V . If Γ ∩ V is going to be smooth then it must necessarily equal V0, so this
motivates our work with V0 in what follows. Much later in the argument we will prove that
Γ ∩ V = V0.

Any surjection between smooth connected affine k-groups that is equivariant for actions by
a torus restricts to a surjection between centralizers for the torus actions, so V Z → (V/V0)Z

is surjective. Thus, (V/V0)Z = 0 since we assume V Z = 0. Before we address the structure
of V0, we first verify the following lemma that amounts to the uniqueness for v once we know
that Γ ∩ V is smooth.

Lemma A.2.1. There is at most one v ∈ (V/V0)(k) such that Γ/V0 is the v-conjugate of G
inside of Gn (V/V0).

Proof. For any k-algebra A and A-valued points g, h of G and v, w of V/V0, we have

(A.2.2) (g, v)(h,w)(g, v)−1 = (gh, h−1v + w)(g−1,−gv) = (ghg−1, gh−1v − gv + gw).

Setting g = 1, for any v ∈ (V/V0)(k) we see that the v-conjugate of (h,w) is (h, h−1v−v+w).
Thus, the v-conjugate of G in G n (V/V0) is the graph of the map G → V/V0 defined by
h 7→ h−1v − v. Uniqueness of v reduces to the property (V/V0)(k)G = 0, and this holds
because (V/V0)Z = 0. �

Suppose we could show that the image Γ of Γ in Gn(V/V0) contains a (V/V0)(k)-conjugate
of G. Since V (k)→ (V/V0)(k) is surjective (as k = ks and V0 is smooth), such a containment
would bring us to the situation (after a V (k)-conjugation on Γ) that Γ = Gn (Γ∩V ), which
forces the scheme-theoretic intersection Γ∩V to be smooth (as a direct factor of a smooth k-
scheme is smooth) and therefore equal to V0, so we would be done. Our problem is therefore
reduced to establishing that V0 = Rk′/k(W

′) for a G′-stable k′-submodule W ′ in V ′ (such a
W ′ is clearly unique as a k′-submodule, even without reference to the G′-stability condition)
and that Γ contains a (V/V0)(k)-conjugate of G (or equivalently that some V (k)-conjugate
of Γ in Gn V contains G).

Let T ⊆ Γ be a maximal k-torus, so its image in G is a maximal k-torus (as Γ → G
is surjective). The maximal tori in G n V are conjugates of maximal tori of G since V
is unipotent, so by dimension reasons it follows that T is maximal as a k-torus of G n V .
It is harmless to replace Γ with a (G n V )(k)-conjugate since we aim to show that some
V (k)-conjugate of Γ contains G, and by a result of Grothendieck all maximal k-tori in
G n V are k-rationally conjugate since k = ks (see [8, Prop. A.2.10] for a self-contained
elementary proof). Thus, we may arrange that T coincides with any desired maximal k-
torus of G = Rk′/k(G

′) inside of G n V . Fix such a T . Note that now T contains Z, as all
maximal k-tori in G must contain any central k-torus (such as Z).

The quotient map Γ � G must carry the Cartan k-subgroup ZΓ(T ) onto ZG(T ). By [8,
Prop. A.5.15], there is a unique maximal k′-torus T ′ in G′ such that T ⊆ Rk′/k(T

′), and
moreover ZG(T ) = ZG(Rk′/k(T

′)) = Rk′/k(T
′) (the final equality by comparison of k-points,

as ZG(T ) is smooth). Thus, dimZΓ(T ) ≥ dim Rk′/k(T
′). But

ZΓ(T ) ⊆ ZGnV (T ) = ZG(T )
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since V T = 0 (as V Z = 0 and Z ⊆ T ). Hence, ZΓ(T ) = Rk′/k(T
′) inside of G n V . In

particular, Rk′/k(T
′) ⊆ Γ, so Rk′/k(Z

′) ⊆ Γ. Hence, the k-subgroup V0 in V is an Rk′/k(Z
′)-

stable closed k-subgroup of V . The structure of V0 is therefore determined by:

Lemma A.2.3. Let k be a field, k′ a nonzero finite reduced k-algebra, and V ′ a finitely
generated k′-module equipped with a linear action by a k′-torus Z ′ such that the action of

the Lie algebra z′ = Lie(Z ′) on V ′ satisfies V ′z
′

= 0. Any Rk′/k(Z
′)-stable smooth closed

k-subgroup H of V := Rk′/k(V
′) has the form Rk′/k(W

′) for a unique k′-submodule W ′ of V ′.

As in Remark A.1.4, the hypothesis on the z′-action cannot be dropped. The proof of
Lemma A.2.3 is rather long, so let us first see how to use it to complete the proof of Propo-
sition A.1.3.

We write k′ =
∏
k′i for fields k′i, and correspondingly V ′ =

∏
V ′i for a vector space V ′i

over k′i. Let G′i denote the k′i-fiber of G′ (so G =
∏

Rk′i/k
(G′i)). The k′-torus T ′ contains the

central torus Z ′, and we recall that V ′Z
′
= 0. Granting Lemma A.2.3, the Zariski closure V0

of (Γ ∩ V )(k) in V is Rk′/k(W
′) for a unique k′-submodule W ′ of V ′.

Note that V0 is G-stable, due to the surjectivity of Γ → G, so consideration of k-points
shows that W ′ is a G′-stable k′-submodule of V ′ (as k = ks). Since V0(k) = (Γ ∩ V )(k), we
see that Γ(k) ∩ V (k) coincides with the k′-submodule W ′ of V ′. The k-group Γ is therefore
the full preimage in G n V of a smooth closed k-subgroup Γ in G n (V/V0) such that
Γ(k) ∩ (V/V0)(k) = 0. Let V = V/V0.

The maximal central torus Z of Rk′/k(Z
′) satisfies V Z = 0. Hence, V

Z
= 0 as well, since

Z is a torus. For any γ = (g, v) ∈ Γ(k) the effect of γ−1-conjugation on an element z ∈ Z(k)
is the same as conjugation by v−1 = −v. Thus, γ−1zγ = v−1zv = (z, v − zv), so since

Z(k) ⊆ Γ(k) we have zv − v ∈ Γ(k) ∩ V (k) = 0. Letting z vary, it follows that v ∈ V Z
= 0.

In other words, γ ∈ G(k) inside of (G n V )(k). That is, Γ ⊆ G inside of G n V . But the
projection Γ → G is surjective, so Γ = G inside of G n V as required. This completes the
proof of Proposition A.1.3, conditional on Lemma A.2.3.

Proof of Lemma A.2.3. By Galois descent (in view of the uniqueness claim), we may and do
assume k = ks. The uniqueness of W ′ is clear, so the problem is its existence. Let {k′i} be
the set of factor fields of k′, and Z ′i the k′i-fiber of Z ′. Consider the k-group decomposition
Rk′/k(Z

′) =
∏

Rk′i/k
(Z ′i), so the maximal k-torus Z of Rk′/k(Z

′) has the form
∏
Zi for the

maximal k-torus Zi in Rk′i/k
(Z ′i). Note that the character groups of Z ′i and Zi naturally

coincide since k′i/k is purely inseparable (and k = ks). We may replace H with H0, so H
is connected. Our goal is to show that H contains the image of its projection into each
Rk′i/k

(V ′i ).

Choose an index i0 and let S =
∏

i 6=i0 Rk′i/k
(Z ′i), so V S = Rk′i0

/k(V
′
i0

) where V ′i is the

k′i-factor of V ′. The centralizer HS for the S-action on H is smooth and connected (since
S is a torus and H is smooth and connected), and the image of HS in Rk′i0

/k(V
′
i0

) is the

same as the image of H since the formation of S-invariants commutes with the formation
of images under homomorphisms between smooth connected affine k-groups. Thus, we can
replace (k′/k, V ′, Z ′, H) with (k′i0/k, V

′
i0
, Z ′i0 , H

S) to reduce to the case that k′ is a field.
With k′ now arranged to be a field, we will show that H contains the image of its projection

into each Rk′/k(V
′
χ′), with V ′χ′ varying through the Z ′-weight spaces of V ′. Pick χ′0 such that

V ′χ′0
6= 0, and let T ′ = (kerχ′0)0

red be the codimension-1 torus in Z ′ killed by χ′0. Let T be
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the maximal k-torus in Rk′/k(T
′), so X(T ) is naturally identified with X(T ′). Clearly V T =

Rk′/k(V
′T ′), and this is the direct product of the factors Rk′/k(V

′
ψ′) where ψ′ ∈ X(Z ′/T ′) ' Z

varies through those χ′ that are rational multiples of χ′0. Also, the T -centralizer HT is
smooth and connected (as for a torus action on any smooth connected affine group), and
HT → Rk′/k(V

′
χ′0

) has the same image as H (since T acts trivially on Rk′/k(V
′
χ′0

)). Since

X(Z ′/T ′) is saturated in X(Z ′), we may replace (V ′, Z ′, H) with (V ′T
′
, Z ′/T ′, HT ) to reduce

to the case that Z ′ ' GL1.
The image of H in each Rk′/k(V

′
χ′) has group of k-points that is an additive subgroup W ′

χ′ of

V ′χ′ stable under the action of Rk′/k(Z
′)(k) = k′× through χ′. That is, writing χ′(t) = tm with

char(k) - m (due to our hypothesis on the vanishing of the z′-invariants), the surjectivity of
the mth-power endomorphism of k′× implies that W ′

χ′ is a k′-linear subspace of V ′χ′ for every
χ′. We can replace V ′χ′ with W ′

χ′ for every χ′ to arrange that H → Rk′/k(V
′
χ′) is surjective

for all χ′. Now we aim to prove H = V ; i.e., H contains Rk′/k(V
′
χ′) for all χ′.

Fix a choice of χ′0. The idea is to find a functorial way of selecting a Z-stable smooth
closed k-subgroup F (G) of any smooth affine k-group G equipped with a Z-action so that the
following formal properties hold: (i) F (V ) = Rk′/k(V

′
χ′0

) (avoiding any reference to the linear

structure on V ′ over k′ or the linear structure on V over k!), (ii) F is a “projector” in the sense
F (F (G)) = F (G) for any G, (iii) F carries surjections to surjections (without smoothness
hypotheses on these surjections). Once such an F is in hand, applying it to the Z-equivariant
quotient map H � Rk′/k(V

′
χ′0

) = F (V ) yields a surjective map F (H) � F (F (V )) = F (V ),

yet H is a Z-stable closed k-subgroup of V , so by functoriality of the subgroup assignment F
we see that F (H) is a k-subgroup of F (V ) inside of V . In other words, F (H) is a k-subgroup
of F (V ) = Rk′/k(V

′) inside of V such that the natural projection V � Rk′/k(V
′
χ′0

) = F (V )

extending the identity on F (V ) restricts to a surjection on F (H), forcing F (H) = F (V ).
This implies that H contains F (H) = F (V ) = Rk′/k(V

′
χ′0

) inside of V , as desired.

We will not quite find such a functor F in the generality just described. Instead, we
will first carry out some preliminary reduction steps to acquire finer properties for χ′0 (in
comparison with all other Z ′-weights on V ′), and then we will construct such an F . Our
aim is to prove that H contains Rk′/k(V

′
χ′0

) for an arbitrary but fixed choice of χ′0, so we

begin by composing the isomorphism Z ′ ' GL1 with inversion if necessary to ensure that
χ′0(t) = tn with n > 0. Proceeding by descending induction (or by contradiction), we may
and do assume that H contains Rk′/k(V

′
χ′) for any χ′ : t 7→ tm with m > n. It is clearly

harmless to pass to the quotient of V ′ by the span of such V ′χ′ with “weight” larger than n
(and pass to the quotient of H by the k-subgroup directly spanned by the Rk′/k(V

′
χ′) for such

χ′), so now every positive weight χ′ that occurs in V ′ has the form χ′(t) = tm with m ≤ n.
The maximal k-torus Z in Rk′/k(Z

′) = Rk′/k(GL1) is the evident GL1. Since the k′-
group Z ′[n] = µn is finite étale (as char(k) - n) and k′/k is purely inseparable, clearly

Rk′/k(Z
′[n]) = Z[n] and V Z[n] = Rk′/k(V

′Z′[n]). Thus, exactness of the formation of µn-

invariants allows us to replace Z ′ with Z ′/Z ′[n], replace V ′ with V ′Z
′[n] (which leaves V ′χ′0

unchanged), and replace H with (Hµn)0. This brings us to the case that χ′0(t) = t and all
other weights are negative. In other words, each χ′ 6= χ′0 satisfying V ′χ′ 6= 0 necessarily has
the form χ′ = χ′0

m for some m < 0 (depending on χ′).
Finally, we bring in a procedure that compatibly separates positive weights from negative

weights in both H and Rk′/k(V
′) under the action of Z = GL1. The basic construction we
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need is systematically developed in [8, 2.1] in a functorial manner, and it goes as follows.
By [8, Rem. 2.1.11], for any affine k-group scheme G of finite type and left action µ of GL1

on G, there is a closed k-subgroup scheme UG(µ) of G representing the functor that assigns
to any k-algebra R the subgroup of points g ∈ G(R) such that the R-scheme morphism
GL1 → GR defined by t 7→ t.g extends (necessarily uniquely) to an R-scheme morphism
A1
R → GR. More specifically, by [8, Rem. 2.1.11], UG(µ) is smooth and connected when G is

smooth, and if G→ G is a GL1-equivariant flat surjection between connected affine k-groups
of finite type then UG(µ) → UG(µ) is a flat quotient map. Note also that if G′ is a closed
k-subgroup of G that is stable under the action of GL1 then UG′(µ) = G′ ∩ UG(µ). The
functor (G, µ) UG(µ) will play the role of the functor F in the formal considerations given
above.

Define the isomorphism λ : GL1 ' Z to be the inverse of the preferred isomorphism used
above (i.e., the inverse of the restriction of Rk′/k(χ

′
0) : Rk′/k(Z

′) ' Rk′/k(GL1) to maximal
k-tori), and use this to identify the natural Z-action on V with a GL1-action. (This is exactly
the natural scaling action arising from the evident linear structure on V = Rk′/k(V

′) over k,
in view of how we have changed Z ′ in relation to χ′0.) In this way we get smooth connected
k-subgroups UH(λ) in H and UV (λ) in V , with UH(λ) = H ∩ UV (λ) scheme-theoretically.
Every χ′ 6= χ′0 such that V ′χ′ 6= 0 necessarily has the form χ′0

m with m < 0 (depending on χ′),

so UV (λ) = Rk′/k(V
′
χ′0

). In particular, the k-subgroup H := Rk′/k(V
′
χ′0

) in V is stable under

the GL1-action through λ and satisfies UH(λ) = H.
Since we reduced to the case that the composite map H ↪→ V � Rk′/k(V

′
χ′) is surjective

for all χ′, by taking χ′ = χ′0 we deduce that the Rk′/k(Z
′)-equivariant map H → H is a GL1-

equivariant flat quotient map. Thus, the induced map UH(λ) → UH(λ) = H is surjective.
In other words, the surjective composite map H ↪→ Rk′/k(V

′) � Rk′/k(V
′
χ′0

) restricts to a

surjective map on the k-subgroup UH(λ). But UH(λ) viewed inside of V is a k-subgroup of
UV (λ) = Rk′/k(V

′
χ′0

), so we conclude that the inclusion UH(λ) ↪→ Rk′/k(V
′
χ′0

) is an equality

(since the natural projection V � Rk′/k(V
′
χ′0

) restricts to the identity on the k-subgroup

Rk′/k(V
′
χ′0

)). This shows that the k-subgroup H in V contains Rk′/k(V
′
χ′0

), as required. �

A.3. A generalization. In the general setting introduced before Example A.1.2 there is
no “linear structure” imposed on V or the G-action on V . In that generality we have the
following replacement for Proposition A.1.3 away from characteristic 2:

Theorem A.3.1. Using notation and hypotheses as at the start of §A.1, assume char(k) 6= 2
and V T = 0 for some maximal k-torus T of G. Let Γ be a smooth closed k-subgroup of GnV
such that the composite map Γ→ G is surjective.

The scheme-theoretic intersection V0 := Γ∩V is smooth and G-stable, and there is a unique
v ∈ (V/V0)(k) such that Γ is the preimage under Gn V � Gn (V/V0) of the v-conjugate of
G in Gn (V/V0).

The proof of Theorem A.3.1 will appear elsewhere, as it involves techniques of an entirely
different nature from the proof of Proposition A.1.3: the structure theory of pseudo-reductive
groups developed in [8] (even though the statement of Theorem A.3.1 does not involve
pseudo-reductive groups).

Theorem A.3.1 is probably valid in characteristic 2 under additional restrictions, including
that the maximal geometric semisimple quotient Gss

k
has no simple factor of type C. The

necessity of additional hypotheses related to type C in a characteristic-2 version of Theorem
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A.3.1 is not merely a matter of technique, but rather is due to explicit counterexamples.
Such counterexamples illuminate the meaning of Theorem A.3.1 and help one to appreciate
the good fortune of the characteristic-free nature of Proposition A.1.3, so we now provide
a family of counterexamples to a characteristic-2 version of Theorem A.3.1 without type-C
restrictions.

Example A.3.2. Let k be a field of characteristic 2, and (V, q) a non-degenerate quadratic
space of rank 2n+ 1 over k. The associated symmetric bilinear form Bq on V is alternating
with V ⊥ of dimension 1, so there is an induced non-degenerate alternating form Bq on the
quotient V = V/V ⊥ of dimension 2n. Thus, we get a map SO(q)→ Sp(Bq).

For example, if q = x2
0 + x1x2 + · · · + x2n−1x2n is the standard split quadratic form on

V = k2n+1 then V ⊥ = ke0 and the map

(A.3.3) SO2n+1 = SO(q)→ Sp(Bq) = Sp2n

is projection onto the lower-right 2n×2n block matrix. This map is surjective and its kernel
consists of lower-triangular unipotent matrices whose entries below the diagonal all vanish
apart from α2 entries along the left column (below the upper-left entry of 1). As a group
scheme, this kernel is α2n

2 with components corresponding to matrix entries along the left
column, and the induced action on it by Sp2n is via the identification of α2n

2 as the Frobenius
kernel in the standard representation space of rank 2n. (To put this in perspective, we
note that by [21, Lemma 2.2], over an algebraically closed field the only isogenies between
absolutely simple and connected semisimple groups for which the kernel is nontrivial and
unipotent are the isogenies (A.3.3) in characteristic 2, up to an isomorphism on the source
and target.)

In general, let W denote the vector space Hom(V ⊥, V ) corresponding to “left column below
the top entry” in so2n+1 ⊂ gl2n+1, and equip it with the standard action by Sp(Bq) ⊂ GL(V ).
Viewing W as a vector group over k, let FW/k : W → W (2) denote its relative Frobenius
isogeny. There is an exact sequence

1→ kerFW/k → SO(q)→ Sp(Bq)→ 1

in which the induced left action of the quotient term on the commutative kernel is the
natural one arising from the Sp(Bq)-action on W . The pushout along the Sp(Bq)-equivariant
inclusion kerFW/k ↪→ W is an exact sequence

(A.3.4) 1→ W → E → Sp(Bq)→ 1

in which E contains the subgroup Γ := SO(q) mapping via a degree-22n infinitesimal isogeny
onto Sp(Bq) and the induced left action of Sp(Bq) ⊂ GL(V ) on the commutative kernel
W = Hom(V ⊥, V ) is the natural one. (By choosing a basis of the line V ⊥, we get an Sp(Bq)-
equivariant isomorphism W ' V .) Thus, for any maximal torus T in Sp(Bq) the subspace
W T vanishes because the center µ2 of the symplectic group acts by ordinary scaling (and
so even W µ2 vanishes). We claim that (A.3.4) splits as a semidirect product, so inside of
Sp(Bq) n V we get a counterexample to the conclusion of Theorem A.3.1 in type-C cases in
characteristic 2.

To construct a splitting of (A.3.4), more generally consider an arbitrary short exact se-
quence

(A.3.5) 1→ U → E → Sp2n → 1
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of linear algebraic groups over a field k, where U ' GN
a is a vector group. Assume that the

induced action of the center µ = µ2 of Sp2n on U is the natural scaling action. We shall
prove that (A.3.5) is split.

Note that E is necessarily a smooth connected affine k-group. The exact sequence (A.3.5)
pulls back to an extension of µ by U lifting the natural linear action of µ on GN

a . We claim
that this pullback splits, so µ lifts into E. To prove that the pointed set Exk(µ2,G

N
a ) of

such extensions is trivial, we immediately reduce to the case N = 1. The case char(k) 6= 2 is
easy (since then µ2 = Z/2Z and doubling is an automorphism of Ga). Suppose instead that
char(k) = 2. Then consideration of Frobenius kernels reduces the problem to the vanishing
of Exk(µ2, α2) over fields of characteristic p = 2 (relative to the usual scaling action of µ2 on
α2), and this in turn follows from an easy calculation with p-Lie algebras (and works just as
well with µp and αp for p > 2).

For k-subgroup µ′ ⊂ E isomorphically lifting the center µ of Sp2n, consider the scheme-
theoretic centralizer Eµ′ of µ′ in E. By [8, Prop. A.8.10], Eµ′ is smooth and Lie(Eµ′) is
equal to Lie(E)µ

′
. By exactness of µ′-invariants on linear representations, the surjective map

Lie(E) → sp2n (with kernel Lie(U)) induces a surjective map Lie(E)µ
′ → sp2n. This latter

surjection is an isomorphism since its kernel is Lie(U)µ
′

= Lie(GN
a )µ = (Lie(Ga)µ)N = 0.

Hence, (Eµ′)0 → Sp2n is an isogeny with étale kernel. But the connected semisimple group
Sp2n is simply connected, so (Eµ′)0 → Sp2n is an isomorphism; this is the required splitting.
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