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Introduction. 

1. In  the theory of almost  periodic funct ions  the study of mean mot ions  

and of problems of dis t r ibut ion forms an in teres t ing  chapter .  

Histor ical ly ,  the subject  begins with Lagrange ' s  t r ea tmen t  of the  per turba t ions  

of the large planets,  which leads to a s tudy of the var ia t ion of the a rgumen t  of 

a t r igonometr ic  polynomial  F ( t ) - ~  aoe~.ot+ . . .  § a ve~'~v t. Apar t  f rom some cases 

considered by Lagrange,  this  problem was first t rea ted  r igorously by Bohl[1] and 

Weyl  [i], who by means of the theory  of equidis t r ibut ion proved the  existence of a 

mean motion whenever  the numbers  ~1--~o . . . .  , ~ x - - 4 o  are l inearly independent .  
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Closely related to the i r  method  is the t r ea tmen t  by Bohr  [I] of the distri- 

but iou of the values of the Riemann zeta func t ion  ~ ( s ) =  ~(a + it), or r a the r  of 

the  funct ion  lo~" ~r(,), in the half-plane a >  �89 I t  depends on a cer ta in  mean 

convergence of the Euler  product,  first applied by Bohr  and Landau  [I], and on 

the l inear independence  of the logar i thms of the primes. The method  has been 

fu r the r  developed in Bohr  and Jessen [i], [2]. Two main results  have been obtained. 

One concerns the dis t r ibut ion of the values of log ~(,~.) on ver t ical  lines and states 

(in the terminology now used) the  existence of an asymptot ic  dis t r ibut ion func- 

t ion of the func t ion  log ~(a + it) for  every fixed a > �89 possessing a cont inuous  

density l"~(x) which is positive in the whole x-plane when a ~ I. The o ther  resul t  

concerns the dis t r ibut ion of the values in vert ical  strips and states for  every 

str ip (�89 ~)~1 ~ a ~  o~ and every :~: the  exis tence of a re la t ive  f requency of the 

zeros of log ~ ( s ) - - x  in the strip, which depends cont inuously  on al and a2 and 

is positive for all x when a I ~ I. 

The funct ion ~(s) is a lmost  periodic in [I, + c o ]  and so is, too, the func t ion  

log ~(s), whereas a cer ta in  generalized almost  periodici ty is present  for  �89 < a ~ I. 

This  almost  per iodici ty  makes the results less surprising,  but  was no t  used in 

the proofs. 

2. A new t r ea tmen t  of the dis t r ibut ion of the values of log ~(s )on  vertical 

lines was given in Jessen and W i n t n e r  [I] ill connect ion with a general  t r e a tm en t  

by means of Four ie r  t ransforms of dis t r ibut ion funct ions  of funct ions  of a real  

variable which are almost periodic in the ordinary  or in a general ized sense. 

The  existence of the density Fo(x) is here  obta ined by an est imate of the Fourier  

t r ans form of the dis t r ibut ion funct ion,  and f rom its expression as a Fom'ier  

in tegral  it  followed, among other  things,  t ha t  it  possesses cont inuous  par t ia l  

derivat ives of arbi t rar i ly  h igh order.  In the case �89 < a ~ I it  was even shown 

tha t  it  is a regular  analyt ic  func t ion  of the  coordinates.  Similar  results  were 

obta ined regard ing  the dis t r ibut ion of the values of .~(s) i tself  on vertical lines. 

The dis t r ibut ion of the zeros of an a rb i t ra ry  analyt ic  a lmost  periodic func- 

t ion f ( s )  in vert ical  strips was studied by Jessen [I] by means of the so-called 

Jensen funct ion  defined as the mean value qv/(a)=~l{log]f((~+it)[}; it  was 
t 

shown that  this funct ion  is a cont inuous  convex funct ion and tha t  the relat ive 

f requency  of zeros of f(.~') in a s tr ip al~a<a.z inside the strip of ahnost  perio- 
p /  , I /  , 

dicity exists and is equal  to (q~f~,a2,--q~/~all)/2zr whenever  q~f(a) is differentiable 

at  the points o" 1 and a2. An addit ion on the variat ion of the aro.ument of f(s) 
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on vert ical  lines has been given by H a r t m a n  [I], who proved tha t  the mean 

motion of f ( a  + it) exists and is equal to ~v.~-(~) whenever  ~o/(a) is different iable 

at  the point  a. A systematic  exposit ion of this subject ,  including a complete  

t r ea tmen t  of Lagrange ' s  problem, has been given in Jessen and Tornehave  [1]. 

These  invest igat ions of the Jensen f u n c t i o n  concern funct ions  wh ich  are 

almost periodic in the ordinary sense. In  the case of the zeta funct ion  they 

are the re fore  only applicable in the half-plane a > I. Toge the r  with the above 

ment ioned  result on the existence and cont inui ty  in a 1 and a2 of the f requency of 

zeros of log ~ ( s ) - - x  in al<a<a2 they show tha t  the Jensen  func t ion  ~Vlog,-~(a) 

of log ~ ( s ) - - x  is differentiable in a > I  for  all x. In  the closely re la ted case of 

an almost  periodic funct ion  J(s)  with l inearly independent  exponents  in the 

Dir ichlet  series an even preciser result  is known. I t  has been shown in Jessen [2] 

by a combinat ion  and extension of the method f rom the  zeta funct ion  and the  

Four ier  t ransform method,  tha t  in this case the re la t ive  f requency of zeros of 

f ( s ) - - x  exists for  any str ip al < a < az and  any x and is the in tegral  over the 

interval  al<a <a2 of a cer ta in  cont inuous funct ion.  This means tha t  the  Jensen  

funct ion  q~/_~(~) of . f ( s ) - -x  is twice differentiable with a cont inuous  second 

derivative.  

3. The object  of the present  paper  is to round off the previous work by a 

t r ea tmen t  of mean motions on vert ical  lines and of zeros in vert ical  strips of the 

funct ions  log ~ ( s ) - - x  and ~ ( s ) - - x  in the  half-plane a > �89 

Since the zeta func t ion  is ahnost  periodic only in a generalized sense in 

the str ip �89 < a < I we must  first ex tend the results  connected  wi th  the  Jensen  

funct ion  to cer ta in  cases of general ized almost  periodic func t ions  general  enough 

to include the  funct ions  log ~ ( s ) -  x and ~ ( s ) - - x .  This  extension,  which may 

be of some interest  in itself, is given in Chap te r  I. 

In  Chapter  I I  the  funct ions  log ~(.,.) and ~(s) are deal t  with. We prove tha t  

the Jensen  funct ion  ~O~og :--x(a) -~ 3 I  {log ]log ~ (a + i t) --  x {} of log ~ (s) - -  x exists 
t 

and is a twice different iable  convex funct ion  in the interval  �89 < a <  + c~. For  a-+ �89 

we have qglog:-,,.(a)~c,o for  any x. For  every a > � 8 9  the  func t ion  log~(a+i t ) - -x  
possesses a mean motion which is equal to r .-.~ (a), and for  any str ip (�89 < ) a l  < a < a2 

t h e r e  exists a relat ive f requency  of the zeros of log ~(s)--x in the  strip, which 

is equal to (~'~og ;-.~(a2)--~V~og ;-2,(ax'~)/2 z. The second der ivat ive ~'log ;-x (a) is obta ined  

" {O. ~ in the form ~Vlog:--.~.~ j~- 2 ~r G~(x), where G,~(x) is a cont inuous  func t ion  of a and x, 

which for  every a > �89 represents  the densi ty of a cer ta in  dis t r ibut ion func t ion  
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analogous to the distribution function of log ~(a+ it). I t  has similar properties 

as the density Fo(x) mentioned above; thus it possesses continuous partial 

derivatives of arbitrarily high order and is in the case �89 <= o < I  even a regular 

analytic function of the coordinates; if � 8 9  it is positive for all x. Similar 

results are proved for the functions ~ ( s ) -  x. 

For the convenience of the reader we have included proofs of most of the 

known results which we need. In particular we have included a treatment of 

the asymptotic distribution functions of the functions log ~(a + it) and ~(a +it) 
for every a > �89 

Of earlier results in our subject we have mentioned above only those which 

are of direct importance for the present paper. A detailed account of the de- 

velopment of the subject has been given in the introduction to Jessen and 

Tornehave [I]. 

CHAPTER I. 

Mean Motions and Zeros of  Generalized Analytic Almost 
Periodic Functions. 

Ordinary Analytic Almost Periodic Functions. 

4. We shall begin by stating the above mentioned results of Jessen and 

Hartman as they appear in Jessen and Tornehave If]. First we must mention 

certain definitions which will be used throughout. 

Let f (s)  denote an arbitrary function of the complex variable s ~ a + it, 
which is regular in an open domain G and is not identically zero. The function 

a rgf (s )  is then defined mod. 2z ,  by the condition f(s)-----If(s)[e iargf~), for all s 

in G, with the exception of the zeros of f(s). 
Let L denote an orientated straight line (or segment) belonging to G. We 

then define the left argument a rg- f ( s )  of f(s)  on L as an arbitrary branch of 

the argument, which is continuous except at the zeros of f (s)  on L, whereas it 

is discontinuous with a jump of --p~r, when s passes, in the positive direction 

of L, a zero of f(s)  of the order p. Similarly we define the right argument 

arg+f(s)  of f(s) on L as an arbitrary branch of the argument, which is continuous 

except at the zeros of f (s)  on L, whereas it is discontinuous with a jump of 

+ p ~r, when s passes, in the positive direction of L, a zero of f(s) of the order p. 

In a discontinuity point we use as value the mean value of the limits from 
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the two sides; the two functions a r g - f ( s )  and a r t + f  (s) are hereby defined for 

all s on L. 

I f  s~ and s2 are points of L, so tha t  the direction from s~ to s2 coincides 

with the positive direction of L, the differences a r g - f ( s 2 ) -  a r g - f ( s l )  and 

a r g + . f ( s 2 ) -  a rg+f(s l )  are independent  of the choice of the branches of the ar- 

guments  and are called the variation of the a rgument  of f ( s ) f rom sl to s~ along 

the left  or r ight  side of L, or simply the left or r ight  variation of the a rgument  

of f (s)  along the segment  f rom s 1 to s~. 

When  speaking of the left  and r ight  a rgument  of a function on a vertical 

or horizontal  line (or segment) we suppose the line orientated af ter  increasing 

values of t or a respectively. 

5. The results referred to are now as follows. 

Let f ( s ) = f ( a  + it) be almost  periodic in the strip [a, fl] and not  identically 

zero. Then the mean value ~ 

= lira _ f log I [f(a-L, i t ) ld t   /(a)=Mllogt I f ( a +  i t ) l}  a - r . !  
7 

exists uniformly in the interval  [a, ~] and is a convex funct ion of a. I t  is called 

the Jensen function of .f(s). 
Moreover, if a r g - f ( a  + it) and arg+.f(a  + it) denote the  left and r ight  ar- 

gument  o f f ( s )  on the line s - ~ a + i t ,  - - o o < t <  +o% then the lower and upper, 

left  and r ight  mean motions of f (s)  on this line, defined by 

inf f (a  + id) -- a r g - f ( a  + i 7) 
~:;(a) = lim s u p a r g -  ~ - - 7  

and 

lira inf + - -  arg§ + i;,) 

z For  an  a rb i t r a ry  real  func t ion  P(7, J) defined w h e n  --  ~ ~ 7 ~ J ~ + oo we deno te  by 
lira inf  P(7, J) t h e  l ea s t  u p p e r  b o u n d  of t hose  n u m b e r s  r for wh ich  the re  ex i s t s  a n u m b e r  

(5-1) ~ oo 
Tf f i  T( r )  such  t h a t  Q(7, d ) > r  for ( J - - y ) >  ~; and,  s imi l a r ly ,  by  lira s u p  {~(7, J ) t h e  g rea te s t  

(5-1) ~ o~ 
lower b o u n d  of t hose  n u m b e r s  r for w h i c h  the re  ex i s t s  a n u m b e r  T ~  T( r )  s u c h  t h a t  P(7,  J ) ~  r 

for ( J -  7) ~ T. If  t hese  l imi t s  are  equal ,  we denote  the i r  c o m m o n  va lue  by  lira ~(7,$).  W h e n  

P(7,  J) is complex -va lued ,  we wr i te  lira ~ (7 ,$ )  ~ a if t he re  ex i s t s  to eve ry  e > o a T =  T(~) 
($-7) ~ oo 

s u c h  t h a t  IP(7,  J ) - - a l ~  for ( J - - 7 )  ~ T. For  a se t  of f u n c t i o n s  0(7 ,  J) t he  l im i t s  are  said to 
exist  u n i f o r m l y ,  if, for an  a rb i t r a ry  ~, t h e  s ame  T ~  T ( ~  m a y  be used  for al l  f unc t i ons  of t h e  set.  
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satisfy the inequali t ies 

' (~ - -  o) =< (a) ,[ :~ (a) l < ~ (a) < ~.~ (a + o). 
~'  ::; =< [ ~; (~ = = 

Finally, if Nf(a  1, az; 7, 6) denotes  the number  of zeros t of .f(s) in the rectangle 

(a <)a~ < a < a~(<  fl), 7 < t < 6, then the lower and upper  relative frequencies 

of zeros of f ( s )  in the st~rip (al, a~), defined by 

H ]  (al, a ,)]  inf Nr (al, a,;  7, 6) 
/_~,. (a l ,  a2 ) j = lim sup 6 -- 7 

(5-3,)~ or 

satisfy the inequali t ies 

I , ~ ,. I , ,. 

2 ~  (~9f(O'2 - -  O J - -  99y'~6r 1 -~ O)) <: / / f ( 6 r l ,  O'2) ~< lq] (o ' l ,  0"2) ~ ~ (~Pf(6 2 + O) - -  ~9f ' ,6  1 - -  0 ) ) .  

As a corollary we have, tha t  if f j (a )  is differentiable at the point  a, then 

the left and r ight  mean motions 

e l ( a ) =  lira a r g - f ( a  + i 6 ) - - a r g - f ( a +  i7) 

and 

c+(a) = lira a r~+ ' f (a  + i d ) - - a r g + f ( a  + i7) 
.f" 6 

both exist and are determined by 

q (o) = g;~ (~,) = r @. 

Similarly, if 9~s(a) is differentiable at  al and a~, then the relative frequency of 

zeros 

Hf(al,  a2) = lim N](al  a~; 7, d) 

exists and is determined by 

H,(ai ,  a , ) =  I ,~ ,, , 
2~ (~I',a~ - -  9o/,a~ ). 

The la t ter  formula is called the Jense~ formula  for almost  periodic functions.  

I f  for m > o  we pnt  
If(8) I,. = max {If(,s.)I, .~} 

the aensen funct ion ~t'(a) is also determined as the limit of the mean value 

M{log  I/(,~ + i t ) l , ,  } 
t 

as , n - ,  o, the convergence being again uniform in [a,/~]. 

Throughout ,  mul t ip le  zeros are counted according to the i r  order of mul t ip l ic i ty .  
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Among the fur ther  properties of the Jensen funct ion we mention that ,  if a 

sequence of funct ions f l ( s ) , f2(s) , . . ,  almost periodic in [a, 8], none of which is 

identically zero, converges uniformly towards f(s) in [a, ~], then the Jensen func- 

t ion r of f,,(s) converges uniformly in [c~,/~] towards ff.,.(a). 

6. We  shall now establish connections between the Jensen funct ion and 

certain distr ibution functions.  

Le t  R~ be the complex plane with x = ~1 + i~2 as variable point. A completely 

additive, non-negative set-function it(E),  defined for all Borel sets E in Rx, for 

which tt(Rx) is finite, will be called a distribution fmwtio~ in Rx. We shall no t  

suppose t ha t  t t (Rx)--  I. 

For  distr ibution funct ions in this general  sense we have a theory similar 

to tha t  of the case it(R~.)= I. We briefly recall the parts of the theory which 

will be applied, referr ing for details e. g. to the monograph by Cram~r [I] and 

to t he  summary in Jessen and W i n t n e r  [I]. 

Our nota t ion for an integral  with respect to a distr ibution funct ion tt will be 

j" h ,, (d R,) 
E 

A similar nota t ion will be used for o rd inary  Lebesgue integrals.  The Lebesgue 

measure (in any number  of dimensions) ~vill be denoted th roughout  by m. Thus 

the nota t ion  for  an ordinary Lebesgue integral  in Rx will be 

E 

A set E is called a cont inui ty  set of ~ if it(E') = ;'" E'  it(Ii ), where denotes the 

set formed by all interior points of E,  and E" the closure of E. ] f i t ( E ) = ~ , ( E )  

or i t ( E ) ~  v(E) for the common cont inui ty  sets of it and v, then I t ( E ) ~ - r ( E )  or 

it(E) ~ v(E) for all Borel sets E. 

A sequence of dis tr ibut ion funct ions tt,, is said to be convergent  if there 

exists a dis tr ibut ion funct ion it such tha t  tt,,(E)-~ i t(E) for all cont inui ty  sets of 

the l imit  funct ion it, which is then unique. The symbol tt,,--~ u will be used only 

in this sense. 

We have ,u,,-* it, if and only if the relat ion 

j "  h, (x) it,, (,1 lC) f h ,, 
R x R x 

holds for all bounded continuous functions h (x) in R~,.. I f  it,-~ it, then lira inf tL,, (1']) 

!t(E) for any open set E, and lim sup !,,,(E)~= it(E) for any closed set /~'. 
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A dis tr ibut ion funct ion  tto depending on a pa ramete r  a, which runs  in an 

in terval  (a, fl), is said to depend cont inuously  on a, if tt~,~--~ tt~o when an-+ a 0. 

Then  tt,(R~) is cont inuous  and the re fore  bounded in any closed in terva l  (a < ) a  1 

< a < a2 ( <  fl). Moreover,  try(E), considered as a funct ion  of a, is semi-continuous 

f rom below for  any open set E and semi-continuous f rom above for  any closed 

set E .  In  part icular ,  fro(E) is a Baire funct ion for  any open or closed set E and 

hence for  any Borel  set E.  1 The in tegra l  

tl., 

~t(E) = f ~t . (E)da 
r 1 

is again a d is t r ibut ion funct ion.  

Suppose now tha t  go for  every a is the l imit  of a d is t r ibut ion func t ion  tt,,,o, 

and suppose t ha t  ~t,,,~ for  every J~ depends cont inuously  on a; consider  the distri- 

but ion func t ion  
t J=+ 

I,n(E) = fit , ,  o(E)da. 
o |  

Then  tt will be the l imit  of ttn, if tt,.,,(R~) is uni formly  bounded for  all n and 

all a in a l < a < a 2 .  Fo r  if E is a Borel  set, and E '  denotes the set formed by 

all in te r ior  points of E ,  and E "  the  closure of E ,  then,  by Fa tou ' s  theorem, 

we have 

f f lira inf  #,~ (E) > lim inf it,, (F ' )  ~ lira inf  it,,. o ( E ' ) d a  > tto(E') da --  ,u (E') 
(~t O1 

and 

lim sup g .  (E) < lim sup it.  (E")  =< f lim sup it,,,. (E")  da < j it,, ( ~ ) d a  ~ t' ( E ) ,  
d |  0 l 

so t ha t  ~t.(/~)-+ i t (E)  if E is a cont inui ty  set of ~u. 

A dis t r ibut ion funct ion g is called absolutely cont inuous if t t ( E ) =  o for  

every Borel  set E of measure o; this is the case if and only if there  exists in 

R:  a Lebesgue in tegrable  point  funct ion  F ( x )  such tha t  

E 

for  any Borel  set E ;  we call F ( x )  the density of ft. 

Le t  By be the complex plane with y = ~71 + i~72 as variable point,  and let  

t h roughou t  x y  denote  not  the usual p roduc t  of the two complex numbers ,  but  

Since  the  s y s t e m  of se ts  E for which  p a ( E )  is a Baire funct ion conta ins  the  l imi t  of any 
decreas ing  or increas ing sequence  of sets  from the  sys tem.  
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the inner product ~171 + ~ 2  of the vectors x =-(~1, ~) and y ~ (71, ~) .  I f  # is 

a dis tr ibut ion funct ion in R~ then the integral  

]t x 

defines in B~j a funct ion A(y;! ,)  which is uniformly continuous and bounded, 

the maximum of its absolute value being A(o;/~)----#(R~). We  call A(y ; /~ ) the  

Fourier transform of /~. I f  A(y;/ ,)  ~ A(y; r), then  /z ---- r. 

I f  /z, ,-*#, then A(y;/~,,)--*A(y;/z) holds uniformly in every circle [y] ~ a ;  

conversely, if a sequence of Fourier  t ransforms A(y; t*,,) is uniformly convergent 

in every circle ]y] =< a, then tile l imit  funct ion also is the Fourier  t ransform 

A(y; ~) of a dis tr ibut ion funct ion ~u, and /z,-* ,u. 

I f  the integral  

f l y  I' I A (y; ,,,(d 
Ry 

is finite for an integer p >_--o, then  # is absolutely continuous and its density 

F(x) : F(~I ,~) ,  determined by the inversion formula  

F(*)  = (2 ~)-~ f e-'*"A (y; u)m (d R,a) 
Ry 

is continuous and possesses in the case p > o continuous part ial  derivatives of 

order _--< p, which may be obtained by differentiat ion under  the integral  sign. 

This is in par t icular  the ease if for some e > o 

oqyl-(-'+,'+')) as oo. 
I f  the est imate 

A ( y ; , - ) = O ( e  -~h'l) as l y l - ~ o o  

holds for some c > o, then F(x)= F(_~I, ~2) is a regular  analyt ic  funct ion of the 

two real variables ~l,~z. I f  c may be taken arbitrari ly large, then F(x) is an 

entire funct ion of the two variables _El, ~2. 

7. Le t  again f(s) be an analyt ic  ahnost  periodic fullct ion in the strip [a, fl]. 

We  shall prove a theorem on the dis t r ibut ion of the values of f(s) on vertical 

lines which is a special case of a general  theorem on asymptotic  distr ibution 

functions,  to be found in Jessen and Win tne r  Ill. 

For  an arbi t rary a and an arbi t rary interval  (--oo < ) 7  < t < ~ ( <  + ~ )  let 

,u~;:,,a and ~o;~,a denote the distr ibution funct ions of f (a+ it) and of f ( a  + it) 
with respect to If'(a + it)l 2 over the interval 7 < t < d, defined by 
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uo;:,,,~,(E) -m(A~ and v,,;~,,~(E) I f 6 - -7  = 6 ~ - - 7 .  I f ' (a + it) l~'dt' 
"1o; 7, d (E) 

where Ao;~,,o,(E) denotes the set of points in 7 < t <  6 for  which f (a  + it) be- 

longs to E.  

Then  /~o; ~, ~ and v~; ~, ,~ converge for  (6--7)-+oo t towards  cer ta in  dis t r ibut ion 

funct ions  #o and vo. We call these dis t r ibut ion funct ions  the asymptotic distri- 
bution functions of f (a  + i t) and of f ( a  + i t) with  respect  to I f '  (a + i t)[~. 

The proof  is immediate.  By the definit ion of the in tegra l  we have 

5 

( , )  I . n d  

7 
5 

_ '~ f (o+it) y i t) ]*" d t, A (y; vo; :,, ~') = 3- ei: i f '  (a + 

7 

where f (a  + i t )y  denotes  the  inner  product.  Since the func t ions  e if(o+it)v and 

e lf(a+it) y ]f '(a + it)] ~ are almost periodic for  every y and fo rm a un i formi ty  set 

of almost  periodic func t ions  for  [y[ =< a for  any a, the  mean values 

d 

I f ei.f(~ a n d  M { e ' " ( ~  lira ~ - ' 7 J  ' 
t (d-7)  ~ 0r 

7 f[ 

lim I (d f (o+,) , . / l f , (a  +it)l~.dt M{eif(o+it) v l f '  (a + it)] ~} 
d 
7 

exist un i formly  in every circle ] y ] <  a. This  implies the  theorem,  and we obtain 

2) A(y;tto)=M{eif(~ and A(y;vo)=M{ei : (~+' t )v l f ' (a+i t )p} .  
t t 

From the expressions (I) and (2) i t  follows tha t  the  Four ie r  t ransforms are 

cont inuous  funct ions  of y and a together .  This implies tha t  the dis t r ibut ion func- 

t ions #o and v,, and #o; ~,, and vo;,:, ~ fo r  fixed 7 and 6, depend cont inuously  on a. 

8. By means of the dis t r ibut ion funct ions  uo we obta in  for  the Jensen  

func t ion  9f(a) of f(s) the expression 

(3) -- f l o g   ,o(d R=). 
Rx 

L I. e. f o r  a n y  s e q u e n c e  o f  i n t e r v a l s  7 n <  t < d n ,  w h e r e  ( d n - - 7 n )  --> oo.  
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For by the definition of the integral we obtain for every m > o 

r~ 

I I i'lo  - ~ .  log I,/(~ + i ~)I,. d t = .  Ix I,, .o; .,,, ~' (d ~.,), 
"/ R x 

whence 

(4) M {log I f (~  + it)I,,,} = . f l og  I~'lm ~o(d R,:), 
t R. t 

since we may replace log ] X[m by log 3I~ for Ix [ > M, where M denotes the upper 

bound of [ f (a  + it)I, and thus obtain a bounded continuous function under the 

integral sign. By w 5 the left-hand side of (4) converges for m-~ o towards 90:(a). 

This implies the existence of the integral on the right in (3) and the relation (3). 

Similarly, the Jensen function 

~q, . -~(~)  = M{log I f (a  + it)--x[} 
t 

of the function f(s) --x is for any complex number x determined by the expression 

s 
(o) I (d B,~) ~.:-~ = j , o g l  u . -  x I ,,, 

Ru 

9. We will now establish a connection between the Jensen functions q~.r-~(a) 
and the distribution functions v~. 

For a fixed strip (a<)al<a<a2(.~fl)  let ~,._~ (7, 6) denote the number of 

zeros of f ( s ) - -x  in the rectangle a l < a < a 2 ,  7 < t < c ~ ,  and let us consider the 

distribution function 

v~"~ ' (E)= . l -  ~ - : r  ,,(dR.,.). 
E 

By the area theorem we have 

v . ,~(E)= I f f ,  is ' ~--7 ~1 (a+it )  dadt, 
37,  ~ (E) 

where A~,~(E) denotes the set of points in the rectangle for which f(s) belongs 

to E. Hence, by Fubini 's theorem, 

v;,,~(E)= f v,;.:,~(E)d~. 
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Also, v,; ~,, ~. (R~) is uniformly bounded for all 7 and cl and all a in al =< a _--< a~ 

(since f " ~  ~s,, is bounded in the strip al<=a<_%a2). Hence by w 6 v.,.~ converges for 

(d--7)--* oo towards the distribution function v determined by 

(5) , , (E)  = f,,~(E)da. ~ 
ot 

By w 5 we have for every x the inequalities 

(6) I , : 
- - -  (p:_.~ , %  - o) - -  ~:-,~at + o)) < lira inf N:-~(7" ~) 

< lira sup 
~- . N , . - ,  (7,  a )  < ~ , 

- -  Z - -  2 - ~  ( r  ( %  + o)  - r  ;o,t - -  o i ) .  

By w 5 the convex functions ~.f-x(a) depend continuously on a~. This implies that  

the left and right derivatives p}-~(a--o) and ~ - x ( a +  o) considered as functions 

of x for every fixed a will be lower and upper semi-continuous, respectively. 

Hence, the functions to the left and right in (5)are lower and upper semi- 

continuous, respectively. By Fatou's theorem we conc lude tha t  if E is a con- 

tinuity set of r(E), then 

' l  ' " t :  m d R , } < v ( E  < " ' " (z) ~-~. (~s-.(%-o,-~s-.,.,,,+o)) (..=)=~ (~.~_.~%+o,-~.-,,(,,,-o..).4dR,,). 
E E 

These inequalities must then hold for all Borel sets E. 

If  we put E = R x ,  a l = a - - ~ ,  and a 2 = a q - ~ ,  then v(E) will by (5) approach 

zero for ~-+ o, whereas the first term i n ( 7  ) will converge towards the integral 

over Rx of (P'I-x (a + o) - -  p':_~ (a - o))/2 z .  This integral must therefore be zero. 

Hence the two functions p}-~(a--o) and p}_~(a+o) will differ only in a null-set. 

This implies that  the first and last terms in (7) are equal. Thus we have proved 

tha t  for an arbitrary Borel set E 

f . ,  , f ' ' �9 , = ~  ( ~ _ , . ( % + o ; - ~ ) . _ , ( ~ l - o ) ) m ( d R , . ) .  (8) ~j(r162 + oj)m(dR,)=v(E) 
E E 

x Actually, the relation ~,./,d(E)---> v(E) holds not only for the continuity sets of v, but for 
all Borel sets E. This property depends on the fact that the densities N y - x ( y , d ) / ( J -  y) of the 
distribution functions vT, d are uniformly bounded for ( J -  y ) >  I, say. 
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I f  in part icular  ~ for every a is absolutely continuous with a density Go(x) 
which is a continuous funct ion of x and a together,  the relations (8) show (on 

account  of the semi-continuity of the integrands) tha t  for every x 

' ' a fGo(x)da<qD/-x(a,  Wo)--qD.r-,(al--O). 9 ~ f - ~ ( a ~ - o ) -  9os-~( ~ + o) ~ 2~. = ' " 
o" I 

The cont inui ty  in al and a2 of the term in the middle ~hen implies tha t  ~0.f-.<(a) 

is different,able, and we obtain 
t ,' i i  o'~ 

I jOf--, (0"2) - -  IjOf--x (0"1) ----- 2 iT S tCJ[is(X)dG, 
OI 

which shows tha t  l,f-~.(a) is twice differentiable with the second derivative 

The Jensen Function of a Type of Generalized Analytic Almost Periodic 

Functions. 

10. We shall now give an extension of some of the preceding results to a 

type of generalized analytic almost periodic functions.  The funct ions which we 

will consider will be supposed to be ~lmost periodic in a strip [a o,ri0] and con- 

t inuable not  in a strip (a, fl), but  in a half-strip, say c~<a<fl, t>7o. The type 

of generalized almost  periodicity with which we shall be concerned will be an 

extension to analytic  functions of almost periodicity in Besicovitch's sense with 

index p; but while Besicovitch takes p ~  I, it  is sufficient for our purposes to 

take p > o. No theory of this type of generalized almost periodicity will be 

needed, since all results follow directly from the definition. 

I t  will no t  be possible to main ta in  the above definition of the Jensen function.  

As might  be expected, since we are dealing with generalized almost  periodicity 

of the Besicovitch type, the limit has to be replaced by a limit, in which ~-~oc 

for fixed 7, but  not  necessarily uniformly in 7. 

The not ion of a mean value will be taken th roughout  in this sense, i. e. a 

funct ion H(t) defined on a half-line t >  70 will be said to possess the mean ~:alue 

i]lt {H (t)} = e_ oo .d I - - l i r a  ~, ]_ H (t) dr, 
7 

if the l imit  on the r ight  exists for a fixed 7 > 7o (the integral  need not  exist for 

7 =-7o). Evidently the existence of the l imit  for one 7>7o implies its existence for 
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all ~'>7o, and the value is independent  of 7. I f  H ( t ) i s  a real funct ion  defined on 

a half-line t > 70, the upper mem~ value is defined by 

M I H ( t ) }  = lira sup - H(t) dt, 
t ~ r  

7 

where 7 > 70 is again arbi t rary ,  bu t  fixed. 

A similar change will have to be made in the definit ions of the  mean motions,  

the f requencies  of zeros, and the asympto t ic  dis t r ibut ion functions.  

The  usual  no ta t ion  for  strips will be main ta ined  for  half-strips wi thout  change. 

Thus,  if  we are deal ing wi th  funct ions  defined in a half-strip a < a < fl, t > 70, 

a s t a t emen t  is said to hold in [a, fl], if  i t  holds in the par t  of the half-strip 

belonging to an a rb i t ra ry  reduced str ip (a < ) a :  < a < fll ( <  fl). 

Suppose t ha t  p > o, and t h a t  f (s ) ,  f:(s), f~(s), . . . are funct ions  defined in 

the half-strip ~ < a < f l ,  t>7o.  Then  we shall say tha t  f , (s)  converges in the mean, 

with index p, towards  f ( s )  in [a, fl] if 

B, 1 

for  any reduced strip (a <)ax < a < #:(< ~). Since the left  side decreases as p 

decreases it  is plain t ha t  convergence in mean with index p implies convergence 

in mean with index p:,  if  o < p :  < p .  

11. We  shall ])rove the fol lowing theorems.  

T h e o r e m  1. Let - - co  <~ a < ao < ~o < fi X 4- co and - - c o < 7 o  < + c ~ , and let 

f:(s) ,  f2(s), �9 �9 �9 be a sequence of  fi~nctions almost periodic in [a, fl] conve~ying u~i- 

formly in [ao, flo] towards a function f ( s ) ,  which is lhen almost periodic in [ao, flo]. 

Suppose, that none of  the functions is identically zero. Suppose further,  that f ( s )  

may be continued as a regular ./'unction in the half-slriIJ a < a < fl, t >  70, and that 

f~(s) converges in mean with an index p > o lowards f ( s )  in [a, fl]. 

Then the Jensen function 

~.,-(a) = M{log  { f (a  + it)I} 
t 

exists uniformly in [a, fl], i.e. the function 

: f logl f (a+it) let  ~(~; 7, ~)-  ~ _ y 

7 
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converges for  ~-+ oo for  any f ixed 7 > Zo uniformly in [a, fl] towards a limit func-  

tion 9f(a). The Jensen funct ion 9fn (a) orris(s) converges for  n-+ oo uniformly in 

[~, fl] towards 9s(a). 

The function qDf(a) is convex in (a, fl), and, for  every a in (a, fl), the four  mean 

motions defined by 

,7 (~)1 
~; (a) ] 

and 

inf a r g - . f ( a  + i6) -- a r g - f ( a  + i 7) 
-- lim 

sup ~ - -  7 
f f ~ o o  

~_:~ ( a ) / =  lira inf  arg+.f(a  + i~) -- a r g + f ( a  + i~,) 
sup ~ - -  7 

satisfy the inequalities 

(9) ~0~(a - ,  o) =< , r  (a) _-< I d (~) ] _+ 
L ~,=- (~ --< ~s (~,) =< ~;(a + o /  

Further, for  every strip (61: as). where c~< 61 < as< fl, the two relative frequencies of  

zeros de.fined by 

H f  (al, 62) ~ inf Nf (61, as; 7, (l) 
H f  (61, as) j = lira sup 6 --  7 ' 

({ ~ o o  

where N f  (61, 62; Z, (l) denotes the number of  zeros of  f ( s )  in the rectangle 61< a < 62, 

7 < t < ~, satisfy the inequalities 

I 

--  '~ - ' ' " - -  - ' - o ~ I ,  (io) i (gs,a~ o, - ~ s ( ~ l  + o))=<_H/~l,~s)=</Ts(a~,o2)= < (9)(as + o) 9s(ol 2~  2 ~  

As a corollary we have t h a t  if r is differentiable at  the  point  a, then  the 

left and r ight  mean motions 

c 7 (a) --  lim a r g - . f ( a  + i(~) -- a r g - f ( a  + i7) 
~ ~ 6 - -  7 

and 

e + ( a ) =  lira ar~+'f(a  + i ~ ) -  a r g + f ( a  + i7) 
.r o ~  6 - - 7  

both exist and are determined by 

' 1 '7 (~ = e / (o)  = ~j (o). 

t (  \ 1 This  means  t h a t  arg- f (a+i t )  and a r g + f ( a +  it) are bo th  - -c t+ o(t), where  c = (pj.,aj. 
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Simi la r ly ,  if  ~f(a) is d i f f e r en t i ab l e  a t  a 1 and  a2, t h e n  the  r e l a t ive  f r e q u e n c y  of  zeros  

H f  (aa, a2) = l im N.l (ff_L,_a~; 7' 6) 
a ~  6 - - 7  

exis ts  a n d  is d e t e r m i n e d  by the  J e n s e n  f o r m u l a  

I t P(  , 
�9 - -  9 J "  ~0"lJ)" H r  (fiX, 62) : ~ (9 . f ' a2  ' ' "  ' 

T h e o r e m  2. The ./iowtion .f(a + i t) possesses for every a in (a, fl) an asymptotic 

distribution funelion uf, ~, i .e.  the distributio, function #j, o; .~., J of f ( a  + i t) in the 

interval 7 < t < 6, defined by 

m. ,,; .., ~ ( E )  = m (Aj. o: ~,. ~ (E~) 
' 6 - - 7  ' 

where A f, ,~; :, ~ (E) for an arbitrary Borel .~.et E de~wtes the set oat" points of  7 < t < 6 

for which f ( a  + i t)  belongs to E,  eolwerges for 6--> oo for any .fixed 7 > 7o towards 

a distribution function /~.0. The asymptotic d&b'ib, dion function /%,. o oj'.f,,(a + i t )  

converges for n -~ oo towards tq. o. 

T h e r e  a re  of  course  s imi l a r  t h e o r e m s  f o r  f u n c t i o n s  f ( s )  which  m a y  be 

c o n t i n u e d  in a ha l f - s t r i p  a < a < fl, t < 6 o . T h e  l imi t s  m u s t  t h e n  be t a k e n  fo r  

Z ~ - - ~ 1 7 6  a n d  fixed 6 < 60. I f  b o t h  pa i r s  of  t h e o r e m s  a re  app l i cab le  f o r  t he  s a m e  

s equence  f l (s) , , fz(s)  . . . . .  4he  J e n s e n  f u n c t i o n  95(0") a n d  the  a s y m p t o t i c  d i s t r i b u t i o n  

f u n c t i o n  /~f.o will  be  the  s a m e  in bo th  cases,  s ince in b o t h  cases  t h e y  a re  t he  

l imi t s  of  ~f",(a) a n d  /~f,, ,, r e spec t ive ly .  

W e  shal l  n o t  go  i n to  t he  ex t ens ion  of  the  r e su l t s  o f  w167 8 - - 9 ,  s ince  t h e i r  

e x t e n s i o n  is n o t  n e e d e d  f o r  t he  t r e a t m e n t  of  t h e  ze ta  f u n c t i o n .  

12. L e t  a 1, ill, a2, flz be  chosen  such  t h a t  a < cg I < {2' 0 < •2 < if2 </~0 < E1 < ~, 

a n d  le t  6 > o be chosen  so sma l l  t h a t  a < a l - - 8  6, /~1+ 8 6 < / ~ ,  e~0< ct2-- 3 6, a n d  

f12+ 36<f l0 ;  we m a y  suppose  6_--< 2 x. Def ine  t he  r e c t a n g l e s  R,,(to) fo r  o ~  r ~ 8 by 

lt,.(to) : a l  - -  v 6 _-< G _-< #1 + v 6, 

and  the  r e c t a n g l e s  S,(to) fo r  0 ~ v =< 3 bv 

S,.(to) : u 2 - -  v6 ~ a ~ ~2 + v6, 

] t - t o l  ~ ,~ ( I  +~),  

I t - t 0 1 _ - <  �89  + ~ ) . 1  

a Not  all  of t he se  r ec t ang le s  will be used  in t h e  proofs  of T h e o r e m s  I and  2. T h e  r e m a i n d e r  
are be ing  kep t  in reserve  for t he  proofs  of T h e o r e m s  3 and  4. 
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Since ~ =< �89 the distance between the frontiers  of two successive rectangles 

R.(to) or S.(to) is & The rectangles B.(to) are contained in the half-strip a < a <,8, 

t > 7 o  for t o > 7 o + ~ .  

We shall begin with some lemmas, which may be proved wi thout  difficulty 

from the assumptions of Theorem I. 

( I I )  

NOW, 

Lemma 1. I f  for t o > y o + ~  we put 

g( to)  = m a x  I f ( s ) l ,  KL,(to) = max  J.r 
R: (t.) t'; (tol 

the funct ions K(to) v, A;,(to) v, L,,(to) v possess mean values, and 

M{L,,(to) v} -~ o and M{h,,( to) v} -~. ) f !K( to )  v} as 
to It, t o 

P,'oof I f  !l(s) is regu la r  in I s - s o l  =< d, the mean value 

'(, M (el = 2-~7~ g (So + q e i o) p, d 0 
o 

is, according to Hardy  [I], increasing for o < e ---<- $- Hence 

d 

' f f  I :~(,o)1,' = M(o) _-< M ( e ) e d e =  ~ ,  I.q(,,,)l"d,dr. 
2 * 

o Is-~ol~t 
Consequently I f,( 

L,,(to)" <--_ ~fi~ if(s)--./;,(s)l,'dadt. 
l t~ (ti,! 

The mean convergence therefore implies tha t  

M{L,,(to)P}-' .o as n ~ o o .  
1o 

Hence ~ 
K(to) <= ~3,(to) + L.(ro) . , ,d hL,(to) ~ K(to) + L,,(to). 

L, , ( to ) -  ,na ,  I ,r( .~t-f , ,(~)/ ,  
1,'; (t,,) 

5 d d 

, I 2 '  ]i~--II 'A'(to)P(I,o] P , [( j  '=i: ! __< m ;: j 
7 7 ;' 

where P----I if  p < I  and I ' = I / p  if p > I. From the ahnost  periodicity of./;,(.,') 

in [a, fl] it  follows tha t  K,(to) is almost periodic. Hence K,(to) p possesses a mean 

value. The inequality ([2) tog&her  with (I I) then shows, tha t  K(to) I~ possesses 

' See e.g.  Hardy, Littlewood and P61yaii~. Theorems 28, J98, and I99. 
8 
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a mean value, and tha t  M{K,,(to) ~'} ~M{K(to)~' I as u-~c~.  
to to 

value of L,,(to)~ will exist, since f , ,(s)--fi ,(s) converges in 

.f(s) --/;,(,,:) for  m -+ cx~. 

Finally,  the mean 

the mean towards 

L e m m a  2. K(to) I ' =  o(to) as to~OO. 

Proof Since ].f(s)] takes the value K(to)in some point  of R;(t0), t h e r e  will 

(for t0> ~'o+ !~) exist  an interval  of length > I  conta in ing  to in which K(t)>K(to) .  
Hence  

t I, + 1 

K ( t.),' < .1" K ( t)" at, 
t o - -  1 

and the r ight  hand side is o(to) , since Jll{K(t)vl exists. 
t 

L e m m a  3. There  exists a cons tant  k > o  such t h a t  for  all to 

max I.f(.,.)l > k and max ]fi,(.s')] > k for  all n. 
E, (to~ .% it,,) 

Proof. Since the funct ions  are ahnost  periodic in [uo,,3o] and not  identically 

zero, and since fi,(s) converges uni formly in [ao,/~o] towards f(s), there  exists a 

cons tan t  h > o and a bounded  closed sub-set S of the strip (do, rio) such tha t  for  

every funct ion  f ( s +  ito) or f , (s+ito)  the absolute value is > h  in some point  of S. 

I f  the lemma were false, we could ex t rac t  f rom the system of funct ions  

f ( s  + ito) and  f, ,(s + ito) a sequence converging uniformly towards  zero in So(o). 

Since the funct ions  are un i formly  bounded in [%, ~o], this sequence would con- 

verge uniformly to zero in any bounded closed sub-set of (%, rio), in par t icu lar  in S, 

and this is impossible. 

13. We shall also use certain general  funct ion theore t ic  lemmas. ~ Le t  F(s)  

be a regular  funct ion in R3(o) for  which 

,~o (0, 

where k is a given positive number.  "~ The lemmas will give est imates depending 

on the  number  

~ = n,ax I F  (.~') I (--> ~'1. 
R~ (o) 

i Some of these lemmas  are well known,  bu t  for the convenience of the reader lhe proofs 
are given. 

*- When the lemmas  are applied k will be the n u m b e r  of Lemma 3. 
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By A we denote constants  (not necessarily the same at  each occurrence) 

depending on the  rectangles involved and  on k (but not  on F~s In one of the 

lemmas t h e  constant  depends on a parameter  m and is therefore denoted by A (m). 

Besides R3(o), the rectangles R~(o), Rl(O), and So(O) occur. An)" sequence of four  

rectangles, each of which contains tl~o. next  in its interior, would do. La ter  on 

we shall sometimes use the lemmas for other sets of four  r ec tang les .  

Lemma 4. The number  N of zeros of l"(.v) in Rz(o ) satisfies an inequali ty 

N < = A l o g ( K +  I). 

Proofl Let  So be a point of So(o) in which I F ( s ) [ ~ k .  Let  z = z ( s )  be a 

regular  funct ion in //3(0) which maps //3(o) on the circle ]z I ~ x  so tha t  Z(So) ---- o, 
and let s = s(z) be its inverse function.  ~ The image of Rz(o) will depend on s o, 

but  will for all possible so be contained in a circle { z l ~  Q < l, where q is in- 

dependent  of So. Applying Jensen 's  inequali ty to the funct ion H ( z ) =  F(s(z : )we  

obtain 

k, < K  or N--< I log K = _ 

log - 
whence the desired result. ~ e 

The next  two lemmas will be proved together.  

Lemm& 5. I f  s l , . . . ,  s.v are the zeros of F(.~) in //2(o), and we put  

N 

F(8) = I F [  ( "  - 

t h e n  in //1(o) ~=' 
I 

log {Fl(s)] a - -  J log (K + I), i . e .  1 1"~(~)1 >---- (K§ i),," 

Lemm& 6. The left  or r ight  variation V of the a rgument  of F(s) along an 

arbi trary s t ra ight  segment  in /t1(o ) satisfies an inequali ty 

]V I=<Aiog(K+ I). 

Proof The funct ion l"l(S) is regular in / /3(o)  and 4=O in//2(o).  I f  d denotes 

the  diameter  Of B2(o), we have [I"l(so)] :> kid ~', Where s o is the point  introduced 

in the proof of Lemma 4. On the f ront ier  of R3(o ), and hence in Ba(O), we have 

I =< Kl<i.". 

I T h u s  S=S(Z) is  c o n t i n u o u s  in {z I _-< I and  r egu la r  excep t  in four  p o i n t s  on Izl  = I corre- 

s p o n d i n g  to t he  ver t ices  of R3(o). 
Since K / k ~ K + i  when  k ~  I, and  K/k_-<IK%I) l/t" w h e n  k < I .  T h e  exp re s s ion  l o g ( K + I )  

is in t roduced  for t h e  sake  of u n i f o r m i t y  t h r o u g h o u t  t h e  lemmas~ 
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Le t  z t =  2 '1(8)  be a regular  funct ion in R2(o) which maps B2(o ) on the circle 

l Zl[ ~ I such tha t  zt(so) = o, and let s = s ( z i )  be the inverse function.  The image 

of Rl(O) will be contained in a circle ]zil ~ Qt< I, where 01 is independent  of so. 

Applying Carath60dory's  inequalit ies ~ to a branch of the funct ion log Hi (g1)=  

= log ]HI(~'I)[ -{- i arg HI(Zl), where H i ( z 1 ) =  Fl(S(~l~), we o b t a i n  for 12'1] ~ q1 

the inequalities 
k 2 o t K log IH~(zl) l ->-- x + ~ log dX " log 6-~ 

I - -  q i  I - -  01 

and 

(i3) 

and 

I a r t  H,  (2'1) - -  a r t  H 1(O) 1 ----< l ~ log ~ --  log il x . 

Hence  in Rt(o  ) 

�9 K I + Q1 l o g  ~7~ log =>-  _2gl l og  &v 
I - -  (J1 I - -  ~I 

I a r t  ib I (.~) --- a r t  1~1 (,e0) I < 2 ~1 l o g  K d -v 

The la t ter  inequali ty gives the est imate 

('4) I I ' l  < 4Q, K d : "  = ~ log + N,w,. 

In (13) and ('4) we may by Lemma 4 replace N by A log (K + I), since d > I 

and d < I. We then  obtain the desired results.-" 

L e m m a  7. There exists a horizontal  segment  a i ~ a ~ : l  1, t-=--t* ill 1~o(O) on 

which F(s)  =~ o and 

( ~  arg l"(a + it) <-- A log- (K + I). 

Proqf Let ., ' , ,=an + i t ,  be the zeros introduced in Lemma 5 and let t* be 

chosen in the interval It*l__< �89 such tha t  min I I t*- -  t,,l/ is as large as possible. 

By  Lemma 4 the distance of the segment  rhNa<=fll, t = t *  from the zeros s, and 

the  front ier  of Rl (o  ) is >=I/A log ( K +  I), and we may therefore find a rectangle 

=< =< + r, I t -  t*[ --< r belonging to Rt(o), where r > , /A log ( K +  I), in 

which F ( s ) 4 ' o .  I t  follows from Lemma 6 that ,  if s* lies on the segment,  then 

See e~g~ C~rath~odory if], w 74- The  inequa l i t i es  as there  given m u s t  be appl ied to the  
funct ion f ( z i ~  = a log H i ( z 1  ~, + b for su i tab le  values  of a and b. 

For  t h e  first  e s t ima te  we have to app ly  tha t ,  s ince K ~= k, a cons tan t  d e p e n d i n g  on the  
rec tangles  and on k~ will be ;< an express ion  A log ~K-k f .  
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a branch of arg F(s)  satisfies in this rectangle, and a f o r t i o r i  

[,~" -- s* I < r, an inequali ty 

l arg I"( . , ' ) -  arg F(.,.*)I ~ A log (K + I). 

in the circle 

By the familiar inequali ty ~ 

(o, o) I _<- 4 , v  
~ 1 "  

for a harmonic function u(x,  y) in the circle x ~ + y~ =<- r-', for which [u (x, Y) I =< J l ,  

we obtain the  desired result. 

L e m m a  8. I f  we put  

I F ( s ) ] , , =  max {]F(s)[ ,ml  f o r  o < m ~  I, 
the integral  

r)' 

l - - j ' ( l o g  IF(a + i t) Ira-- Iogl / " (a + it) t)dt 
7 

satisfies for ~ < 7 ~ cT ~ �89 :and ~l < a =< fit a,n inequali ty 

(IS) ] ~  A(m) log ~ (K § ,), 

where A (n 0 -~ o as m -~ o." 

(=> o) 

Proo[: Since m < I 

log ] F ( a  + i t ) I . , -  log I F ( a  + it)] <= - log- ] F ( a  + it)]." 

Hence  by Lemma 5 f o r  a l < a < { / 1  and I t [ < � 8 9  

log [ F (a + i t)1,,, --  log ] F (a + i t)[ ~ -- log [ I"I (.") ] --  ~ log [ s --  s,, ! 

A" 
< A  [ o g ( K  + I )  ~ l o g  I t -  t,I. 

Since ,,= 1 
J 

-flog l t - - t , , l d t  < - - f l o g - J u } , t , ,  = e 
*' - - 1  

for any t,,, we find tha t  
I < . 4 1 o g ( K +  ] ) + . ~ ,  

and hence, on using Lemma 4, tha t  

(I 6) ] =< A log (K + I). 

I Cf. Sehwarz [[I, w 6. 

I Instead of log'-(K+ I) we might use ally 'positive function which does not take arbitrarily 

small values and which tends to infinity more rapidly than log (K + I). 

a In analogy to the notation log+x for the function max {log x, o}, x > o, we denote by 

log- X the fimelion rain {log x, o}, x > o. The function -- iog:-x is non-negative and decreasing; 

moreover, if x=x1.., x N, we have --log-x~--Iog-x t ...... Iog-x N. 
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This es t imate  does not  depend on m and implies (I 5) for every m. I t  remains  

to prove tha t  if ~ > o  is given, then I ~ t l o g  s ( K +  I) for  - - � 8 9  < ~ � 8 9  and 

~1 ~ a ~/~1, provided tha t  m is sufficiently small. From (I6) it follows that  

I ~ r  log ~ ( K +  I) for all m, provided tha t  K ~  (some) K o depending on r. Thus, 

to complete the proof we must  show that  I ~ r l o g ~ ( K +  I) for  K ~  < h o,  when 

m is sufficiently small. I t  will be sufficient to prove tha t  I X  ~ log ~ (k + r). 

W h e n  K=</~o, Lemma 4 shows tha t  N~No=A log (K0+ I), and Lemma 5 then 

shows tha t  when s belongs to RI(O) and all Is--s~]-->---r, where o < r <  I, then 

r.V r.~'o 
[F(s)[=>(K+ I) a ~(K o+I) A" 

Thus, if we pu t  
rNo 

(Ko+ P' 
the total  length of those sub-intervals of  } tl =< �89 in which the in tegrand in / is 

positive, is at  most  N 2 r .  Consequent ly  
3"r 

�9 z a  logIK + f l o g  I-I t" 
--.Vr 

.V. r 

=< a log (K0+ ,) Nof  log-I,, I 
- X o r  

The last expression tends to zero as r -~  o. Hence  I <  r log ~ (k + I) when r is 

sufficiently small, i. e. when m is sufficiently small. 

Connected with Lemma 8 is the following lemma, which will be used later  

on in the proof  of Theorem 3. 

L e m m a  9. The integral  
3 

J== flog [ F ( a  + it)[ dt 
7 

satisfies for - -  �89 _--< 7 < ~ ~ �89 and al ----< a ~ fll an inequali ty 

[ J [  =< A log (K + I). 
Proof We have 

d d 

J = f  log+[F(a+ it)[dt f log-[F((r+it)[dt. 
7 7 

The first integral  on the r ight  is < log* K < log (K + 1). The second integral  

is the integral  I of Lemma 8, for  r e = I ,  which by (i6) is = < A l o g ( K +  I). 
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Remark. All the preceding lemmas remain valid if in the est imates on the 

r ight  we replace log (K + I) or log ~ (K + I) by Kq, where q is a given positive 

number.  

14. We now tu rn  to the proof  of Theorem I. On account  of Lemma 3 we 

may apply the lemmas of w x3 to the f u n c t i o n s f ( s +  ito) and f n ( s + i t 0 )  and 

hereby obtain est imates on the funct ions  f (s)  and f~(s) in Ba(to). Ins tead of the 

number  K we may use the numbers  K(to) and K,(to) in t roduced  in Lemma I. 

From Lemma  81 it  thus  follows t h a t  for  aa _--< a _--< fll 

and 

to+ �89 

f (log If('~ + i t ? l . , -  
tu- �89 

log I f(,~ + i t;: I)dt <= A (m)K (to) v 

to+�89 

f (log I f .  (,7 + i t~ I,,, - log If,, ::~ + i t~l) ,t t __< A (.,) K,, (to)". 
to- 

Let  us now suppose ,  as we may according to w zo, t ha t  p _--< I. Then  if  ul and 

u~ are bo th  ~ m  

l i o g  ~,~ - l o g , , ~  I ~ l o g  (,,, + I , , . -  ,,~ I) - l o ~ , , ,  = < .  I . .  - ~,~ I", 

where a is the (finite) upper  bound of (log (m + x) - -  log m)/x ~ for  x > o. Hence  

log If(s)I-, - l og  If.(s)I,,, I ~ a If(s)I., - I j;,(8)Im I p ~ a If(s) - f . ( s ) I  p 

and consequently for  al =< a _--</~t 

to+ ~, 

f l o g  ! f (a  + i t)I,..-- log If. (a + it)I-I d t <__ ~ L .  (to)". 
tQ- �89 

I t  f o l l o w s  t h a t  f o r  t~ 1 ~ o" <: ~1 

_ 7  logl f . (o+i t l ld t  
7 '  7 

_--< A(m)~ I K(to)"dto+ A(m) K,,(to)Vdto+ a L,,(to)Vdto . 
7-�89 "z- t  " / - t  

z Wi th  7 = - -  ~, 6 = � 8 9  and with A(m) K p on the right instead of A / m  ~ : log  ~ ( K + I ~ .  
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For  fixed 7, and d-* oo, the expression on the r ight  converges by Lemma I 

towards  

(i 7) A (m) M {K(to) v} + A (m)M {K,,(to) ~} + u M {L,,(to)~}, 
it, t~ tL, 

and this expression converges for  n -~oo ,  again by Lemma I. towards  

(I8) 2 A (m) M { K (to)V} . 
t,, 

Let  r > o be given, and let  m be chosen so small t ha t  the expression (I8) 

is < e .  Then  the expression (17) is < e for  n ~ (some) no, and consequent ly  

5 d' 

I ' t" "log I.r(~ + it) [ J t . . . . .  log I 
1 

J 
,~ --7J �9 

7 7 

for a~ ~ ~ ~ fll if n ~ 'o and ~ ~ (some) ~o = 0o('). 

(of. w 5) t ha t  the  l imit  
8 

(o) : lim I f 9% 
7 

f,,(a+it)l dt[ < 

For  every fixed n we know 

exists un i formly  for  cq ~ a ~ 81- I t  follows tha t  

d 

~r(.) = lira ' f ~ log I.f(~ + it)[ ~lt 
7 

also exists un i formly  for  a I ~ a =< ~i and tha t  

I ~ . ~ ( a ) -  ~.,;da) I = < 

for  c~ ~ a ~ 81 if J~ >= no. This establishes the first par t  of the theorem.  

lb .  T h e  convexi ty  of 9v(a) follows immediately from the  convexi ty  of the 

funct ions  ~.t;,i(a). I t  will be sufficient to prove (9) for  al < a < ~/1 and (I o) for  

((1 ~ -  g l  < 0"2 ~ ~1" 

Since 7 may be chosen arbi t rar i ly ,  we ]nay suppose t h a t  f(.~.) has no zeros on 

the segment  r q ~  a ~ {71, t = 7. By Lemmas  2, 4, and 6 it  makes no difference 

if in the definit ion of the mean motions and the frequencies of zeros we res t r ic t  

6 to a set of values, so tha t  any in teryal  I t - - t o l ~  _~, where to> 7 + ~, contains 

at  least one value f rom the set. 
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Let  us first merely suppose tha t  6 is restr icted to values for which f ( s ) h a s  

no zeros on the segment  a 1_-< 0. ~ ill, t = 6. Then by Cauchy's  theorem, applied 

to the rectangle (a 1 < )  0.1 < 0. < 0.~ ( < ~1), ~' ( t ( 6, 

(19) Nf (0*x, 0.2; 7, 6) ----- 

I [(arg_f(0* 2 + i 0)-- arg- f~0.2 § i 7)) - -  (arg + f(0*l § i 6 ) - -  arg ~ f ~ , 0 * t  + i 7)) + t1 (0.1, 0*2; ~', 6)],  
27~ 

where R(at, 0.~; 7, 6) denotes the contr ibut ion to the variat ion of the a rgument  

from the horizontal  sides of the rectangle. By Lemmas 2 and 6 

/~(0"1, O"2; 7 ,~)  = 0(6). 
Hence 

so t ha t  (Io) is a consequence of (9). 

(2o) ~ ( 0 . -  o) __< -c; (0*) 

the others being trivial. 

i c,.-: i0. ~ ._  ~,: 0 . , , )  < tI~(0*,,  0..,) < ~q,-(0*,, 0..,) < ~ ( , ~ ,  .0.~) - ,'~-(0.11), 
2 7g k - J  ', 2 . ~ = -~- - .  

Of the inequalit ies (9) it  is sufficient to prove 

and ~I(0.) =< ~)(0. + o ) ,  

For any to for which f(s) has no zeros on the segment  t ~ I < ~ G ~ I ,  t = t  0 put  

max d a r g f ( a  § ito) I C(to). 
m 

Then 
R(o, ,  o,,; 7, 6) =< (~,(:,) + ('(6))(0*, - 0*,). 

By Lemmas 2 and 7, together  with the above remark, we may suppose tha t  6 

is restr icted to values for which ('(6)----0(6). 

The remainder  of the proof now follows tha t  of ordinary almost  periodic 

functions, and a brief indicat ion of how it runs will suffice? The funct ion 

8 

-[" log I,f(0* + i t) l 
I 

~.f (0*; 7, 6) -- 6 --  ~, i1  t 
7 

is continuous and stretehwise differentiable and has the left  and r ight  derivatives 

(2x) q~.'l ( 0 . -  O; 7, 6)----aa'g---f(0* + i 6 ) -  a r g - f ( 0 *  + i 7) and 
6 - - 7  

f,;.(a + o; 7, d ) =  '~rg+ f ( a  + id) --  a r g + , f ( a , +  i7) 
6 - - 7  

i For details see Jessen and Tornehave []], pp. 186--I87. 
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The relation (I9) therefore takes the form 

where 

N : ( a t ,  ~2; r,  ~) i , 

d - - } '  = ,~- 7.t.(gof(O'2 - -  CJ; 7, ~) - -  9of(O'1 + O; 7 ,~)  -4- r (o.1, o.2; 7, d)), 

Ir (~,  ~,; Z, ~)1 < e(r)  + c'(~)(~.~_ ~,). 

Since 5~'(al, a2; 7, d) => o the funct ion 
c(~) + c(~) . 

9o. ( . ;  ~, d) = 9oy(.; r, d) + 2 ( ~ - - - - ~  ~ 

is convex, and since C (J) ---- o (d) we have uniformly in (al, fit) 

9o:(a) ---- l i m  o 9O. (a; y, d). 

This shows, once more, tha t  9oy(a) is convex, and also tha t  for every a in (at, fit) 

and 

9o)(a - -  o)  < lira inf  9O~ (a  - -  o ;  7,  d) = lira inf  9o.}(a - -  o ;  ~,, ~) 
~ oo d ~  oo 

lira sup 9o)(a +o ;  7, d ) =  lira sup 9O~ (a + o ;  ~,, d) < 9o)(a + o). 
~t~oo d~oo  

Combining this with (2x) we find the inequali t ies  (20). 

16. Next  we turn to the proof of Theorem 2. 

By the definition of the integral  we have 

d 

x f eiy(o+.)vdt" A (y; Pf, o;r,d) = d--TJ 
7 

Let  us suppose, as we may, tha t  p =< I. Then, if Ul, ~12, and y are arbi t rary 

complex numbers, 

I r 1 6 2  =< rain {2, I ( , , , . -  ut):~ll _-< rain {2, lu2-  u~J lu l l  =< ~ I , , , - u t l "  ly l  ~, 

where c is the (finite) upper bound of min {2, x}/x 7' for x > o .  Hence, i f  al~-< O'":z"fil 

and lul<a= 

7 7 ,' 

For fixed y, and d ~ o o ,  the expression on the r ight  converges towards e a P M  {Ln(t)P}, 
t 

which converges towards zero as ~ - - o o .  For  every fixed n we know (cf. w 7) 

that the limit, 
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A (y" .u.f,.o) ~-- l im __~l f ~,:, co.,i:, dt 

i '  

exists un i formly  in ]y]  ~ a. Consequent ly  

lira I f e i:'(~ dt  
e l  

also exists uni formly in [ y [ _--< a and is the l imit  of A (y; tt/,,, o) as n ~ oo uni formly  

in [y] ~ a. 
This  establishes the theorem.  

E x t e n s i o n  o f  t h e  R e s u l t s  to  t h e  L o g a r i t h m  o f  a G e n e r a l i z e d  A n a l y t i c  A l m o s t  

P e r i o d i c  F u n c t i o n .  

17. On cer ta in  addi t ional  assumptions the previous theorems may be ex tended  

to the  logar i thm of f (s) ,  or  r a the r  a branch  of log f(s) .  Since this branch will 

be d iscont inuous  on cer ta in  cuts i t  will be necessary to make some addit ions to 

the definit ions in w 4 of the left  or r igh t  var ia t ion of the a rgumen t  a long a 

segment.  

Le t  .f(s[ be regular  in a vert ical  half-str ip (o1" a rec tangle  with sides paral lel  

to the  axes) and suppose tha t  f ( s )  has no zeros on the  ver t ical  line a = a * .  Le t  

g(s) denote  a branch of logf(.~.) in the domain  A obta ined  f rom the  half-strip 

(or rectangle) by omi t t ing  all points on the  half-lines - - o o  < a ~ ~0, t :  t,, where  
t ~  

ao + i to denote  the zeros of f(s)  with a0<  a*, and on the half-lines a o ~  a ~-. + oo, 

t :  t o , where ~o+ito denote  the zeros of f (s)  with a0 >a* .  On the cuts we may 

define border  values of g(s) f rom each side except  in the zeros o f . f  (s). ~ W h e n  

s approaches  a zero, g(s) will vary in a hor izonta l  str ip of the  complex plane, 

and the real  pa r t  of g (s) will approach - -oo .  

W e  shall now define what  we will mean  by the lef t  or r igh t  var ia t ion  of 

the a rgumen t  of g(s) a long an a rb i t ra ry  ver t ica l  segment  s ~- a + i t ,  tl ~ t _--< t~, 

or hor izonta l  segment  s -~  a-~- i t ,  ~1 ~ a ~ as, which contains  points  of the  cuts. 

For  a vert ical  segment,  which belongs to h with the  except ion  of one end- 

point  which is no zero of f(s), we define the  variat ions as those which we should 

1 Naturally the half-line corresponding to a zero may contain olher zeros, so that a cut may 
contain zeros of f(s) besides the end-point. 
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obtain, if g(s) were continued across the cut in this point. If the end-point is 

a zero of f(s) we define the variations as the limits of the variations along a 

smaller segment obtained by replacing the end-point with a point of the seg- 

ment, which converges towards the end-point. The limits will exist in virtue of 

the above remark on the variation of g(s). An arbitrary vertical segment, which 

contains points of the cuts, may be divided into segments of the above types, ~ 

and we define the variations for the segment as the sums of the variations for 

the parts. 

For a horizontal segment, which lies on a cut and contains no zero of f(s), 

we define the left and right variation as the left or right variation along the 

segment of the funct ion obtained by continuing .q(s) across the cut from the left 

or right side respectively. For a horizontal segment, one end-point of which is a 

zero of f(s), but which otherwise contains no zero off(s) ,  we define the,variations 

as the limits of the variations along a smaller segment obtained by replacing the 

end-point wi th .a  point of the segment, which converges towards the end-point .  

An arbitrary horizontal segment, which contains points of the cuts, may be 

divided into segments of the above types, and we define the variations for the 

segment as the sums of the variations for the parts. 

I t  is easily seen that  the left and right variations along the vertical segment 

s ~ a + i t ,  tl<= t<= t2, considered as functions of a for fixed tl and t2, are continuous 

from the left and right respectively. Similarly, the left and right variations 

along the horizontal segment s ~ a + i t ,  al =< a_--<_ az, considered as functions of 

t for fixed ~1 and a2, are continuous from the right and left respectively. 

18. We shall prove the following theorems. 

T h e o r e m  3. Let f ( s )  and f ,(s)  be as in Theorem I, a~d suppose that 

j~(s) = eg, (~), where g~(s) is a sequence of /unctions almost periodic in [a, fl] converging 

uniformly in [ao, rio] towards a function g(s), which is then almost periodic in [a o, rio] 

and satisfies f ( s ) - ~ c  ~(~). Suppose also that none of the .functions . f ( s )or  f,~(s) is 

constant. Let  the branch g ( s ) =  logf(s)  be continued in the domain A obtained by 

omitting from the half-Mrip a < a < ~, t > 70 all segments a < a <= ao, t = to, where 

ao + i to denote the zeros of f(s) with ao <= ao, and all segments ao <--_ a < fl, t = to, 

where ao + ito denote the zeros o f f ( s )  with ao >~ ~o. 

1 As we are considering closed segments  a point of division must be counted to both of the 
adjoining segments.  



Mean Motions and Values of the Riemann Zeta Function. 125 

Then the Jensen .ftmction 

~pg(a) = M l l o g  ]g(a + it)l} 
t 

exists umformly in [a, fl], i.e. the function 
d 

' f l o g [ g ( . + i t ) l d t  ~"(~; r'~) - ~ -  r 
7 

converges for ~ ~ oo for any fixed 7 > 7o uniformly in [a, ~] towards a limit fune- 

tion ~g(a). The Jensen function qDo,~(a) of gn(a) converges .for n ~ oo uniformly in 

[~,~] to,va,.ds ~.(.). 
The function ~.o(a) is convex in (a,~), and, for every a in (a,~), the font  mean 

motions defined by 

} +} ......... j _ q,q (a) i n f  V.o + (a;  7, d) (22) _c;(a) = l i r a  inf V ; ( a  7,~) and ----lira 
e~ (a) s u p  ~ - -  7 -+ sup J - -  7 

where V[  (a; y, ~) and V.+o (a ; 7, ~) denote the left and right variation of the argument 

of g (s) along the segment s = a + i t, 7 <= t <= ~, satisJy the inequalities 

I + I , :,~ (~) , 
(23) ~g (a - -  O) ~ ~_:~" (o') ~ -  �9 < 6+ (o') < ~:, (o" + 0) .  

Further, Jbr el:ery strip (aa, a2) where a < a] < a~ < fl, the two relath'e fi'eqaeneies 

of zeros defined by 

Hg (ax, az)] = lira inf z~  (al, a2; 7, d) 
(24) Ha (ax, a,) j sup d - -  7 ' 

where Na(a 1, a,; r, 6) denotes the number of zeros of g(s) in the part of the rectangle 

al < a < a,, 7 < t < ~ which belongs to A satisfy the i~tequalities 

( 2 5 )  i ,~  , ' 3 ' ' .  

As a corollary we have, tha t  if ~.q(a) is differentiable at  the point  a, then 

the lef t  ~nd r ight  mean motions 

e ;  (a) = lim V ;  (a; 7, O) and e + (a) = alLm V+ (o,: 7, O) 

both  exist and are determined by 

e~ (~) = e,,+ (~) = ~;, (~). 
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Similarly, if ~g(a) is differentiable at ai and a2, then the relative frequency of 

zeros 

Hg (at, as )• lira N~ (at, a2; 7, ci) 

exists and is determined by the Jensen formula 

] , r , 

Theorem 4. The function g(a + it) possesses for  every a in (a, fl) an asynwtotic 

distribution function #a,~, i. e. the distribution function #:1,o;.,,,~ of  g(a + it) in the 

interval 7 < t < 0, defined by 

~ t o , . ; 7 , ~ ( E )  = m ~  ,,. ::,. ") 
~_~,  

where Aa, o; 7. ~ (E) for  an arbitrary Borel set E denotes the set of  points of  7 < t < 

for  which .q(a + it) belongs to E,  converges ./'or ~--~ oo for  any .fixed ? > 7o towards 

a distribution function #g,o. The asymptotic distribution function #.o .... ofg,,(a + it) 

converges for  n -> oo towards izq. o. 

There are of course similar theorems for functions g(s) which may be 

continued in a half-strip a < a < fl, t < cI 0. The limits must then be taken for 

7->--oo  and fixed c? < ~0. I f  both pairs of theorems are applicable, the Jensen 

function ~0.q(a) and the asymptotic distribution function #:~,o will be the same in 

both Cases. 

We shall not go into the extension of the results of ~ 8--9, which will 

not be needed. 

19. Since f i , ( s ) = e  "'~l*~ its Jensen function 9.f,,(a) is the real part of the 

mean value M { g , ( a + i t ) } ,  which is constant, in (a,t/). Hence, by Theorem i, the 
t 

Jensen function 90:(a) of f(s)  is also constant in (a,~), and, consequently, the 

relative frequency Hf(al, a2) of zeros of f (s )  exists and is equal to zero for any 

strip (al, a2). 

20. W e  shall need some more lemmas. 

Lemma 10. On placing 0(to)= o when Rs(to) belongs to A, and 0(to)= I 

otherwise, the mean value M{0(to)} exists and is equal to zero. 
t o  

Proof. This is an immediate consequence of w 19. For an arbitrary zero 

a*+i t*  o f f ( s )  with a ~ - - 5 c ? < a * < ~ + 5 ~  we put O*(t0)= I for [ t o - t * t <  3, and 

0*(to) = o otherwise. Then 
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o (to) =< x o* (to), 

where  the  sum is ex tended over  all the  zeros a * +  it* in question. 

whence 

Hence 

d d 

fO(to)dto < zfo*(to)dto < 6 N . r ( a z - - 6 ~ ,  Sx + 6~;  y - - 3 ,  ~ + 3), 
7 7 

M{0(to) } _--< 6H/(a 1 -  6~, fix + 6d) = o.' 
to 

Lemma II. 

m a x  I g (~) - g . (~ ) l  --<- 0 ,  
R.~ (to) 

and t~.(Q, t o ) =  I otherwise. Then,  for  Q fixed,  

% (o) = M bY,, (0, to)} -~ o as  , ,  - ~  o o .  
to 

For  o < O < I  pu t  ~p,,(Q, t o ) =  o when Rs(to) belongs to A and 

Proof. For  an '7 > 0 pu t  ~.,,(t o) = o when L,,(to)<= 7, and g,,(to)= 1 otherwise.  

Then  by L e m m a  I 

(26) A , , =  m{L,(to)} ~ o as n ~ c~. 
to 

Also, for  a K > o  pu t  z . ( t o ) =  o when K.(to)<= K, and x . ( t o ) =  I otherwise.  

Then  by L e m m a  I 

(27) K.  = s  < ~ t  
tu = ~ '  

where  M denotes  a cons tan t  exceeding all the mean values M {K.(t0)P}. 
to 

Since f~ (s) has no zeros i t  follows f rom L e m m a  5 (with B,+t(o) instead of 

R.(o)) t ha t  when x . ( t o ) = o  

m l n  I A ( s )  I > x . 
Rn (to) = ( K  + I ).4 

Hence,  when ~ . ( to )=  o and x . ( t o ) = o  

(28) max  f(s} [ (K 
R;(to) f ~ 8 ) - -  I Z ~ A-, I)A. 

Let  V and K be chosen such t h a t  ~7(K + I) A = I - - e - e .  Th en  (28) implies 

(since i - - e - e  < I) t ha t  f(s) has no zeros in Rs(to), i. e. Rs(to) belongs to A, and 

(28) may be wr i t ten  

(29) max I eU r (*1 - -  I I ----< x - -  e-e. 
R~ (to) 

x The  l e m m a  m a y  also be  p roved  w i t h o u t  any  appea l  to  Theo rem I, by  means  of the  fo l lowing 
lemma.  
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From (29) it follows tha t  

max I g ( s ) -  .o,,(s.)- ~,2~ri l  < o 
R~ (to) 

for some integer  ~,----v(n, to) which must  be zero when n ~ (some) ~o, since g.(s) 

convm'ges uniformly towards g (s) in [a o, rio], and Q < I. 

Hence ~p,,(~, to)<= ;t,,(to)+Z,,(to), and, consequently,  qJ',,(Q) ~ A . + K .  for n C no. 

By (26) and (27) we obtain 
M 

lira sup ~',,(Q) ~ K~ 
R ~ 0 O  

Since K may be chosen arbitrari ly large the lemma is proved. 

Lemma 12. On placing g(q ,  to)--= o when Rs(to) belongs to A and 

n, ax  I g(~)l --< Q, 
Rs ~ to) 

and 7. (0, to) = I otherwise , we .have 

X ( Q ) = M { z ( Q ,  t o ) } ~ o  as Q ~ c x ~  
to 

Proof  Let Q,, denote the upper bound of ]g,,(s) I in the strip rq-- 5 6~a_--<fll + 5 d. 

Then z(Q, to )~  ~P.(I,/o), and hence X(Q) ~u r  if Q~_ Q,, + I. The lemma is 

therefore a consequence of Lemma Ix. 

P ' l ' 0 0 f .  

of Lemma 

L e m m a  13. There exists a constant  kl > o such tha t  for all t o 

max I f ( .~ ) : - " ' l~  z~ and 
So (to) 

max If(~') + ,  I_>_ ~1 and 
~o (t~,) 

max I g(,')l ~ kl and  
,so (td 

m a x  I . t ; , (s)- , I  ~ ~'~ fo r  all 'n, 
,','0 (t,) 

m a x  I J ; , (4 + ~l--> ~~ for all ,,, 
,'% (to) 

m a x  [g , , ( .~ ) l  ~ k~ for all , .  
�9 % (to, 

Since none of the functions is constant ,  the proof runs as the proof 

3. 

Lemma 14. 

max I f ( s ) - -  f(g ~ 2  ito) ] > k. 
s .  (t o) 

and similarly, for every n, ei ther 

max  l J;, (s) - . f ,  (.~ +. 2 i to) l ~ ~2 
fi~ (to) 

There exists a constant  k2 > o such tha t  for all to either 

or max Ij'(.~') j'(,e + 2 i to) - I I >= k2, 
.% (t,,) 

or max IS,(*)./;,('~ + 2 i t o )  - , I > ~~.~ 
,% (to) 

x N o t e  t h a t  t h e  p o i n t  s + 2 i to is  t h e  s y m m e t r i c  p o i n t  of  s w i t h  r e s p e c t  to  t h e  l i n e  t = to. 
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Proof I f  the lemma were false it would be possible to extract  from the 

system of funct ions f ( s  + ito) and fi,(s + ito) u sequence of funct ions b,.(s) for 

which h,(s)--hi.(.~)-+ o and h,(s)h,(~)~ 1 uniformly in So(O). Since the functions 

are uniformly bounded in [ao,/~o] we may suppose wi thout  loss of generality tha t  

the sequence h,.(.~) converges uniformly in So(o)(otherwise we consider a sub- 

sequence). The l imit  funct ion h(s) then satisfies the conditions h(s )= h(.~) and 

h(s)h(.~) = I, which show tha t  h(s) is ei ther identically I or identically --1,  and 

this is impossible by Lemma 13. 

L e m m a  15. There exists a constant  C such tha t  for all to 

max lg ( . , . ) l~  C and nmxlg,,(s.)l~ C for all u. 

Proof. This is an immediate  consequence of the almost  periodicity and the 

uniform convergence of g,~(.~') towards 9(s) in [ao, fl0]. 1 

21. We shall need some more general  funct ion theoretic lemmas. Le t  1,'(.,.) 

be a regular funct ion in Bs(o) which has no zeros in the part  of Rs(o) which 

belongs to the strip (%,/~0), and let (;(s) be a branch of log 1"(.,') in the domain 

obtained from Rs(o) by omit t ing  all s~gments cq-- 5 6 < a =-< a0, t : t o ,  where % +  ito 
denote the zeros of F(.~.) with % < %, and all segments % <  a =< i l l+  5d, t-----to, 
where % + i t  o denote the zeros of F(.~.) with a0 >~0. Suppose, as in w I3, tha t  

IV(8) I h,, 
.% (o) 

and, fur ther ,  tha t  

(3 O) i I l a x  11/(8) - -  I [ -_2~ kl" 
,% (o) 

(31) m a x  16(41 
% (o) 

(32) max I G (.s') I ~ C, 

and tha t  for every tl ill Iql~ i either 

(33) maxlF(,,)--l"(:~+-2iil)l~k2 or m a x l / , ' ( . , . ) F ( . ~ + 2 , q ) - - , l ~ Z ' 2 .  -~ 
,~0 {Ill SI} t/l) 

1 Th i s  t r iv ia l  l e m m a  is fo rmula ted  expl ic i t ly  mere ly  to in t roduce  the  c o n s t a n t  C. 

2 We not ice  t h a t  since F:s) is regular  ill Rs(O" the  func t ions  F s ) a n d  /;'~s + 2 i l l  ~, are regular  

in R3(t~) (and a f o r t i o r i  in So( /~) .  

9 
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The lemmas will then give estimates depending on the number  

K = m a x  l '  
R~ (0) 

By A we shall now denote constants  (not necessarily the same at  each oc- 

currence) depending only on the rectangles and the constants k, kl, k2, and C. 

Lemma 16. The number  N of zeros of G(s) in R2(o) satisfies an inequali ty 

N - - < A l o g ( K +  i). 

Proofi The number  is =< the number  of zeros of F ( s ) - -  I, which, by (3o) 

and Lemma 4, is = < A l o g ( K §  2), and this again is ~<A log(K- t -  I). 

Lemma 17. The left and r ight  variations V - ( f l ,  f~; tl) and V + (fl, f~; tl) of 

G (s) along an arbi trary horizontal  segment s ~ f § i [1, f l  ~ f ~ f2, in R1 (o) satisfy 

inequalities 

I v -  (fix, f2; tl)] ~ A log (K + t) and [ V+ (o"I, 0'2; ~l) l ~ A log (Ix_" + x). 

Prooj: The proof is an adaptat ion of a well-known a rgument  due to Baeklund. 

Since V- ( f l ,  aS; t l)  and J "~ (at, a2; t l) ,  considered as funct ions of tl for fixed 

f l  and f2, are continuous functions from the r ight  and left  respectively, we may 

suppose tha t  the segment  contains no point of the cuts and no zero of G(s). 

The two variat ions are then equal, and may be denoted briefly by F. 

I f  G(s) is either real or purely imaginary on the segment,  we have V ~ o. 

Otherwise 
I + 

where v may denote either the number  of points on the segment  in which G (s) is 

real, or the number  of points on the segment in which G(s) is purely imaginary.  

In the first case, F(s) is also real in the said points, which are therefore zeros 

of the funct ion F(s) -- F(~ + 2it1), the absolute value of which is ~ 2 K  in Ra(t~). 

In  the second case, [F(s)[ ~ I in the said points, which are therefore zeros of 

the funct ion F(s)F(.~ + 2 i t l ) - -  I, the absolute value of which is ~ K "  + I in 

RS(tl). By (33) and Lemma 4 it follows tha t  either 

v _ < A l o g ( 2 K §  l) or v --<_ A log (K" + 2), 

whence the desired result. 

t Since th is  K is _->. t he  K of w x 3 the  es t imates  of w i 3 remain valid wi th  the  new K. 
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Lemma 18. The left and right variations V-(a; 7,6) and V + (a; 7, J )o f  G(s) 
along an arbitrary vertical segment s-= a + it, 7 ~ t <  r in R1 (o) satisfy inequalities 

]V- (a ;7 ,~ ) l<  A log~(K+ I) and IV+(a;7,~)l<--_Alog~'(K+1). 

If the segment is not divided by the cuts we have 

[ V - ( a ; 7 , ~ ) [ ~ A l o g ( K +  i) and I V+ (a ; 7, cl) ] =< A log (K + I). 

Proof. Since V-(a; 7, ~) and V+(a; 7, $), considered as functions of a for 

fixed 7 and $, are continuous from the left and right respectively, we may sup- 

pose that the segment contains no zero of G(s), not even on the borders of the 

cuts. The two variations are then equal and may be denoted briefly by V. 

By Lemma 4 the number of cuts going into B2(o) is < A log (K + I). I t  

is therefore sufficient to prove that 

(34) [V]__<Alog(K+ I) 

when the segment is not divided by the  cuts. 

From (31) and (32) it follows by Lemma 6 (with S,~o) instead of g,.(o))that 

V is bounded for segments in $1(o). ~In the general case we join the end-points 

of the segment by means of horizontal segments with the end-points of a ver- 

tical segment in $1(o ) which does not contain zeros of G(.~'). The estimate (34) 

then follows from Lemmas 16 and 17. 

Lemma 19. There exists a horizontal segment al < a<fll,  t=-t* in Ro(O ) on 

which F(,,') :~ o and G (x) ~ o and 

d arg (;(o + it) _-< log" (K + i). A 

Proof. By Lemmas 4 and I6 the number of zeros in R~(o) of F(s)and G(s) 
together is ~ A log ( K +  I). As in the proof of Lemma 7 the segment may 

therefore be chosen such that neither F(,~) nor G(s) have zeros in a rectangle 

a l - - r ~ a ~ 8 1 + r ,  ]t--t*]_--<_r belonging to Rl(o), where r ~  I/.4 l o g ( K +  I). 

I t  follows from Lemmas 1 7 and I8 that  if s* lies on the segment, then a branch 

of arg G(s) satisfies in this rectangle, and afor t ior i  in I s - - s*  I ~ r, an inequality 

[ arg G(s) --  arg G (s*)[ < A log (K § i), 

whence the desired result. 
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Lemma 20. The in tegra l  

I (a) = f log I G (~ + it) I d t 

satisfies for - -  �89 _--< 7 < ~ ~ �89 and a z =< a =< fix an inequali ty 

I i (a) l <: A log ~ ( K  + I). 

Proof. The  funct ion I(a) is a cont inuous  and s t re tchwise differentiable func- 

t ion of a with V--(a; 7, d) and V ~ (a; 7, d) as lef t  and r ight  derivatives.  Hence  

I(~) = 1(oo) + f v - ( ~ ;  r, ~)d~. 
co 

Let  ao be chosen in the interval  (a 0, ~o). From (3 l) and (32) it follows by Lemma 9 

(with S,(o) instead of R,(o~) tha t  l(ao) is bounded.  Lemmn 18 therefore  gives the 

desired result.  

22. We now turn  to the proof  of Theorem 3. 

For  o <  e <~ and Q > I let  us consider the funct ion 0,,((~, Q, f0), which is zero, 

when the funct ions  ~), (,o, to) and Z (Q, to) in t roduced in Lemmas  If  and I2 are both 

zero, and I otherwise. Then  

(35) o, ,(e,  r  M {O,,(e, Q, to)} _-< %,(e)  + x ( q ) .  
tt* 

I f  0,, Q, Q, to)-~ o, i. e?. if /~5(t0) belongs to A and 

max I .q (") - g,, (~)1 -<- e and ma~, I g (,") I --< q, 
R~ (to) ' R~ (to~ 

we have by Lemma  8 t, which is applicable on account  of Lem m a  13, for  al =< a ~ f l l  

t,, + .} 

f (log I :~(,, + it~ I,,, log l a , ,  + it~l) at _-_ A (m) O 
to- �89 

and (since la,,':~ I =<q + e < = q in Rs',to:) 

to-~ �89 

.f(loglg,,,:a + itlm log lg . (a  + i t ) l ) d t Z A ( m ) 2 Q .  
to--~ 

Also (since I log " 2 - - l o g  'ull=< I , ,~--"X I/", w h e n  ,,, and ~,~ are both ~ , ,)  

to+ 

/llog I.q(  + it)l .~-loglg,,(a + it)l.,[dt<= g 
/D1, 

to-�89 

1 With 7=- -~ ,  5=~, and with A(m)K on the right instead of A(m" log2.Kq - ( .  
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Hence 

(36) 
t.+ �89 
f l l o g  Ig(a + i t ) l - - log Ig.(a + it)l dt<A(m) 3O+ @-" 

to_ �89 m 

(37) 

and 

For all to we have by Lemma 20 for cq<a<fll and to--�89 �89 
d, 

l f l o g  Ig (a  + i t ) l d t [  < .4 K(to)�89 

(33) I f  log Ig,,(~ + it)]dt <= AK.(to) �89 

N o w  
~ 6+�89 

f flog '-;f log Ig(a + it)ldt ~ Ig.(a + i t ) l d t = - -  F(to) 
(1 - - 7  (I - - 7  ' d - -  

:' ? 7-�89 
where  

rain (r to+ �89 

F(to)-- f (log la(. + i t ) ] - l o g  I g,,('~ + it)l)dt. 
max {],, to--�89 

If O. ((~, Q, to)= o, it follows from (36) that 

IF(to) l = A(,,) 3 Q~ + e ,  

whereas  fo r  all to, on accoun t  of (37) and  (38), 

I F(to)l =< A K ( t o ) i v  + AK,,(to) ip. 
H e n c e  

~--=_ ~, Xog I a(~ + i t) l d t - U - - - 7  

7 '7 

~+�89 , f  
7-�89 

q- 

J+�89 

' f ( ~< - - -  ( x - 0 . ( o , Q ,  to)) A(m) 3 Q + n ~  dto + - -6- -  7 
7-~ 

+ ~-~7' fo,,(q, Q, to)AK(to)iPdto 
7-�89 

< 6 - - 7 + I  A(m)3Q+m + 
-= 6--7  

d+�89 r189 
I �89 I �89 

7-�89 7-�89 

dto, 

A K.  (to) t P d to 

~+�89 
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F o r  fixed 7, and  ~---, 0% the  express ion  on the  r i g h t  has  by  L e m m a  I the  

u p p e r  l imi t  

A (m) 3 Q + -Q + A | (q, Q)+ ( M  { K (to) p } t + M { K ,  (to)"} i), 
m to to 

which  by (35) is 

(39) A(m)3Q+ -q- + A(~F,(e) + X(Q))+(M{K(to~P} ~ + M{K,,',to",'}~). 
~ n  t o to 

By L e m m a s  I a n d  I I th i s  exp res s ion  c o n v e r g e s  fo r  n - +  ~ t o w a r d s  

(40) A(m)3Q + O_ + 2AX(Q)�89189 T2 + 1,3 (say). 
to 

L e t  ~ > o be g iven,  a n d  let  first, by L e m m a  I2,  Q be chosen  so l a rge  t h a t  

~ and  finally sma l l  t h a t  T 2 < . ~ , .  T h e n  T 3 < .~ e, t hen  m so sma l l  t h a t  T 1 < .~ , e so 

the  expres s ion  (40) is < r. H e n c e  the  e x p r e s s i o n  (39) is < ,  fo r  n ~ (some) n o 

and ,  consequen t l y ,  

f __I log Ig(a + it)ldt-~-~-~ 
7 7 

fo r  u x = < a s  if  n_-->n o a n d  J=> (some) d o(n). 

f r o m  th i s  t he  f i rs t  p a r t  o f  the  t h e o r e m .  

+ it)l d t  

A r g u i n g  as in w 14 we o b t a i n  

23. T h e  convex i ty  of  ~.q(a) fo l lows  a t  once  f r o m  the  convex i ty  of  t he  func-  

t i ons  Ca~(a). B u t  as to  t h e  r e s t  of  t he  p r o o f  we c a n n o t  p roceed  exac t ly  as in 

w I5, b u t  m u s t  f i rs t  i n t r o d u c e  s o m e  mod i f i ca t ions  of  t he  f u n c t i o n s  ~g(a ;  7, d), 

V ~ ( a ;  ~,,d), a n d  V ~ ( a ;  7, d), w h i c h  we o b t a i n  by a d d i n g  ce r t a i n  t e r m s  corre-  

s p o n d i n g  to  t he  cuts .  

F o r  an  a r b i t r a r y  cu t  C def ined  by a < a ~ a o ,  t----to or  a o ~ a < f l ,  t = t o  t 

le t  vc(a) fo r  a < ao or  a > ao r e s p e c t i v e l y  d e n o t e  t he  v a r i a t i o n  of  thr  a r g u m e n t  

of  g(s) a l o n g  the  l ower  b o r d e r  of  t he  cu t  f r o m  a + ito to ao + i to and  back  to  

a+ito a l o n g  the  u p p e r  b o r d e r  of  t h e  c u t /  F o r  a ~  a0 or  a ~ a o  re spec t ive ly  le t  

us put vc(a)= o.  

1 It  will be understood that the cut does not go beyond oo+ito; naturally there may be more 
zeros of f(s)  on the cut than the end-point a0 + i/o. 

More precisely, if V-(ax, os; to) and V + (ol, a2; to) denote the left and right variations of the 
argument of 9 (s) along the segment  ax ~ o ~ a2, t ~ to, we put v C (a) = V + (a, a0; tol - V -  (a, ao; to) 
or vc(a)= - V+ (ao, a; to) + V-(ao. a; to) respectively.  
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and 

The expressions 
ff 

7 

5 

7 

in which the sums are extended over all cuts between the lines t ~ T a n d  t = d ,  ~ 

will represent the variation of the argument of g(s) from a + i 7 to a + id along 

a path composed of the left or right sides of the parts into which the segment 

s ~ a + i t ,  7 ~ t ~ $ ,  is divided by the cuts, and joining loops around the cuts. 

The function 

5 a 

- - - -  v c  (o)  d o 

ao 

will be continuous and stretchwise differentiable with the left and right derivatives 

(4I) ~p~(a-- o; 7, d ) =  W~(a;7'eJ) and ~p~(a+o;7 ,  d ) =  W+(a ;F ' J ) .  
~ - - 7  d - - 7  

We shall now prove that  ~).q(a; 7,$) for 7 fixed and J - - ,c~  converges uni- 

formly in [a, fl] towards ~.q(a), and also that the four mean motions remain 

unchanged if in their definition (22) we replace V.~ (a; 7, r and V + (a;7, ~) by 

W~-(a; 7, ~) and W + (a; 7, ~). This is proved by proving that 

5 

i I --,  o (42) d - -  7 ~, 

uniformly in [ct, fl]. 

By Lemma 4 the number of ct~ts which go into Bo(to) is =< A log (K(t  o) + I), 

and by Lemma 17 I vc(a)] <~A log (K(to)+ I) for al =< a----<fll for each such cut. 

Thus for al ~ a_--< fil 
to+ �89 

[vc(a) l < A O(to)K(to) ~-v, , ~--- 

t l , -  �89 

where O(to) is the function introduced in Lemma Io. Hence for al ~ a~/71 

1 T h e r e  m a y  be  a n  i n f i n i t e  n u m b e r  of  s u c h  cu t s ,  b u t  for  e v e r y  a in  (a,  fl) o n l y  t h e  f in i t e  

n u m b e r  w h i c h  i n t e r s e c t  t h e  s e g m e n t  s ---- 6 + i t ,  7 < t < d, c o n t r i b u t e  to the  s u m ,  



136 Vibeke Borchsenius and Borge Jessen. 

6%�89 

=< A I 0 (to) d to 

7-�89 

a'+~ 

f K(to) p d'o] ~ 
,,-�89 

By Lemmas I and IO the expression on the r ight  tends to zero, whence the 

desired result. 

~ We may now proceed essentially as in w 15. I t  will be sufficient to 

prove (23) for at < a ( fll and (25) for a 1 < al < a2 </?t .  

Since 7 may be chosen arbi t rar i ly  we may suppose tha t  f(s) 4= o and g(s) 4= o 

on the segment  al<~ 0-~fll, t=7. By Lemmas 2, I6, and I8 it makes no difference 

if in the definitions (22) and (24)'of the mean motions and of the frequencies of 

zeros we restrict  d to a set of values so tha t  any interval ] t - - / 0 [ ~  �89 contains 

at  least one value from the set. By (42) the expressions 

/ + 
e;.. (0-) = l i m i n f  . . . . . . . . . .  W ~ ( a ; 7 ,  d) and C: , (0 -11_ l iminf  IV + (0-',7, d) 
a~-(0-) / sup 6 --  )' e-~ (0-) ] sup 6 --  7 

for the mean motions are also valid when d is restr icted in this manner.  

L e t  us first merely suppose tha t  d is restricted to values for which f ( s ) 4  = o 

and g(s)4=0 on the segment  al ~ a_--</~l, t =  & Then by Cauchy's  theorem, 

applied to the part  of the rectangle (eq <)0-~ < 0- < 0-2(< ill), 7 < t < ~ which 

belongs to A, 

( 4 ] )  N g  (0-1, 0-2 ; r ,  ~ ) =  I [ W ;  (0-2; Z, ~ ) - -  + - -  W g  (0-1; r ,  (~) "j- R(0-1 ,  0-2;7,  ~) ] ,  
2 ~  

where R(a1,0-2; 7, 6) denotes the contribution to the variat ion of the a rgument  

from the horizontal  sides of the rectangle.  By Lemmas 2 and 17 

Hence 
R (0-,, 0-2; 7,  a) = o (~) .  

- -  - -  ,~" ~u ~ ~._/-/g(0-1, O"2) < Hg(0-1,  0-2) <~ I 2~"  -" ~/ , 1 ]  = . -g �9 2 ~ (%7 (0-2~ - -  ''+ (0-'))' 

so tha t  (25) is a consequence of (23). Of (23) it is sufficient to prove 

9;  (a --  o) ~ _c~- (a) and ~+ (a) ~ ~ (a + 0). 
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For  any to for  which f ( s )  4= o and g(s) 4 = o on the segment  a l <  a < ill, t -~ t o put  

[ d ' i to) C(to). max arg 9 (a -r = 
ttl~cr~t 

Then  
I R(a,, ~2; 7, ~)l < (C':;,) + C(~))(a2-- a,). 

By Lemmas 2 and *9 we may suppose tha t  ~ is res t r ic ted to values for  which 

C(d)- -o(~) .  By means of (4 I) the re la t ion (43) assumes the form 

~ - ~ 7  . . . . . . .  ~ - ~ ( ~ . q ( U  2 - -  O; 7, {~)-- ~J.q(al -[- O; 7, {~) -~- ~'(O'1, g2; ;', {~))~ 

w h e r e  ] r  (o'1, a2; 7, ~ ) [ <  C(},) -b C ( ~ ) ( o . 2 _  o.1) ' 
= d - - 7  

and the proof  is completed by the a rgumen t  used in w 15. 

25. Next  we turn  to the proof  of Theorem 4. 

By the definit ion Of the in tegral  we have 

I ; e  ig(a+it~!r dt. 
A(y; ttg,~;r,~)-- d - -  7 J  " 

7 

Now, if a 1 < a < ~1, and the func t ion  ~p~ (Q, t) in t roduced  in Lemma 11 is zero, then 

Ir  g(~ ~ -  e~" ~+;')y I < ~ l v l ,  

whereas the expression on the left  is < 2 for  all t. 

Hence,  if [yl < a, 
d' d' d 

la f = 

7 7 ? 

For  fixed 7, and d -+0% the expression on the r ight  converges towards Qa + 2 tI'~(Q), 

which by Lemma II  converges towards Q a when n -~ oo for  any Q. For  every 

fixed n we know (cf. w 7) tha t  the l imit  
4 

a- f 
7 

exists uni formly in y [ ~  a. I t  follows tha t  
d 

f +'"'. a t J 
7 

also exists uni formly  in l Y] =< a and is the limit of A(y;  ug , , o )when  n-~ oo 

uni formly  in I Y] ~ a. 

Thus  the theorem is established. 
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C H A P T E R  II .  

T h e  R i e m a n n  Z e t a  F u n c t i o n .  

Application of the Previous Results to the Zeta Function and its Logarithm. 

26. Le t  us now consider the Riemann zeta funct ion ~(s). I t  is regular in 

the whole plane with  the exception of the point s ~  I, where it has a pole of 

the first order. In  the half-plane a > i the funct ion is determined by the Euler  

product  

f i  --$ --1 ~(~)= ( ~ - p ~ )  , 
k=l 

in which Pl, P~, �9 �9 �9 denote the primes 2, 3 . . . .  ; in consequence of this expression 

we have ~ ( s ) #  o for a > x. We  shall also consider the partial  product  

n 
;.(s) = I I  (i _ p; . )_l  

of the Euler product.  

By log~(s) and log ~.(s) we shall denote the funct ions 

and 

The funct ion ~,,(s) is regular  and # o for a > o. 

1og~(8) = ~ - - l o g ( I  - - p k s )  
k'-I 

log ~,, (~.) = ~ - log ( i - p;. 3 ,  
k ~ l  

where in each term on the r igh t  - - l o g 0 - - z ) - - z  + �89 ~ + . . . .  The funct ion 

log~(s) is regular for a > I and logan(s) for a >  o. By the funct ion log~(s) in 

the half-plane a > �89 we shall mean the analytic cont inuat ion of log ~(s) in the 

domain h obtained from a > � 8 9  by omi t t ing  the segment  � 8 9  I, t----o and 

all segments �89 < a < no, t----to, where ao + i to denote the zeros (if any) of. ~r(s) 

in a > � 8 9  

27. The functions ~n(8) and log ~n (s) are almost  periodic in [o, + c~] and 

converge for  n ~  c~ uni formly  in [x, +oo]  towards ~(s) and log~(s).  

Le t  us consider the funct ions ~n(s) and ~(s) in the half-strip �89 < a < + 0% 

t > o. I t  is known tha t  ~(s)  converges in the mean with the index p ~- 2 towards 
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~(s) in [�89 + ~ ] . t  Hence, if we take a----�89 a0----- I, I < f ? 0 <  + 0% /~= +vo ,  

and 70--o,  the assumptions of Theorem I are satisfied, if for f ( s )  and f,~(s) we 

take the functions 

f ( s )  = ~ (s) - ~ a n d  .f~ (~,.) = ~,~ (s) - -  x ,  

where x is an arbitrary complex number, and the assumptions of Theorem 3 

are satisfied, if for f(s), fn(s), g(s), and ga (s) we take 

f ( s )  --- ~ (s) e -~:, f ~  (s) - ~,~ (s) e -~ ,  e (s) - -  l o g  ~ (s) - -  x ,  g~ (s) ----- l o g  ~ ( s )  - -  x .  

By means of Theorems I and 3 the study of the mean motions and zeros 

of the functions ~ (s ) - -x  and log ~ ( s ) -  x is therefore reduced to a study of the 

functions ~ n ( S ) -  X and log ~,~ (s) -- x, and a passage to the limit. Similarly, the 

study of the asymptotic distribution functions of ~(s) and log~(s) on vertical 

lines is by Theorems 2 and 4 reduced to a study of the functions ~n(s) and 

log ~(s) and a passage to the limit. 

Two Types of Distribution Functions. 

28. The investigation depends on the discussion of two types of distribu- 

tion functions which are closely related to each other. The first type, leading 

to the asymptotic distribution functions of ~(s) and log~(s) on vertical lines, has 

already been considered in Jessen and Wintner  [I]. "~ 

First we shall prove the following theorem. 

Theorem 5. Let  1 (~) ~ l 1 ~ -~ ~2 z$ "71- "'" t l~ld ??~ (Z) ~ ~ 1  Z A- ~ 2  Z2 Jr ' ' "  be power  

series converge,t  in a circle [ z ] < e ( ~ vo), a , d  such that 11 =4= 0 and rnl fi= o. Le t  

'rl, r2, . . .  be a seque~we o f  real ~umbers > o, such that rn < Q fo r  all n, and let 

).1, ;t2 . . . .  be a sequence o f  real numbers dif fering f rom  each other a~d f rom zero. 

Consider f o r  every n the f u n c t i o , s  

f ,  (01 . . . .  , On) ---- ~ .  l(rk e ~-~'~ and .qn (01 . . . . .  0,) = ~ ).km (rk e2~'~ 
k ~ l  k ~ l  

~ This  follows e. g. from a resul t  of Besicovitch[II,  pp. 163--I69,  with  an addition on 

uniformity  in a which readily follows from his proof. I t  is essential ly this  property which forms 

the basis for the invest igat ions by Bohr and Landau[ I ]  and by BohrII]  on the  dis t r ibut ion of 

the  values of the zeta function. 
2 Our t r ea tment  of th is  type has  been given a different form to match the t rea tment  of the 

second type. Also, the  resul ts  regarding the first type have been given with certain addit ions 

which are necessary for the t rea tment  of the second type. 
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where each Ok describes the real axis considered rood. I as a circle Ck, SO that 

(01 . . . . .  On) describes the corresponding n.dimensional lotus-space Q,, ~ (Cl . . . .  , c,). 

Let  I~, and vn denote the distribution .function,s o f  ./;, (01 . . . .  , On) and of  

f , , (Ol  . . . .  , O n ) w i t h  ,'espect to I g.(01 . . . .  , O,,)l ~ , d ~ . e d  by 

~n (E) = m (U (E)) a . d  ~ . ( E )  = . f i g , ,  (01, ' ' ' ,  On)]2 n ~  (d Qn), 
f~ (E) 

respectively, where ~ (E) for  an arbitrary Borel .vet E in t?x denotes the set o f  points 

in Q, for  which f n ( 0 1 , . . . ,  0,) belongs to E.  

Then, i f  r ,  ~ o for  n ~ co, the distribution functions I~n a~d v,, are absolutely 

continuous with continuous densities Fn(x)~-T;~(~ 1, ~)  and G n ( x ) =  Gn(~l, _~2)for 

n ~ (some) no, and F .  (~1, ~)  and Gn (~1, ~2) possess continuous partial  derivatives of  

order <= p for  n ~ (some) np. 

I f ,  moreover, the three series 

2 2 
k~l  Jl'~l k=l  

are convergent 1, then I~n and '~n converge for  n ~ co towards distribution function,s ~ and 

which are absolutely continuous with continuous densities F ( x ) = F ( ~ I ,  ~2) and G ( x ) =  

-~- G (~1, ~)  possessing continuous partial  derivatives of  arbitrarily high order. The 

.[hnctions 1",~ (x) and Gn(X) and their partial derivatives converge uniformly towards 

F ( x )  and G(x)  a~d their partial  derivatives as n-~ co. 

29. To prove the first part  of the  theorem it is by w 6 sufficient to prove 

tha t  for  every p ~ o the  Fourier  t ransforms A(y;/~,,) and A(y; rn)for  n ~ (some) 

,n, and some e > o are O([y[ -('2+'+~)) as [y I-+ co. To prove the second par t  of 

the theorem it is sufficient to prove tha t  for ~ _-----~, the funct ions A(y;/~n) and 

A(y; rn) have a hounded ma jo ran t  which for some e > o  is O(]y[ -(~+p+')) as 

]y]-~ co, and that A(y; t~n) and A(y; ~,,)converge uniformly in every circle [y ~ a 

towards  functions,  which are then A(y; .u) and A(y; ~). 

By the definition of the integral  we get  

(44) A (y; t~,,) = f e'Yn~ ~ ...... ".):' m (d Q.) and 
Qt~ 

A (y; rn) = f e;fn :o ...... o,),~ I g-(01, �9 �9 On)l ~ m (d Q,), 
Qn 

I We sha l l  use  So, Sx, S~ n o t  
t ions  for t h e  ser ies  t hemse l ve s .  

fol lows f rom t h a t  of So and  $2. 

only  as n o t a t i o n s  for t h e  s u m s  of t he  series,  b u t  a lso as nota-  

We  not ice  t h a t  by  C a u e h y ' s  i nequa l i t y  t he  convergence  of Sx 
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where f,(O 1 . . . . .  O,,)y denotes the inner product. Here 

and 

n 

#, f .  0 . . . . .  % Y --~- l I  cil(rke2'~iOk: !! 

k : l  

]g.(O~ . . . . .  r I~ : Z~ ] ,n(,.,e2.~, o,) l* + Z, Zm,,,(,.,e~-.~'~176 
I : 1  I ,m=l  

14em 

Hence, on p]aeing for o <  r < Q  

(45) Ko (y, ,')= j'e il(~*''~'~ dO, KI(y, ,')~-- j'e " :~ ' ie ' '  m(,'e2~'~ 
(: C 

and ~ (:~,,'1 = f e"(~"'~'~ I", ('" W'~)I ~ dO, 
v 

where c is the real axis considered rood. I, we obtain 

n 

(46) A (y; #,) = H Ko (y, ,~.) 
k : l  

and 

(47) A(y; v,,)-:- ~Z~K,( .V, , '~ ) ] IKo( .~ t ,~ . )+ .  
/ = !  k - - 1  

kq l  

+ [I 
l ,  m = l  k=l 
l.-b-m k~el, m 

(48) 

and 

(49) 

30. We shall need some estimates of the functions (45). 

For all r < # 

[Ko (y, ,')] ~ Ko (o, r) = I 

K1 (o, r) ---- o .  

For an arbitrary qo<Q there exists a constant .4 such that I/(z) l ~ A l z l  

and ] m ( z ) [ ~ A [ z ]  for Iz l~Qo.  Suppose now that  , ' ~q0 .  Since l (o)-~o,  the 

integrals over c of the real and imaginary parts of l(re ~-~i~ a~nd hence of the 

inner product l ( re"~)y  are zero. Moreover, the inner product is numerically 

A r l y l .  Hence, since [e ~ t - ( ,  + it) l ~ t  "~, 

(50) I Ko (y, , ' ) - - ,  I_- < �89 A~,~Iyl -'. 
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Also, since [ e"  - -  ( '  + i t - -  ~ :)1 ~ h ltl ~, and since (according to Parseval's formula) 
the integral over e of [ l ( r e 2 = i ~  ~" is = � 89  4-I:~1',, ' +.. .)lyl~__> � 8 9  ~, 

IK0 (y, r)l < I - -  �88 [1 I ~ : l u  I ~ + h A",'3l yl ~ 

and, consequently,  for  certain constants  Ba and B2, 

(5 I) [K0(y,r) l  =<I - -  B l , : - I y l  2 when "IY] <= B2. 

Similarly, since re(o) =- o and [e i t - I  ] _--__ [ t I, 

(5=) IKa (y, ,')1 _-< ;'~," I Y I. 

Also 

(53) I K2 ~Y, ")1 < -42 "~. 

Finally, it is known I tha t  there exist constants  Q1 < q and B such that  

for  r =< 01 

(54) IK0(y , , ' ) [X  B r - i  [ y [ - i .  

31. Suppose first tha t  r , ~ o  for  n ~ o o .  Then all r,~_--< (some) Q o < q .  Let  

this eo be used in w 3o. Then the est imates (5o), (5z), and (53) are valid for 

r = r n  and all n. Moreover,  for  the Q1 of w 3 ~ we have r , ,~Q1 for all n >  

> ( s o m e )  h=>o.  Hence  (54) is valid f o r t = m ,  J ~ > h .  Consequently,  i f n ~ h +  

+ i i + 2p, each of the products  in (46) and (47) is O(ly]-(~+P)), and each term 

in (47) is therefore  O(lyl-(~+v)). This establishes the first part  of the theorem 

with , ~ = h +  iI  + 2 p .  

Suppose now tha t  the series So, $1, $2 are convergent.  

For  all n 

(55) IA(y;/~,)[ ~ A(o;  , , ~ )=  i. 

I f  n ~ np let us apply (54) to the factors  in (46) with h < k =< h + 5 + 2p, and 

(48) to the rest. We obtain 

th+5+2P _t\ 
(56) IA(u; ~u,)l Z B 5+2p I I I  re }lul -(~+~. 

\ k=h+~ / 

From (55) and (56) it is seen that  the  funct ions A(y;/~.)  for n => np have a bounded 

majoran t  which is 0 (]y I -(~+p)) as l ul--" ~o. 

i See Jessen and WintnerII], Theorem 13. 
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From (46) and (50) it  follows t ha t  

(57) IA(y;t'.+,)--A(Y;~'n)I=IA(y;~'n)IIKo(y,r.+I)--II<=�89 0", 

whence by the  convergence of the  series S o the un i form convergence of A(y; ~,,) 

for n--, oo in any circle l yl --< a. 

F rom (47), (48), (49), and (53) it  foUows tha t  for all ~, 

n n 

A (o: v,) = ~,  4~ K2 (o, ,'t) < A ~ ~, 4~ ,'~ =< A 2 $2. 
1=1 /=1  

I-Ienee 

(58) [A(y; ,,,)[ =< A ~ $2. 

I f  n ~ np each of the  products  in (47) is numerica l ly  ~ Bg§ I '~+P), where 

P is the  p roduc t  of the 9 + 2/) largest  of the  numbers  r~ -t,  h < k =< ,n~. Hence,  

by (52 ) and  (53) 

(59) [A(Y;',)I<=(A~.~,Z~r~ + A '  [).tlI4,~I"["~[YI~)Bg+2~PlYl -(~+p) 
I=1  l, m = l  

1 4 r a  

_--< A ~ $2 B 9+~- p P lY  I -(~+p? + A '  S~ S 9+~p P l y  I-~,~+v). 

F rom (58) and (59) it  will be seen t ha t  the  funct ions  A(y; v,,) for n ~ n~ h a v e  
(5 

a bounded  m a j o r a n t  which is O([y[-'*+PJ) as [y[- ' .  oo. 

From (47) it  follows t ha t  
n 

A(y; v,,+~)-- A(y; ~,,) = A(y; , ,)(Ko(y, ,',,+:) --  i) + 4;,+~ K2(y, ,-.+,)H Ko(y, ,'~) + 
k = l  

1 ,- . . . . . . .  
+ 4,,+~ Kx (y, ,',,+ 1) Z xn '  K~ (-- y, r,,) H Ko (y, rk) + 

m = l  k = l  
k 4 ~ m  
?t 

+ Z, +1KI(--y, ,',,+,) ~ 4, K~ (y, r,) 1-[ Ko (y, r~.). 
l : l  Ir 

k :~ l 

Hence,  by (48), (50), (52), (53), and  (58), 

(60) I A (y; v,,+,)--A (y; v,,)] _--< �89 A '  $2 r;,+l Iv I-" + A'~ 4;,+, ,.,~,+, + 

�9 2A*lZ,,+,lr~+,lyl*~lz, lr~ 
/ = t  

.o A e  , , A 4 , �89 + ).,,+~r~+~ + 2 

whence  the un i fo rm convergence  of A(y; v,) for n ~ c,~ in any circle lYl ~ a. 

This completes  the  proof  of the  theorem.  
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32. Since A(y; F~,,) converges towards h(y;  #) when ~--~ oo we obtain from 

(46) the expression 
o o  

(6 I) h (y; #) -- H K0 (y, r~), 
k = l  

where the product is absolutely convergent in consequence of (5o) and the con- 

vergence of tile series So. 

Similarly, from (47) we shall deduce the expression 

(62) A(y; (y,,',)II + 
I=1 k = l  

oO 

+ ~ )~tL,,K,(y, rt)KI(ZLY,"---~) H Ko(y,,~.). 
l , m = l  k-=l 

l + m  k~ l ,  m 

Here the infinite products are absolutely convergent, and since by (48) the pro- 

ducts are numerically ~ I, the series are absolutely convergent in consequence 

of (52), (53), and the convergence of the series S1 and $2. 

We know that  A (y; r,) converges towards A (y; ~) when ~ -~ oo. Now A (y; ~,,) 

differs from the expression 

oO r  

(53) ~ ; ~ K 2 ( y ,  rt) I I K o ( y , , k ) +  ~XtL~K~(y , , ' t lK~( - -y , , ' , , )H  K0(y, rk) 
/=1  k ~ l  l, m:=l  k = l  

k+l  I:~=m k+l, m 

oO  

by the factor n K0 (y, rk), which converges towards t when n-~ c~. Hence (53) 
k = n + l  

converges towards A(y; ~), and this establishes (62). 

33. For every n the densities I~(x) and G,,(x) vanish outside the dosed 

bounded set of values assumed by ~(0~ . . . .  ,0,).  Since /~ , (x )and  G,(x)and 
their partial derivatives converge uniformly towards F(x)  and G (x) and their 

partial derivatives when ~-~ oo it is plain that  all the latter functions will ap- 

proach zero when Ix[ -~ c~. ~ We shall now prove a much preciser result. 

Theorem 6. For a.!! ). > o the deusitie.,, F(x), G (x) a,~d l'n (x), G,, (x), n ~ ~o, 
have u majorant of the form /toe -~-I~l:, a~d the partial derb.atives of T'(x), G(x) 
and F.(x), G.(x), n ~ ~,p, of o,'de," <=p, have a majo,'a,,t of the form Kpe -~1~1'. 

t , ' h i s  i s  a l s o  a n  e a s y  c o n s e q u e n c e  of  t h e  e x p l i c i t  e x p r e s s i o n  o f  l h e  f u n c t i o n s  b y  m e a n s  of  

the  F~ . r i e r  t r a n s f o r m s .  
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34. For  n > q > o let  us write 

y.,.(o.+~,..., o.)= ~ Z(,'~e~-"'~ ~nd g~,,,(0.+l,..., 0.)= ~ Z~m(,'~'"'"~) 
k = q + l  k = q + l  

and le t  Qq, n denote  the  torus-space with (0q+~, . . . ,  0n) as variable point.  Le t  

gq, n denote  the  dis t r ibut ion funct ion  of fq, n (Oq+a, . . . ,  0,) and ~q,n the dis t r ibut ion 

funct ion  of fq, n(Oq+x, . . . ,  On) with respect  to Igq, n(Oq+~ . . . .  , On)[~. 

From the definition of  /~n we obtain by Fubini ' s  theorem for  an a rb i t r a ry  

Borel  set E 

l-t,, (E) = f rn (~ (Oq+, . . . .  ,0,,))m (d Qq, n), 
Qq, n 

where Q(Oq+l . . . .  ,0 , )  denotes  the set of points in Qq for  which  f q (01 , . . . ,Oq )  

belongs to E - -  fq, n(Oq+l, . . ., 0,,). I Hence  

(64) t~. (E) = f /~q  ( E  - -  u)/~q, n (d R,,) 
R u 

and consequent ly  if q ~ '~o 

(65) Fn (x) = f Fq (x - -  u) l~,,, n (d R , ) .  
R u 

Since gq (0x . . . .  , Oq) is boun d e d ,  say I gq (ol . . . . .  oq) I ~ C~, and I a I "~ ~ ~ I~-- b l' + 
+ 2 ] b 1"~ for  .a rb i t rary  complex numbers,  we have 

fun(01,. On) l~__--<:C~+ 21g~,. (0, ,+, , . .  n) l'. 

Hence  we obtain by Fubini ' s  theorem f rom the definit ion of ~'n 

r , (E )  < 2 Cq~tn(E) + 2fm(~(o~+,,. O,))[gq. (Oq+~, . .  n)l-m(dQq,, ,)  
Qq, n 

= z C~m,(E)  + z f t a q ( E - - u ) ~ , q , n ( d R , , )  

and consequent ly  if q ~ n o 

(66) Gn (x) ~ 2 C~q F~, (x) + 2 f F,j (x - -  u) vq. n (d Rn). 
R u 

i By  E - - x  we denote  the  se t  of a l l  p o i n t s  y - - x ,  where  y be longs  to E .  S i m i l a r l y ,  we 

denote  by  x - -  E the  s e t  of a l l  p o i n t s  x - y, where  y be longs  to  E .  

10 
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35. Le t  us write 

n 

Sq, ,l ( O q + l ,  , ' ' ,  0; , )  a Yll 11 r k  (J 2"-liOk 
k = q + l  

and tq, n ( O q + l ,  . . . ,  O n ) =  ~ 3  ~ k F t l l  r k e 2 ~ i O k .  
k=q+l  

There  exists a cons tant  A 1 such tha t  I I ( z ) - - l : z l ~ A l [ z [ '  and [ m ( z ) - - m : z [  

Ax]z[  ~ for ]z[ ~ the number  Qo in t roduced  in w 3 I. Hence  

(67) 

and 

(68) 

Ifq,,, (Oq+a, . . ., 0,,)--Sq,,,(Oq+x,..., 0,,) I ~ s Al r~ ~ A~ So 
k = q + l  

I g.,,, (o.+~ . . . .  , o.) - t~,. (o~+,, . . . ,  o,,)1 ~ ~ I z~ I A1 ,-~. =< A1 &.  
k = q + l  

(69) 

F rom (67) it  follows tha t  

f eSl'Ifq, n(~ 1 . . . . .  ~ m (a Q~,,,)<= ~,o,.A: ~,.~ f C,6),lsq, n(Oq+l . . . . .  ~ ( d  Qq, n). 
Qq, n Qq, n 

I f  we apply Parseval ' s  equat ion to the func t ion  (8q, n ( O q + l , . . . ,  On)) p ,  where p is 

any positive integer ,  we obtain 

f I~q,. (o~+: . . . .  , o.)I~, ,,~ (~ Q~,,,) = 
Qq, n 

Pq+l §  ~p  . . . .  

) ~ p !  ~ --  P! . . . .  [/:rq+l[~',~+, ll:,'.["z',,=p! /lr~l'-' ' 
Pq+ 1 + " ' + P n = P  P q +  1 ] �9 . �9 p n  ! " " " ~ " 

Hence,  if q is chosen so large tha t  

d =  I - -  I6~1/11 ~ ~ r~. 
k : q + l  

is positive, the in tegra l  on the r ight  in (69) is ~ d -1. The in tegral  on the lef t  
�9 9 ,2 

is therefore  =< e 16~'4: ,So d-1 = C (say). 

Le t  S be a fixed bounded set conta ined e .g .  in the circle Ix[  ~ a. Then if 

I xo [ > 2 a the set xo--  S is contained in I x I>  �89 xo [. Hence e s~'(�89 '~'ol)~ #q, , (xo--  S ) ~  C. 

Fo r  all x o we have ttq. ,, (Xo --  S) =< I. Thus  we have proved tha t  the funct ions  

ttq, n (X--  S) possess a ma jo ran t  of the form K e  -2~'lxr', and hence (for the same K)  

the ma jo ran t  K e -~l~l~. 
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Since l a l '  =< 8 1 a - -  bl '  * 81bl '  for arbi t rary  complex numbers  we obtain 

f rom (68) 

f I y~,,, (6~+1 . . . .  , o,,)I' m (~ Q,,. ~) <= 8 A~ S'1 + 8 f l t~,,~ (e~§ e,)I" m (d Q~,,,). 
Qq, n Qq, n 

By Parseval 's  formula applied to (tq, n(Sq+l . . . .  ,0,,)ff the integral  on the r ight  is 

_--< 2 )~kn~lrkl ~ < 21ml S~. 
k : q q - 1  

Hence the integral  on the left  is < 8 A]S~ + ~6[ml]'Sg---- D ~ (say). F rom the 

definitions of ~q,~ and ~q,n we therefore obtain for an arbi t rary Borel  set E by 

Schwarz's  inequal i ty 
,,q, ,, (E) =< D , q , , ,  (E)~. 

H e n c e  t h e  funct ions Vq, n (x - -S )  also possess a ma joran t  of the form K e  -~'1~1'. 

36. From (55) it follows tha t  F,~(x) _--< l-~Iq ~q, ,, (x -- Sq), where Sq denotes  the 

set of values of fq(01 . . . .  ,0q), and Mq denotes  t he  maximum of Fq(x). This shows 

tha t  t h e  funct ions F~(x) for  n > q, and hence for n_--> n o , have a majoran t  of 

the form K0 e-~'l~'l~. Since F~(x) converges towards  F (x )  as n-~  0% this funct ion 

also majorizes T'(x). 

I f  q >= np the densities occurr ing in (65) will possess cont inuous  part ia l  deri- 

vatives of order =<p, and we may differentiate under  the integral  sign in (55). 

The same argument  then shows tha t  the part ial  derivatives of order ===-p of 

l~(x)  for  n > q, and hence for n _--n,, have a ma jo ran t  of the  form Kpe -~1~1". 

Since the part ial  derivatives converge towards  the part ial  derivatives of F (x )  

when n ~ 0% this funct ion also ma.jorizes the part ial  derivatives of order _--<p 

of F(x) .  

The corresponding results  on the funct ions G,(x) and G(x) follow in the 

same manner  from (66). 

37. I f  the series rk converges,  it is plain, since ]l(z)] ~ A I z ] for  [z[ _<- 0o, 
k : l  

tha t  all fn (01 . . . . .  O~) are uniformly bounded,  say [f~(01, . . . ,  O~) I ~ K. This im- 

plies that  all F~(x) and Gn(X) and hence F (x )  and G(x) vanish for [x[ > K. 

We  shall now prove the fol lowing theorem. 

Theorem 7. I f  the series 2 r k  diuerges, the~ the densities F(x) a~d G (x) 
k ~ l  

are > o for all x. 
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38. Le t  us first consider the funct ion F(x). 
For an arbi t rary ~ > o  let C~ denote the circle Ix I <  ~. Then if  x o is an 

arbi t rary point of Rx we obtain from (64) 

~n (Xo + c~,)  _-> ~ (x0 + c . )  ~ , .  (c~); 

for when u belongs to C~ the set x o +  C ~ - - u  will contain x o +  C~. Now 

f[fq,.(Oq+,,. . . ,O,,)lSm(dQq,.) = ~ f ll(rke~'~ok) lSdOk + 
Qq, n k=q+ 1 c k 

+ ~ fl(,'keS~'~ eS"'~ 
k, l = q + l  Cs C l 

k@l 

Here the last  term vanishes, and since II(z) l < d l z [ f o r  [z]_--< r the first term 

is < A s(r~+l + ' "  + r~). Hence 

~s(I -- i~q,,(C~)) < AS(r~q+~ + r~q+s +. . . ) .  

I f  q is large enough the r ight-hand side is < �89 Then ~tq,,(C~)> �89 and con- 

sequently ~t,(xo + Cs~) > �89 + C,) for all n. For  n ~ o o  this yields 

(70) ~(X O -{- C2,) ~ �89 0 -{'- CE). 

Since [ l ( z ) - - I  l z l  < A l l z l  s for  I z ] < e o  we have for q > p > o  

- = (,'~+1 "- Ifv, q(~gv+l,..., 0a)  8p, q(~gp+l,  . . . ,  Oq)[ < A 1 + rp+2  J r - . . . ) .  

Let  p be chosen so large t ha t  the r ight -hand side is < , .  Le t  191,... ,Op be 

arbi trar i ly chosen and put  xl = f v  (01 . . . .  , Or). Then if  q is large enough we have 

IZ~lr~+~ + ' + IZll , 'a  > I x o - x ~ l ,  a n d  n o n e  of  t h e  numbers [ l l J r v + x , . . . ,  Ilxlrq 

is larger t han  the sum of the q - - p - -  I others. As is easily seen this implies 

t ha t  we may choose 8p+l . . . . .  Oq such tha t  sv, q(Ov+~ . . . . .  O~)=Xo--x l .  This 

implies tha t  fq(Ox,. . . ,  8q) belongs to x o + C~, so tha t  /Xq(X o + C~)> o. On ac- 

c o u n t  of (7o) this shows t h a t  ~t (Xo + Cs~) > o. Thus we have proved tha t  /x (E) 

is > o for  any set E which contains  interior  points. 

For  q > no we obtain from (65) for n--> oo 

(7 I) F(x) = f Fq ( x -  U) Qq(dRu), 
.R u 

where 

n --~ OO. 

Qq denotes the dis tr ibut ion funct ion towards which tXq,, converges for 

Evidently this dis tr ibut ion funct ion also has the property tha t  Qq(E)> o 



Mean Motions and Values of the Riemann Zeta Function. 149 

for any set E containing interior  points. The relat ion (7~)therefore implies t ha t  

F(x) > o for all x.  

39. Next  we shall consider the funct ion G(x). 

Since rn-~ o when n-~ co, and since G(x) is no t  altered if for an arbi t rary 

_N we make a permuta t ion  of the numbers  rl . . . . .  r~ and the same permuta- 

t ion of the numbers X1, . . . ,  ~.~', we may suppose t ha t  the numbers rx and r2 are 

as small  as we please and tha t  r~ > r2. 

The proof depends on an elementary proposition, viz. t ha t  if  rl and r 2 are 

sufficiently small, and r~ > r2, then there exist two pairs of values (~,  0~) and 

(0~, ~) ,  such that 

(72) A ( ~ ,  ~ ) = A ( 0 ~  ', 0~') whereas g2(~, ~)  =~ g2(0~ ', 0'2'), 

and such that if we write f2 (01, 03) ----- ul (01, 02) + iu~ (01, 02), the Jacobian 

,9 (ul ,  
(73) 0(0~, 02) 

is ~= o in both of the  points (~, ~)  and (~', ~'). We prove this  as follows. 

I t  is known tha t  the curve Sr with the parametr ic  representat ion x-----x(O) ~- 

= l ( r e  '~~ is convex if r is sufficiently small, say for  r_-- < r o. Since x ' ( 0 ) =  

=2z~ire2~i~176 the outer normal of Sr at  a point z is determined by 

/* (z) = z l' (z) = 11 z + 2 12 z-" + --. provided tha t  l* (z) ~e o. We may suppose t ha t  

l* (z) =~ o for ] z I =< ro. For an arbi t rary x the points (0t, 03) with f2 (01, 03) -~ x 

are determined by the common points of the curves St, and ~ - -S~ , .  For  an 

arbi t rary point (01, 02) the Jacobian (73) is equal to the area of the parallelogram 

determined by the  vectors 2 ~/* (r 1 e 2~i~ and 2 ~l* (r 2 e ~t~ I f  r t  =< ro and r 2 =< r o 

there exists to every 01 a unique 03 such tha t  these vectors have the same di- 

rection. Le t  (~, ~) be a pair of such values. Then, if  we place z ~  ~), 

the curves S~, and x ~  S~, are externally t angen t  to each other. Hence,  

if x ~ is moved sl ightly in the opposite direction of l*(rle an~e~ to a point  

x*, the curves S~, and x * - - S t ,  will have two points of intersection near  the 

former point  of contact.  This shows tha t  in any neighbourhood of (~, ~ ) t h e r e  

exist points (0'1, ~)  and (0~', ~') for which the Jacobian (73) is * o, and for which 

the first of the conditions (7 2 ) is satisfied. 

t f  a n d  (z) are  p r o p o r t i o n a l ,  i. e. i f  m = Z 2  Z(e), w e  h a v e  g2 O,) = 

= ~1 ml l-~f2 (0t, 02) + (~2 --  Jr1) mt l~ -~ l (r2 e2~;~ The second of the condit ions (7 2) 
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is therefore satisfied. I t  remains to consider the case where 1 (z) and m (z) are 

n o t  proportional. 

I f  we place g3 (81, 8~) • vl (81, 83) + i vz (01, 03) and m* (z) : z m' (z) : TJ~tl z + 

+ 2 m~ ~ .4- . - . ,  the Jacobian 

0 (vl, v3) 
o (01, 63) 

is equal to the area of the paral lelogram determined by ezr21m* (rle 2~~ and 

2zrLzm*(r3e2~ls,).  I f  the Jacobian is =4=0 at  (~, ~), the funct ion g3(Ox, #3) will 

take different values in different points of a neighbourhood. I t  is therefore 

sufficient to prove that ,  when rl and r3 are sufficiently small and rl > r3, there 

exist such points Zl and z~ on the circles I z l =  rx and I z l =  r3, tha t  l*(Zl) and 

l* (z3) have the same direction, whereas m* (21) and m* (23) are not  parallel. 

Suppose tha t  r0 has been chosen so small t ha t  the funct ion w = l* (z) for 

[z[ < r0 has a regular  inverge funct ion z - ~ - z ( w )  = l-(-'w -4-. . . ,  and put  m * ( z ( w ) ) =  

: m l l ' i - X w - 4 - c x w ~  + c3wS + . . . .  h(w).  Since l(z) and re(z) are not  proportional,  

the funct ions l*(z) and m*(z)  are not  proport ional  either,  i .e .  the coefficients 

cx, c3 , . . ,  do not  all vanish; let c, be the first which is ~= o. The images of the 

circles [z] = , ' x  and ]z I = r 3  in the w-plane are two curves C1 and C3 each of 

w h i c h  intersects an arbi t rary half-line with origin o in one point. Since rl > r~ 

the curve C1 surrounds Cz. Our object is to choose the half-line in such a manner  

tha t  for  the corresponding points wx and wg. on CI and C~ the vectors h ( w l ) a n d  

h (w3) are not parallel, i .e. ,  on placing k (w) ~- h (w) /m ! l; -~ w = I + d~ w ~ .4- " " ,  in 

such a manner  tha t  the vectors k (wx) and k (wz) are not  parallel. 

Suppose t h a t  r 0 has been chosen so small tha t  I k ( u , ) - - I  I < (some)a < ,  

in the domain of the w-plane which corresponds to I zl < r 0, and tha t  in addi- 

tion y = k (w)  for this domain has an inverse funct ion w ~ w ( ( y -  I)~/*), which 

is regular  on the Riemann surface of ( y -  I) 1/*. Then the  images of C1 and  C~ 

in the y-plane are two curves D 1 and Dg. on this surface, such tha t  D1 surrounds 

D3, and these curves b e l o n g  to l Y - - I [ ~  a. Le t  Yx be a point  on D1 with 

maximal a rgument ;  then  there is no point  y~ on D z with the same argument .  

Hence ,  if the half-line is chosen such tha t  k(wx)-=-Yx, the vectors k ( w l ) a n d  

k(w3) will not  be parallel. This completes the proof of our e lementary pro- 

position. 

40. By means of this  proposition the theorem may now be proved as 

follows. 
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If we denote by M a sufficiently small neighbourhood of the point x * =  

= A  (Oi 0.~) = A  (0~', 0"' , ~j, the functions ~1 = U l ( 0 1 ,  02) and ~ =  u2(01, 02) will de- 

termine a mapping of certain neighbourhoods A' and A" of (0], 0~) and (0~', ~') 

on M, and the inverse transformations will be determined by functions 

01 = 71 (~1, ~2) 01 = 71 (~1, ~2) 
(74) and 

0,  = r~ (~,  ~,) 02 = r~' (~,  ~) 

with continuous partial derivatives and with Jacobians 

O (rl, 7~) and  0 (r~', r~')_ 

which are numerically ~ (some) kl > o, Introducing the functions (74) in 92 (01, 02) 

we obtain two functions 

! ( \ t t t  , 

r t ( X )  = g 2 ( r l  g l ,  g2', 72(~1, ~2 )) a n d  r t t (x )  ~-  g2(~'l (~1, g$), r2"(,bl, "~ ~2 )) 

for which F'(x*) + F"(x*). We may, therefore, suppose that M has been chosen 

so small that  in M 

(75) I r '  (x) - r "  (x) l ->_ (some) k 2 > o. 

From the definition of v,, we obtain by Fubini's theorem for an arbitrary 

Borel set E 

,,,~(E)=fm(dQ2) f [g.(01 . . . .  ,O,,)r'm(dQ2,.), 
Q~ it (0,, 02) 

where Q(01, 02) denotes the set of points in Q2,, for which f2, n(03, . . . ,  0,) be- 

longs to E - -  f2(01, 02). Hence 

]gn (01 ,  . . . , On)]2m(d Q2, n) "[- 

+ fm(dQ2) f Ig"(01 . . . . .  O,,)[2m(dQ2,.). 
A" ~ (0~, 0~) 

In these integrals we apply the substitutions (74) and thus obtain 

(76) �9 ,,(E) => f klm (aR~) f (Ir' Ix~ + g2,.~,03,.., 0.~ I-" + 
M (d (x) 

. ~ " (d Q2,.), + ] r "  (x) + g2, (03 . . . .  ,0 , ,  [') m 

where f](x) denotes the set of points in Q2,,, in which f2 , , (03 , . . . ,  8,) belongs 

to E - -  x, Z~ow, Is  + c 12 + I b + c 1: >---- �89 --  b 12 for arbitrary complex numbers. 
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Hence by (75) the integrand in the inner integral in (76) is => �89 k22 for all x in M. 

Consequently 

vn(E) > f k x m(d Rx) f �89 k ,n(d Q,,.) --- �89 g f (E-- 
M o (x) M 

whence for n-~ vo 
�9 (E) >= �89 x)m(dR~), 

M 

SO that for an arbitrary xo 

g (xo) > �89 k, k] f R~ (xo -- x) m (d R~), 

where B2(x) denotes the density of 02. Since, by the first part of the theorem, 

Ra(x) > o for all x, this shows that  G(x)> o for all x. 

41. Next we shall prove the following theorem. 

Theorem 8. I f  ~q 1-~ O(n), then the densities F(x)=F(~a, ~2) and G(x)=G(~x,~) 
are regular analytic in every point of the real plane R~. I f  r~'-~ o(n), then F(x) 
and G(x) are entire functions of the two variables ~a, ~2. 

Consider the products 
oo oo o0 

HKo(y, rk), H and H Ko(y,,'k) 
k ~ l  k ~ l  " k ~ l  

k # l  k~.l ,  m 

occurring in the expressions (6x) and (62) for A(y;~t)  and A(y;  v). Let 

b--~l imsupr~l /n .  Then if a > b  there exists a p o  such that  r , <  the number 
R ~ 0 0  

q~ introduced in w 3o, and r , ~ ' < a n ,  for n > p o .  We have then ]Ko(y,r.)[ 

< B r ~ i l y l  - t < B a i n t l y ]  -j  for every n > p o .  The pth factor in each of the 

products corresponds to a value k such tha t  p ~ k < p  + 2. Consequently, 

I Ko(Y, rk)[ < Ba t (p + 2) tlY [-t : (p + 2)t t - t ,  where t--~ B -2a  -1 l Y I, if p > Pc. 

Since J Ko (y, rk) J ~  X for all k it follows that  for t > p c +  3 each product is numer- 

ically 
co t - - 2  

H rain {,, (p + 2) t t-)} = I t  (P + 2) t t-J =- I t  qi t -J /[[  qt t - t ,  
P=po+l  p=po+l  q~_t q--<Po+9 

which by Stirling's formula is O(t~+~P~ Thus each product is < Ce -elyl for 

every c < �89 -1, the constant C (depending on c) being the same for all 

products. Hence 
JA(y; ~)1 < Ce-r 

and 
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) 71 ~ A 2 2 

l ,  m ~ l  
14=m 

<~ (A' S, + A" S~ lY ['0)Ce-Cl'l 

Consequently, A(y; t~) and A(y; v) are O(e -clul) for every c < �89  -1, which 

proves the first part  of the theorem (cf. w 6). If  b = o we may take a ar- 

bitrarily small; hence A(y; tt) and A(y;v) are O(e -clul) for arbitrarily large c 

which proves the second part of the theorem. 

42. In the applications the numbers rl, r2 , . . ,  will depend on a parameter a 

(whereas s ~2 . . . .  remain constants). 

Theorem 9. I f  rl, rz, �9 . . are continuous functions of a parameter a in a closed 

interval al <= a <= a2, and rn--~o uniformly in a, then the distribution functions I~, 

and ~, will for every n depend continuously on a, the numbers np, p >= o, may be 

chosen independent of a, and the densities F ,  (x) and G, (x) and their partial deriva- 

tives will be continuous fu~ctions of x and a together. 

If ,  moreover, the series So, 81, $2 have convergent majorants, then the distribution 

functions ~ and v will depend conti~uously on a, and the densities F (x) and g (x) 

and their partial derivatives will be continuous functions of x and a together. 

~'urther, the densities F,,(x) and G,, (x) and their partial derivatives will converge 

uniformly in x and a together towards F(x)  and G(x) and their partial derivatives. 

Finally, the majora~zts of Theorem 6 may for every ~ > o be chosen independent of a. 

From the expressions (44)it will be seen that A(y;/~,) and A(y ;u , ) fo r  every 

n depend continuously on y and a together. On examination of w 3I we see 

that  Co, h, and np successively may be chosen independent of a. Also, since each 

r~ t is a bounded function of a, there will for every n >_--np exist bounded ma- 

.jorants of A(y;/~,) and A(y; v,,) which are O(]y[ -([+p)) and are independent of a. 

This establishes the first part of the theorem. 

The estimates (57) and (6o) show that the uniform convergence of A(y;/~,) 

and A(y; v,,) towards A(y;/~) and A(y; v) in any circle [y] _--< a is also uniform in a. 

Hence, k(y ;  #) and k(y;  v) depend continuously on y and a together. For every 

p ~ o  the estimates (55), (56), (58), and (59) show that A(y;p , )  and A(y;u,)  for 

n ~ np possess bounded majorants which are O(lyl  -(]+p)) and are independent 

of a. This establishes the second part of the theorem except the last statement, 

which follows on examination of the proof of Theorem 6, where again all constants 

may be chosen independent of a. 
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Theorem 10. Let rx, r 2 , . . ,  be continuous functions of a parameter a in a 

closed interval al <=a<=a2, such that r , ~ o  uniformly in a. Let the series So, $1, $2 

be convergent for al < a ~ a2, but let So be divergent for a ~-- al. Then the density 

F(x)  of the distribution function ~ and each of its partial derivatives will converge 

uniformly in x towards zero when a--~ al. 

By the expression of F(x)  and its part ial  derivatives i t  is sufficient to 

prove tha t  
f ly i  p ]A (y;/z)] m(d Ry)--)o 
.Ry 

as a ~ al for every p ~ o. 

Since I A ( y ; / ~ ) l ~ l A ( y ;  ~ ) [  for  every n there exists according to the proof 

of Theorem 9 a bounded majoran t  of A(y; p) which is 0 ( l y  I -(]+p)) and is inde- 

pendent  of a. We therefore only need to prove tha t  A(y;  p)-* o uniformly 

in every domain o < c ~ l y l ~  C when a ~ a l .  Le t  q be chosen so large t ha t  

rk C ~ B~ for k ~ q and all a, where B ,  is the constant  occurring in the est imate 

(5x). Then, if c ~ l y l ~  C, we have 

oo  oo  oo  

]A(y; II ] go(y, rk)[ < H B1 r~-]yl 2) ~ H ( i -  B1 ,.~ c*). 
k~l  k~q k~q 

Since the series So diverges for a ~ al, the last  product  converges towards zero 

when a-+  al, and this establishes the theorem. 

Distribution Functions Connected with the Zeta Function and its Logarithm. 

43. In  w 27 we have reduced the s tudy of the funct ions ~(s) and log ~(s) 

to a s tudy of the funct ions ~(s)  and log ~(s). Together  with ~(s)  we shall 

consider the whole class of funct ions 
n 

el . . . . .  = 1 ] ( i - p ; '  -1. 
k = l  

These funct ions are all regular  and ~= o for a > o. 

Let  us now consider the funct ions 

log ~ (s; 01, . . . ,  0~) -~ ~ --  log (I - -  p~-8 e 2 .~ ,: ok), 
k = l  

where in each term on the r igh t  --  log (x --  z) ~ z + �89 z 2 + . . . ,  and their  derivatives 

with respect to s 
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n (log pk) p[* e ~" "~ i ok 
01 . . . .  , 0 n ) =  - -  _ p-$ e2ni ok I 

k=l k 
l 

F o r  s = a > o these  a re  the  f u n c t i o n s  fn (81, �9 �9 On) a n d  gn (01 . . . .  , O,) of  T h e o r e m  5, 

i f  we t a k e  1 (z) ----- - -  log (I - -  z), m (z) -~ z l' (z) = z/(I --  z), w h e r e  [ z [ < I, rn ~= p;~  

and  ~n ~ - - - l o g p n .  T h e n  rn-~ o w h e n  n--* co fo r  a n y  a > o, a n d  t h e  t h r e e  ser ies  

So, $1, S 2 a re  c o n v e r g e n t  f o r  a > �89 so t h a t  T h e o r e m s  5 a n d  6 a re  app l i cab l e .  

T h e  e s t i m a t e  (54) in th i s  case  ho lds  fo r  any  01 < 1.1 T h e  p r o o f  of  T h e o r e m  5 

t h e r e f o r e  shows  t h a t  t h e  t h e o r e m  is va l id  w i t h  no = I I and  np = I I + 2p .  

T h e o r e m  7 is a p p l i c a b l e  f o r  �89 < a ~ I, a n d  T h e o r e m  8 f o r  } < a < I,  in w h i c h  

case  r~ -1 --~ o (n). F ina l ly ,  r n - *  o as n -~ co u n i f o r m l y  f o r  a > (any) a > o, a n d  the  

t h r e e  ser ies  So, $1, $2 h a v e  c o n v e r g e n t  m a j o r a n t s  fo r  a > (any) a > �89 so t h a t  t he  

f i rs t  p a r t  of  T h e o r e m  9 is a p p l i c a b l e  f o r  a n y  i n t e r v a l  (o < ) a l  ~ a ~ a 2 ( <  + co), 

whi le  t he  second  p a r t  of  t he  t h e o r e m  is app l i cab l e  f o r  any  i n t e r v a l  (�89 < ) a l  

a_-- < a 2 ( <  + co). F ina l l y ,  t h e  ser ies  S O is d i v e r g e n t  f o r  a =  �89 so t h a t  T h e o r e m  I o  

is a p p l i c a b l e  f o r  a l  = �89 

T h u s  we o b t a i n  t he  f o l l o w i n g  t h e o r e m .  

T h e o r e m  11. For an arbitrary a > o the distribution functions ~,, ~ and Vn,, of 

log ~n(a; 01 . . . .  , 0 , )  and of log  ~n(a; 01 , . . . ,  On) with respect to ] ~'n/~n(a; d~l , . . . ,  8n)[ ~ 

are for n ~ I I absolutely continuous with continuous densities Fn, o(X) and G,,o(x) 

which for n ~ I I + 2 p possess continuous partial derivatives of  order < p. 

I f  a > �89 the distribution functions t~n." and vn, ~ converge for  n ~ co towards 

disb'ibution functions ~ and v~ which are absolutely continuous with continuous 

de~sities Fo (x) and Go (x) possessing continuous partial derivatives of arbitrarily 

high order. The functions ~n. ~ (x) and Gn, ~ (x) and their partial derivatives converge 

uniformly towards F~(x) and G.(x)  and their partial derivatives for n -*  co. I f  

�89 < a ~ I, then F~(x) > o and G~(x) > o for all x. I f  �89 < a < I, then F , ( x )  and 

G~(x) are entire functions of the two variables ~1, ~2. 

The distribution functions all depend continuously on a, qnd their densities and 

the pm'tial derivatives of the densities are continuous functions of x and a together. 

Further, ~f �89 < a < fl< + co, the convergence of F~, ~ (x) and G,, ~ (x) and their partial 

derivatives towards Fo (x) and Go (x) and their partial derivatives is uniform in x 

and a together for all x and a<= a ~ .  I f  ~ > o  is arbitrary and �89 < a < ~ <  + c o ,  

the functions F ,  (x), G~ (x) and Fn. o (x), Gn, ~ (x), n ~ I I, have for a ~ a ~ ~ a ~ajorant 

I S e e  J e s s e n  a n d  W i n t n e r  [I] ,  p .  7 ~ . 
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of the form Ko e-~ I~P, and for  every p the part ial  derivatives of  F~(x), Go(x) and 

Fn, o(x), G..o(X), n > I I  + 2 p ,  of  order < p ,  have a majorant o f  the fo rm KT, e -~1"~1~. 

The density To(x) and each of  its partial  derivatives converge umformly  towards 

z s r o  a8 a--> ~. 

We remark that  since log ~=(a; 01 . . . .  ,0n) and ~'./~.(a; 01 . . . . .  On) take con- 

jugate values in the points (01 . . . .  , O.) and (--01 . . . .  , --O~), all the distribution 

functions and hence also their densities are symmetric with respect to the line _~---- o. 

44. Let R~ be mapped on itself by the transformation e~; every point 

x - - ~ l + i ~ 2 # o  is then the image of the enumerable set of points l o g x =  

log ] x] + i arg x. In the neighbourhood of each of these points the Jacobian 

of the transformation is equal to ]x]~. I f  E is an arbitrary set in R~ we denote 

by log E the set of all points x such that e x belongs to E. We shall now prove 

the following theorem. 

Theorem 12. For an arbitrary a > o the distribution functions [tn,~ and ~'n.~ 

of  ~n(a; 0 1 , . . . ,  0n) and of  ~n(a; 01 . . . .  , 0n) with respect to [~,',(a; 01 . . . .  , On)[ 3 are 

dete~vnined by 

(77) ~t,,,~(E) -~/.t.,o(log E )  and v . ,o(E) = f e 2~, Vn, o(dR~). 
log E 

For n > II they are absolutely continuous with continuous densities T ., o (X) and 

Gn, a(x) which are zero for x ~ -o  and for  x # o are determined by 

(78) and ( ; n . , , ( x ) = ~  G,,. ~ (log x), 
log z log 

where the summations are with respect to all values o f  log x. For n > I I + 2 p the 

densities possess continuous partial derivatives of  order < p. 

I f  a > �89 the distribution functions S-t., ~ and ~.. ~ converge for  n -+ oo towards 

distribution functions {to and ~ which are determined by 

(79) ~ (E) ----- #~ (log E)  and f'o (E) = f e 2 ~, v~ (d R~) 
log  E 

and are absolutely continuous with continuous de~sities ~'o(x) a~d Go(x) which are 

zero for  x = o and for  x # o are determined by 

(8o) ~'~(x) = Ixl -' Y, F~(logx) and Go(~)= .~  Go(logx). 
log z log x 

The densities possess continuous partial  derivatives of  arbitrarily high order which 

all vanish for x =-o. The functions Fn, o(xl and G., o(x) and their partial  derivatives 
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converge uniJbrmly towards ~ ( x )  and G~(x) and their partial derivatives when n --> co. 

I f  ~ < a <= I, then f f  ~(x) > o and Go(x) > o for all x 4  =o. I f � 8 9  a <  I, then 

~'o(e ~) and (;o(e ~) are entire functions of the two variables El, ~2" 
The distribution functions all depend continuously on a, and their densities and 

the partial derivatiz'es of the dens4ties are continuous funetions of x and a together. 

Further, i f  �89 < a < fl < + co, then the convergence of .#,,, ~ (x) and (;~, ~ (x) and their 

partial derivatives towards ~'o(x) and (~o(x) and their partial derivatives is uni- 

form in x and a together for all x and a ~ a--<_fl. I f  g > o is arbitrary, and 

�89 < a < fl < + c~ then the fi,  nctions 17o (x), Go (x) and ~;, ~ (x), 6~,~ (x), n > I I, 

have for a<=a<=fl for x4=o a majorant of the form K0e -~'(a~ and for every p 

the partial derivatives of 27~(x), 6~o(x) and -~'n,o(x), G,~,o(x), n ~  II + 2p, of  order 

<=p, have for x ~= o a majorant of the form Koe -~(l~ 

The density ~'.(x) multiplied by Ix I ~ and each of its partial derivatives of order 

p multiplied by ]xl ~+v tepid uniformly to zero when a--. �89 

We observe that the distribution functions and hence also their densities are 

symmetr ic  wi th  respect  to the  l ine ~ ~ o. 

Most  of  the  s ta tements  are immedia te  consequences  of  T h e o r e m  I i .  By 

definition we have. 

-~,,,.(E) = m(~CE)) and ~.,o(E) ----- f Iff;,(a; 0~ . . . .  , 0 . ) l 'm(d  Q.), 
-q t~') 

where Q (E) denotes the set o~ points in Qn for which ~. (a; 0a, . . . ,  0.) belongs to E. 

Since Q(E) is also the set of points in Q,, for which log ~.(a; 01 , . . . ,  0 .)belongs 

to log E, the expressions (77)follow immediately. The remainder of the first 

part of the theorem follows from (77), sinee for every n the functions F.,o(x) 

and G~,~(x) are zero outside the bounded set of values of log ~,,(a; 01 . . . .  ,0~). 

The sums (78) therefore contain only a finite number of terms different from zero. 

The expressions (77) may for n --> II be written 

fi,,,o(E) = f F,,,o(x)m(dl~,) and ~,,.o(E)----fe ?-~, Gn, o(x)m(dR~). 
log E log E 

Since the integrands for n-+oo converge towards Fo(x) and e 2~, Go(x), and since 

the convergence for every ). > o is majorized by integrable functions Koe -~1~1' 

and Koe ~,  e -~l~l~, it is plain tha~ ~ . ,  and v,,., converge towards the distribution 

functions (79), which may be written 

, nd j 'e (;o.(x)m(dR,). 
log E log E 
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Since log E is a null-set when E is a null-set, it is obvious that rio and ;~ are 

absolutely continuous, and also that  their densities are given by (80). 

(8~) 

and 

(82) 

we have 

and 

On placing 

O,~,o(x) = ~ _t#,,, o(x + 2 gih),  

F,,,,,. (x) = ~ G,,.o (x + 2 ~ i h), 
h ~  - -  o o  

P., .(x) = I~ I -' o~,o(log ~), 

O,,,,(x) = r,~,o (log x) 

r  = Y, Fo(x + :~ih) 
h=- -oo  

F.(x) = ~ G.(x + 2 z i h )  

Fo(x) = Ix I -~ r  (log x )  

&(x)  = ro(log ~). 

By Theorem II the series (8I) and (82) are in any interval (�89 < ) a  =< a =< f l (< + oo) 

and for any X > o majorized by a series 

Z Ke--al:~+ 2"~hl'.~ Ke-U~ ~/ , e -a(:~'-+2~h)~ _<--_ K ' e - ~ ,  
h ~ - - o o  h = - - o o  

and for every p > o the series obtained by partial derivation of order =<p have 

similar majorants. As is easily seen, this implies all the remaining statements 

of the theorem except the last statements of the second part and the last part. 

The first of these statements, viz. that  ~'~(x)> o and Go(x):> o for all x ~ : o  if 

�89 < a ~ I follows immediately from Theorem 7. We proceed to prove that 

/~,(e x) and C~(e ~) are entire functions of ~1 and ~2 when � 8 9  i. e. that  r 
and P~(x) are entire functions of _El and ~2. 

I t  is plain from the expressions (44) that  A(y; ft,~,~) and A(y; ~n,o) possess 

continuous partial derivatives of the first order with respect to V~. According 

to (45) and (47) they are for n ~ 4 sums of terms each of which contains at least 

n - - 3  factors Ko(y , rk), while the other factors are bounded. Hence, if n => 8 

o~ i ( y ;  #,,o)= O(Ivl-~) and A(y; ,',,,o)= O(lyI-~). 

This implies ~ for (]),,o(x) and Fn.,(x) the representations 

and 

cn ~(x) = (2 <-~ f ~ e-;x(~,,--J, A(,1 + ,j; ,,~,,,),l,ll 

I See Jessen and Wintner[I], p. 73. 
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--oO j ~ - - o O  

as combined  Four ie r  series and  Four ie r  in tegrals .  Since A ( y ; / ~ , . )  and  A(y;  Vn, o) 

for  n ~  I I  have  bounded  m a j o r a n t s  which  are O ( ! y [ - ] )  we obta in  for  n - ~ o o  

s imi lar  express ions  for  (I)o(x) and  F.(x)  wi th  # .  and  vo ins tead  of /~.,. and r~,.. 

These  expressions show I t h a t  (I)olx) and  F.(x) are ent i re  func t ions  of the  two 

var iables  ~x, ~2 if �89 < a < I. 

The  las t  pa r t  of the  t heo rem is equivalent  to the  s t a t e m e n t  t h a t  r  and  

e~eh of its pa r t i a l  der ivat ives  tend  un i fo rmly  to zero when a - ~  �89 which by the  

a r g u m e n t  used in the  proof  of Theo rem Io follows f r o m  the  above men t ioned  

express ion for  (I)~ (x). ~ 

~ain Results, 

45. W e  are now in a posi t ion to prove  our  ma in  theorems.  

Le t  us first consider  the  func t ions  log ~,,(s) for  o > o. According  to w167 7 

and  27 there  exis t  for  every a a s y m p t o t i c  d is t r ibut ion  func t ions  of log ~n(a + it) 

and  of log ~ ( a  + it) with respec t  to {~'~/~,~(a+ it){ ~. For 5 ( a +  it) we have  the  

express ion  
n 

~n(O" 27 i ~ ) =  H ( I  - - p k a  e--(l~ -1 = ;n(Cr X l t , . . . ,  Znt), 
k=l 

i See J e s s e n  and  W i n t n e r  [I], p. 73. 
W e  not ice  t h a t  t h e  l a s t  s t a t e m e n t  of T h e o r e m  12 is no t  t rue  if t he  fac tors  {x{ ~ and  Ixl2+P 

are omi t t ed .  I t  is  no t  even t r ue  t h a t  lu~(E)~ o for a n y  b o u n d e d  Set E as 0 - + � 8 9  T h i s  m a y  

be p roved  as fol lows.  

For  every  n a n d  every  a > o w e  h a v e  

log ~n (0; 01 . . . . .  On) + log ~n (a; 01 + �89 . . . . .  0 n + ~) = log ~ (2 0;  2 01 . . . . .  2 On). 

T h e  r i g h t - h a n d  side h a s  t h e  d i s t r i b u t i o n  func t i on  #n ,2a -  F rom T h e o r e m  II'  fol lows therefore  for 

a n y  e > o t h e  ex i s t ence  of a c o n s t a n t  K s u c h  t h a t  for all a > ~ and  all  n t he  m e a s u r e  of t h e  se t  

in Qn in  w h i c h  

{ l o g ~ n ( ~ ; 0 1 , . . .  , 0 , 1 ) + l o g ~ n ( ~ ; 0 1 +  �89 . . . . .  0 n + � 8 9  I ~ K  

is >_-- I - - e .  For  a n y  po i n t  of t h i s  se t  we h a v e  e i ther  

log I ~n (0; 0, . . . . .  On) I < �89 K or log [ ~n (0; 0, + { . . . . .  On + �89 l < �89 K. 

Since the two sets in Qn determined by these inequalities are congruent, it is plain that their 
measures must be ~�89 --e). Hence, if we denote by Ethecircle[x{ ~e�89 wehave~n,~(E) 
:>�89 for all a > }  and all n and, consequently, F,~(E)~ �89 for all a >  �89 so that 
lira inf fig(E) >_-.�89 -- e). 

T h i s  r e m a r k  p rov ides  an  a n s w e r  to a d e s i d e r a t u m  m e n t i o n e d  in J e s s e n  and  W i n t n e r  [I], p. 74. 
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where, by way of abbreviation, we have put - - ( logp~ . ) /2z=~k .  These numbers 

~t . . . . .  ~,~ are linearly independent. Similarly, 

~',(a + i t ) -  ~,(a; k i t , . . . ,  ~,, t), 

lOg ~n (0" + i t )  : log ~'n (0"; ~1 t, . . . ,  ~,n t), 
and 

~ /C , (a  + ~ ' t ) :  C,,/C, (~ ~ t  . . . . .  X,t). 

For the Fourier transforms of the distribution functions ~u.,~ and ~,,,o we 

have by (44) the expressions 

h .) : f e"~ (o;o ... . . .  ~  Q.) and 
qn 

A (y; ~'n, o) = f e ''~ (,;e ...... a,), [ ~'-/r 8,, . . . ,  On)l' m (d Q,). 
Qn 

Now, if H ( O l , . . . ,  8,,) is any continuous function in Q, and if ~1 . . . .  , ~', 
are linearly independent, we have 

M{H(]~ l t , . . . , ]~n t ) }=  lim ~ ( H ( ~ . l t , . . .  ~,t) d t =  
t (~-;')~ - - T J  ' 

7 

: f H ( O l ' ' ' "  On) m(dQn), x 
$.t 

~tn 
Hence 

A(y; #,,,~) : M{ei]~ (~ and 
t 

A (y; ~., ~) - m {e '~~ ~ (o+~t),~ [ ~;/~. (a + it)["}. 
t 

Together with w 7 this shows that  the distribution functions /~.,o and ~.. 

of Theorem I I are also the asymptotic distribution functions of log ~.(a + it) 
and of log ~.(a + it) with respect to l ~ / ~ . ( a  + it)l  ~. 

By w 8 this gives for an arbitrary x for the Jensen function qDlog;.-~(a) of 

log ~,~(s)--x the expressions 

(s3) f log I . - - = l t , . . . ( d R . ) - = f l o g  
/r /~a 

where the last expression is valid for n _>-- I I .  

I T h i s  c lass ica l  resu l t ,  due  in p r inc ip l e  to  Bohl,  wh ich  is an  easy  consequence  of Weier- 

s t r a s s '  a p p r o x i m a t i o n  theo rem,  was  used  by  Wey l  as  bas i s  for h i s  t h e o r e m  on e q u i d i s t r i b u t i o n  
mud.  I of t he  p o i n t s  ()~1 t, . . . ,  ;l~vt ). W e y l ' s  t h e o r e m  was  a m a i n  tool in Bohr ' s  s t u d y  of  t h e  

d i s t r i b u t i o n  of t he  va lues  of t he  ze ta  func t ion .  In  t he  p r e s e n t  expos i t i on  we use  on ly  t he  above 

s t a t e m e n t .  As  to t h i s  w a y  of avo id ing  t he  exp l ic i t  u se  of W e y l ' s  t h e o r e m ,  cf. J e s s e n  and  Win t -  

ne r [ I ] ,  p. 79. 
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From Theorem II and w 9 i t  follows tha t  ~log~.-~(o) for any n > 11 and 

any x is twice differentiable with the second derivative 

(s4) ~','og ~._= (~) = 2 ,~ ~,,, o (x). 

4:6. By means of these results we shall now deduce the following theorem 

connect ing the funct ion log ~(s) with the distr ibution funct ions described in 

Theorem Ix. 

Theorem 13. For  every a >  �89 the function log ~(o + it) possesses the asymp- 

totic distribution fit~etion #o, i. e, the distribution function 

'E  m (A,,; r, ~ (E)) 
go;r,e[ ) - -  0 - - 7  ' 

where Ao;r,~(E) for an arbitrary Borel set E denotes the set of points in 7 <  t <  d 

for which log ~(a + it) belows to E, converges for d ~ oo and any fixed 7 > o  

towards I~.. 

The Jensen fi~wtion 
8 

I 
9~log : - .  (a) = lim = - - -  : log I l og  r  + i t) - -  x I d t 

7 

exists for every x uniformly in [�89 + oo] and is a hviee d(gere~tiable eonrex fmwtion 

with the second derivative 

" :& G~ (x). (85) q~tog;-~ j 2 z  

I t  is expressible as 

(86) W,o~_~(o):  f l o g l u - - x l m ( d R . ) =  f Xog lu- -x l~; , (u )n , (dn , , ) .  
tr a R u 

�9 "o,. , >  (so,,e) o o ( x ) w e  l,a~e W,o~. : - . . (o)=loglx l ,  q' x # o ,  a,,d r162 
-- - - ( l o g 2 ) a ,  i f  x = o .  We have iptoga_x(O-)-+ oo as a-~.�89 

For every a > �89 the two mean motio~,s 

V + (a; 7, ~) e ; g : _ . ( e r ) = l i m  V- (a; y, d) a,,d c+,c_~(a)= lim 

where V -  (~; 7, d) and V + (a; 7, ~) denote the left and r o h t  variations of the argu- 

ment q f l o g ~ ( s ) - - x  along the segment s = a + i t, ), <= t <= d , exist and are de- 

termined by 

cVo~>x(o) = c+ ~_~(a )=  f lo . : -~  (o) l o g  - " 

l l  
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Further, for every strip (al, 0"2), where �89 < al < ~T2 < + O0, the relati~'e fre- 

quency 

H~og:-~(0.~, ~) = lira N(0.,, 0.2; ~, ~), 

where N(al,  a~; 7,~) denotes the number of zeros of log ~(s ) - -x  in the part of the 

rectangle a~ < a < a ~ ,  7 <  t < J  which belongs to A, exists and is determined by 

/~l~ (0"1' 0"2) = ~2f/; (~;~ (O'2) - -  ~;~ ~--x (O'1)) = f Go (x)d(l. 

47. According to w 27 we may apply Theorems 3 and 4. 

The first part of the theorem follows from w 45 by means of Theorems 4 

and II.  

From Theorem 3 it follows that  ~log;-~(a) exists uniformly in [�89 + c~] and 

is a convex function, and that  ~log;n_~ (a) converges uniformly towards ~log;-~(a) in 

[�89 + co]. From (84) and Theorem 1I it follows that  r is twice dif- 

ferentiable with the second derivative 2 ~ G~(x). From (83) follows (86), since by 

Theorem II the function log lu - -x[F~, , (u )converges ,  for a fixed a and n-*oo, 

towards log l u -- x [T~(u), and the convergence is majorized by a function of the 

form Ko[ log l u - - x  ][ e -~'1"1~, which is integrable over R~. The statements concerning 

~log;-~(a) for large a are obvious consequences of the behaviour of log ~ ( s ) - -x  

for large a )  That ~log;-~(a)-* co for a-~ �89 follows from (86) together with 

Theorem II,  since the integral of F~(u) over R~ is I. 

The remainder of the theorem is now implied by Theorem 3. 

48. From the remark at the end of w 18 it follows that  Theorem I3 re- 

mains valid if the limits are taken for 7 - ~ -  c~ and a fixed d < o. This follows 

also from the remark at  the end of w 43, since log ~(s) takes conjugate values 

for conjugate values of s. 

49. We shall now prove the following analogous theorem, connecting the 

function ~(s) itself with the distribution functions introduced in Theorem i2. 

Theorem 14. For every a > �89 the function ~ (a + i t) possesses the asymptotic 

distribution function ~o, i.e. the distribution function 

i Cf. Jessen and Tornehave[l] ,  Theorem 9. 
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- m ( A o ;  ~, ~(E3) 

where Ao; r ,~ t (E)for  an arbitrary Borel set E denotes the set & p o i n t s  in 7 < t < 

for  which ~(a + i t)  belongs to E,  converges for ~--> co and any fixed ) , > o  to- 

wards [zo. 

The Jensen function 
d 

I 
90:-~ (a) = l im _~- - -  f log I ~ (a + i t) - -  x [ d t 

%, 

exists for every a uniformly in [�89 + co] and is a twice differentiable function with 

the second derivative 

(87) r  (a) ---- 2 rt G++ (x). 

I t  is expressible as 

( 8 8 )  = fiogl,,--xl o(dR.)= f t o g l , , - - x l P o ( . ) m ( d R . ) .  
Ru R u 

For a > (some) ao (x) we have 9; -+  (a) = log I I - - X  I, i f  x 4 = x, and 9 ; -~  Ca)= - -  (log 2) a, 

i f  X = l .  For x = o  we have 9 ; _ ~ ( a ) = o  f o r  all a > � 8 9  For x 4  =o we have 

~ _ ~  (a) -* co when a -+ �89 

_For every a > �89 the two mean motions 

c~. x(a) = l im a r g -  (~(a + i(~) - -  x) - -  a r g -  (~(a q- iT) - -  x) 
- ~ d - - ~ '  

and 

e+_z (a) = l i m  a r ~ +  (~(a + id)  - -  x) - -  ar~  + (~(a + i T) - -  x)  

exist and are determined by 

(a) = (a) = 

Further, for  every strip (ax, as), where �89 < a  1 <as  < + co, the relative fre- 

quency 

H ; - ~  (al ,  a2) = l im N(al ,  as; 7, ~), 

where N(a l ,  as; 7,(1) denotes the number of zeros of ~ ( s ) -  x in t he  rectangle 

ai < o < a~, 7 < t <  ~, exists and is determined by 
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a2 f l  

/ f r  (0" 1 , O~2) ----- I _  ( ~ - - z  (0~2) - -  ~0~--x (0"1)) : / 5o (*) da. 
2~ J 

ol 

50. To prove this theorem let us first consider the functions ~n(s). By 

considerations exactly like those of w 45 we see that  for every a > o  the dis- 

tribution functions /~n,. and ~.,~ of Theorem 12 are also the asymptotic dis- 

tribution functions of 5,(a + it) and of ~,,(a + i t)  with respect to ]g,(a + i t)[*. 
Consequently, the Jensen function q~:~_x(a) of ~n(s)--x is for an arbitrary x 

determined by 

(89) f loglu--x]i,.,o(dR.)= f 
R,, /r 

where the last expression is valid for n ~ I I. 

From Theorem I2 and w 9 it follows that  ~r for any n _--> II and any 

x is twice differentiable wi th  the second derivative 

(90) 2 (x), 

51, According to w 27 we may apply Theorems I and 2. 

The first part of Theorem I4 then follows from w 50 by means of Theo- 

rems 2 and 12. 

From Theorem I it  follows that r exists uniformly in [�89 + oo] and 

is a convex function, and that  q~;n-~(a) converges uniformly towards r162 in 

[�89 + c~]. From (90) and Theorem 12 it follows that  r is twice differenti- 

able with the second derivative 2gG. (x ) .  F r o m  (89) follows (88), since by 

Theorem i2 the function log l u ' - - x  I T; , . (u)  for a fixed a and n-~ c~ converges 

towards log [u- -  x [/~(u), and the convergence is majorized by a function of the 

form Ko]log]u--x]]e-~(~~ )', which is integrable over R~. The statements 

obwous consequences of the behaviour of ~(s)--x concerning r for large (rare 

for large a. 1 In particular, r (a)-~ o for a > a o (o); that  we may take a0 (o )~  �89 

is a consequence of w I9: 

To prove that  9vr (a)-* oo far a ~ �89 when x ~ o we use the relation 

~ : ~  Ca) = 2_J ~ia~ ~- ,og x (a), 
log x 

I Cf. Jessen and Tornehave[I] ,  Theorem' 9. 
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which follows f rom (8o), (85), and (87). On account  of Theorem II  the series 

possesses in every in terval  (�89 < ) a  <= a ~  ~ ( <  + cx~) a convergent  majoran t .  By 

in tegra t ion  we the re fore  obtain for  an a rb i t ra ry  ax 

r t p 
(9  x) 9~!-~ (a) - -  ~ - ~  (a l )  = Z (~0log =-  log ,  (o') - -  ~01og ~-  log ,  (o'1)). 

log z 

For  a > ao (x) we have ~ (s) 4= x and hence log ~ (s) 4= log x for  all values of log x. 

Hence,  if ax > ao(x), all the te rms 9~-z(ax) and 9~og;-~og~(0"x) vanish if x 4= I ,  

whereas, if x -~ I, the  te rm 9~-~(0"x) is = - -  log 2, and of the te rms 9'log;-log,(ax) 

one is = -  log 2 and the others  vanish. Hence  the  relat ion (9 I) takes the form 

( . )  = -  , 

log z 

By ano the r  in tegra t ion  we obtain 

l og ,  

For  �89 < a < al ~ll t h e  differences are > o. Moreover,  by Theorem 13 each of 

the  differences on the r igh t  will -* oo when a ~ �89 This  shows t h a t  T---~ (a) -+ oo 

when a ~ �89 

The  remainder  of the theorem is implied by Th eo rem  I. 

52. F rom the r emark  a t  the end of w II  i t  follows t h a t  Theorem 14 re- 

mains valid if the limits are taken for  7 -" - -  oo and a fixed d < o. This follows 

also f rom the  r emark  a f te r  Theorem I2, since ~(s) takes  conjuga te  values for  

conjuga te  values of s. 

53. As a corollary of Theorems I3 and 14 we have the fol lowing theorem.  

Theorem 15. I f  N ( T )  denotes either the number of zeros of log ~ ( s ) - - x  in 

the part of the domain a > �89 o < t < T which belongs to h,  for an arbitrary x ,  

or the number of geros of ~ (s) - -  x in the domain a > �89 o < t < T,  for an arbitrary 

x 4 = o, then 
;V(T) 
- - - - - + c o  when T-~- oo, 

T 
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