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Introduction 

As a first step toward understanding the geometry of a riemannian homogeneous 

space M = G/K it is natural  to consider the case where K acts irreducibly on the tangent  

space. This apprdach  h a s  been very Useful in the 'study of riemannian symmetric spaces; 

these spaces are now well understood, and,their understanding is based on Cartan's  classi- 

fication and structure theory for the irreducible ease. Our Chapter I gives a structure theory 

and classification for nonsymmetric eoset spaces G/K where K acts irreducibly on the 

tangent space. For  K compact, this is done in w167 1-10, then summarized and put  into 

global form in w 11. For K noncompact,  we reduce to the compact case by  means of Cartan 

involutions (w 12). The results are surprising, for there are a large number  of nonsymmetrie 

"isotropy irreducible" coset spaces G/K, and only a few examples had been known before. 

One of the more interesting classes is SO (dim K)/ad(K) for an arbi trary compact simple 

Lie group K. 

Chapter I I  concentrates on the s tudy of complex and almost complex structures on 

isotropy irreducible coset spaces, and w 13 is a definitive t rea tment  of this matter .  More 

general structures are introduced and studied in w 14; the quaterni0nic structures are needed 

in w 16, and I believe tha t  the notion of commuting structure will become important  in 

riemannian geometry. 

Chapter I I I  is the goal of this pape r - - the  riemannian geometry of isotropy irreducible 

coset spaces. The riemannian metric is unique up to a constant scalar factor; it is an Einstein 

metric with sectional curvature of one sign. We determine the holonomy group, the full 

group of isometrics, and (in the almost complex case) the full group of almost hermitian 

isometrics. The chapter ends with an examination of riemannian manifolds in which the 

local isometry group at  a point is irreducible on the tangent space. 

The de Rham decomposition shows tha t  a riemannian manifold has parallel Ricci 

tensor if and only if it is locally a product of Einstein manifolds. Our isotropy irreducible 

riemannian manifolds have parallel l~icci tensor. Thus the classification results of Chapter I 

provide new examples of Einstein manifolds, and those examples are neither symmetr ic  

nor kaehlerian. I have hopes tha t  those examples, especially the SO (dim K)/ad(K) which 

show a clear pat tern,  will contribute toward an understanding of Einstein manifolds. 

I wish to thank Lois B. Wolf for checking some of my  calculations on E 7 and E s. 

Chapter I. The structure and classification of nonsymmetric isotropy irreducible coset 
spaces G / K 

In this chapter we study and classify the coset spaces M=G/K which satisfy the 
conditions 
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(i) G is a connected Lie group and K is a closed subgroup, 

(ii) M ~-G/K is a reductive (!) coset space on which G acts e//ectively (2), and 

(iii) the linear isotropy action (on the tangent space o~ M) o~ the identity component K o 

o~ K is a representation which is irreducible over the real number/ield. 

Conditions (ii) and (iii) together are equivalent to 

[(ii) U (iii)]' Let X :be the linear isotropy representation o~ K on the tangent space o~ M. 

Then X is a/aith/ul representation o~ K and X I Ko is irreducible over the real number/ield. 

The general case can be transformed or reduced to the case where K is compact, by  

means of Cartan involutions. This is done in w 12. For the next  eleven sections, however, 

we avoid technical difficulties by  generally making the working hypothesis 

(iv) K is compact. 

The euclidean spaces and the irreducible riemannian symmetric spaces are the best 

known spaces which satisfy (i)-(iv). So we avoid duplication of standard material with the 

working hypothesis 

(v) (G, K) is not a symmetric pair, i.e. K o is not the identity component o~ the/ixed point 

set o~ an involutive automorphism o~ G. 

In  this chapter we need a certain amount  of notation. An, Bn, Cn, Dn, G2, Fa, E6, E~, 

and E s refer to the Caftan classification types of simple Lie groups and algebras. We use 

boldface to denote the compact simply connected groups. Thus 

An = SU(n + 1), special unitary group, 

B n = Spin(2n § 1), two sheeted covering of the rotation group SO(2n + 1); 

(~n= Sp(n), uni tary symplectic group; 

Dn=Spin(2n), double covering of S0(2n); 

G 2 is the automorphism group of the Cayley algebra; and so on. German letters denote 

Lie algebras; thus 9~,, | and (~ are the Lie algebras O f Lie  groups An, Sp(n) a~ad G. 

I f  K is a Lie subgroup of G, then ~ denotes the corresponding subalgebra of (~. I f  g 6 G, 

then ad(g) denotes both the inner automorphism x->gxg -1 of G, and the corresponding 

automorphism of (~; the latter is a representation which we usually denote ado. 

Let  ~ be a semisimple Lie algebra. Given a Cartan subalgebra ~ and an ordering of 

the ro~ts, we have a system {~1,-.., ~l) of  simple roots. I f  ~ is a lii4ear representation of 

(a) This means that the Li e algebra (~ = ~ + ~)~ where ~)~ is a vector space complement of ~ such 
that ad a ('K)93~ = ~J~. 

'(2) ~In other words ~the idefl%ity element 1 6.G is the 0nly element which ~acts 0n"M a s  the idefltity 
transformation. 
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on a complex vector space, then every weight 2 satisfies the condition that  2{X, ~D/ 

<cq, g~} are integers; here {,  } denotes the inner product dual to the Killing form. If ~ is 

absolutely irreducible and X is the highest weight, we generally denote ~ by ~z because )~ 

specifies ~ up to equivalence. In  turn ~ is specified by the nonnegative integers 2(~, ~i}/ 

<a~, ~}.  Our notation for ~t and ~l  is the following: if the integer 2{)~, cq}/<~i, cq} #0,  

then we write it next to the vertex of the Dynkin diagram of $~c which specifies cq. For 

example 
1 1 1 1 / 0  
0 ~ . . . - - 0 ,  0 - - . . . - - 0 ~ 0 ,  0 - - . . . - - 0 ~ - . 0 ,  O - - . . . - - O  \ 

0 

denote the usual ("vector") rel0resentations of An-1 as SU(n), B n aS S0(2~ + 1), Cn as Sp(n) 

and D~ as S0(2n), respectively. And the adjoint representations are given by  

A 1 

An, n > l  

Bn, n > 2  

Cn; n > l  

D n, n > 3  

2 
0 

1 1 
0 - - 0 - - . . . - - 0  

1 
0 - - 0 - - . . . - - 0 ~ - 0  

2 
�9 �9 �9 0 

o_S_..._o(] 

G2 

Es 

E7 

Es 

1 
0 ~ 0  

1 
@- -@~-~-0 - -0  

O O - - O - - O - - O  
I 

0 1  

1 0 - - 0 - - 0 - - 0 - - 0 - - 0  
I 

�9 

O - - O - - O - - O - - O ~ O - - O  
I 1 

�9 

Note that  we are using the dot convention: if there are two lengths of roots, then the short 

roots are black in the Dynkin diagram. 

1. G is a compact simple Lie group 

We will prove: 

1.1. TrfE o R ~ •. Let M = G/K satis/y conditions (i) through (v) above. Then G is a compact 

simple Lie group. 

The proof is divided into several steps, some of which are stated as fairly general 

lemmas for purposes of reference when we come to the case of noneompact K. 

1.2. LEM~A. Let M = G / K  be a reductive coset apace o/connected real Lie groups such 

that G acts e/]ectively on M and the linear isotropy representation ~ o] K is It-lrreducible. 

Suppose that G is not semisimple. Then either G is a circle group and K = {1}, so (G, K) is a 
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symmetric pair with symmetry g___>g-1; or G is the semidirect product K • ~R ~ with n =d im M 

and (G, K) is a symmetric pair with symmetry (Ic, v)~(k ,  v -1) [kEK and vER~]. 

Proo/. Let (~ and ~ denote the Lie algebras of G and K, and let G be the radical of (~. 

Let 9 /denote  the last nonzero term in the derived series of G. Then 9~ is an ideal in (~. 

We cannot have 9/~ ~ because G acts effectively on M, so ~ 2  ~ + ~ c  (~. N o w  R-irreduci- 

bility of z says ~ = ~ + ~. As M = G/K is reductive we have an adv (K)-stable decomposition 

(~=~+~l j l  with ~Pj~cg~, and ~ is an abelian Lie algebra because 9~ is abelian. Now 

(~ ~ ~ + ~ n  semidirect sum where ~ =  ~l~ is the Lie algebra of the real vector group of 

dimension n = dim M. 

Let V be the analytic subgroup of G with Lie algebra ~ =~t  ~. Then V =Rn/D, quotient 

of a vector group by  a discrete additive subgroup, z(K) acts on R ~ qua ~ and preserves 

D, and this linear action is irreducible. I f  n > l  it follows tha t  D={1},  so V is the vector 

group R~; then K N V=(1}  and G is the semidirect product K x ~ R  ~ as asserted; in that  

case (/c, v)-> (/c, v -1) is an involutive automorphism of G with fixed point set K so (G, K) 

is a symmetric pair. I f  n = 1 there is also the possibility that  D 4(1}. Then G =  V is a circle 

group and K = {1}, and it is immediate that  (G, K) is a symmetric pair under the involutive 

automorpbism g_+g-1 of G, q.e.d. 

The relevant special case of Lemma 1.2 is 

(1.3) Under conditions (i) through (v), G is semisimple. 

1.4. LEMMA. Let M = G / K  be a reductive coset space o/ connected real Lie groups such 

that G acts e]/ectively on M and the linear iaotropy representation o/ K is R-irreducible. Suppose 

that G is semisimple but not simple. Then K is simple, G is locally isomorphic to K • K with 

K embedded diagonally, and (G, K) is a symmetric pair with symmetry (lcl, ]Q)->(lc 2, It1) 

[1r ~ K]. 

Proo/. We may  divide out the center of G, assuming G = G 1 • • G r with G~ centerless 

and simple. Let fl~: G~G~ denote the projection. 

If  fi~(g)~-G~ for some index i then K~fl(~fl~g~=G, so K=flF~fl~K by irreducibility 

of the linear isotropy representation, r >1 because G is not simple, so there is an index 

~+i;  then G j ~ K  so G is not effective on M. That  contradiction shows tha t  fl~(K)=Gi 

for every index i. 

The Lie group K is reduetive because the linear isotropy representation is faithful 

and fully reducible. Let  K" be the kernel of ill Ix; now K = K "  K" local direct product, 

and ill: K ' ~  G 1. In  particular K '  is simple. I f  we have an index i with fl~(K')4G~ then 

/ / i(K')={1} so G~ is in the centralizer of K' .  :But K" is the centralizer of K '  and G ~ : K .  
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Thus ~ : K ' ~ G ~  for every index i. That  shows tha t  each fl~(K")={1}, so K = K ' ,  K is 

simple and each fit : K ~ G~. 

Identify G~ with K by/~ .  Then G = K  • ... • K (r times) with K embedded diagonally. 

K = {(gl ..... gr) e G: gl . . . . .  gr}. If  r >2  then K ~ KG~ ~ G, contradicting irreducibility of 

the linear isotropy representation. As r >  1 now G = K  • K with K embedded diagonally. 

Then (k~, ]c2)-~ (k2, k J  is an involutive automorphism of G wi th  fixed point set K ~nd our 

assertions are proved, q.e.d. 

In  view of (1.3), the relevant special ease of Lemma 1.4 is 

(1.5) Under conditions (i) through (v), G is simple. 

Proot of Theorem 1.1. (1.5) says that  G is a simple Lie group. I f  G is noncompact we 

choose ~ maximal  compactly embedded subalgebra ~ ( ~  such tha t  ~ c ~ ,  and then 

= ~ by  irreducibility of the linear isotropy representation; it follows tha t  (G, K) is a sym- 

metric pair. Thus G is compact, q.e.d. 

The analysis of coset sp~ces M = G/K satisfying conditions (i) through (v) is now reduced 

to a specific problem on compact simple Lie groups. 

2. The case of  equal ranks 

I f  rank G : r a n k  K the result is 

2.1. T H ~ o ~ ] ~ .  Let M = G / K  be a coset space of Compact connected Lie groups with G 

acting e]fectiveIy and rank G = rank K. Let Z be the linear isotropy representation o t K on the 

tangent space o t M. Then % is R-irreducible i t and only i/, either M = G/K is an irreducible 

symmetric coset space, or the center o] K is the cyclic group o t order 3. In  the latter case there 

are just s i x  possibilities,' as/ollows. 

6 

G K g 

F4, 

~6/Za 

ET/Z~ 

E8 

SU(3) 

SU(3). SU(3) 

SU(3). SU(3)- SU(3) 

[sv(3) x su(6)]/z~ 

SU(9)/Za 

[SU(3) x E~]/Z~ 

1 1 
o - - o G o - - - o  

1 2 1 2 
(o--o|174174 o--o) 

1 1 1 1 1 1 
(o--o | o--o | o--o)| | o--o | o--o) 

1 1 I 1 

(o--o| o--o--o--o--o)(9(o--o| o--o--o--o--o) 

I 1 

(o--o--o--o--o--o--o--o)| (o--o--o--o--o--o--o--o) i 

0 0 

1 1 I ~ I 1 
(o--o | o--o--o--o--0)@ (9--0(9 o--o--o--o--o) 
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Theorem 2.1 can be checked directly by computing the linear isotropy representation 

for each of the nonsymmetric pairs (G, K) l i s t ed  by Borel  and de Siebenthal [4]. That  

calculation is extremely unpleasant without a priori knowledge of irreducibility of Z, so 

we avoid the unpleasantness by using B. Kostant 's  result ([20], Theorem 8.13.3, p. 296): 

2.2. T~EORE~. Let G be a connected reductive Lie group, let T be a Cartan subgroup, 

and let A be a subgroup o / T .  Let K be the identity component o/the centralizer o / A  in G, let Z 

be the center o] K, and suppose Zo c A.  Let (~ = ~ + ~i~ be the orthogonal decomposition under 

the Killing/orm. Decompose ~ c  = E ~ ~ where ad~ ( A ) acts on ~ ~ by a multiple el an irreducible 

complex representation ~ and where the ~ are distinct characters on A.  Then ada (K)preserves 

~ ,  acting there by an irreducible complex representation ~ ,  and the ~ are mutually inequi- 

valent. 

Proo/. ad (K) preserves ~PJ~ because K centralizes A. An equivalence 7~ ~ 7tj would restrict 

to an equivalence ~ ~-uj and imply ~ = ~j; thus the ~ are mutually inequivalent. Now 

we need only prove that  each 7ei is irreducible. 

Suppose z~ reducible and decompose ~ = E  fl~ with fia irreducible. Then ~ = E  ~J~r 

where ~(~) is the representation space of fi~. Order the ~C-roots of ~c and let 2~ denote the 

highest weight of fi~. Let a @b be indices. Then ~t~ and 2~ coincide on ~c because Z e t A ,  so 

they differ only on the intersection of ~c with the semisimple part  of the reductive Lie 

algebra Re. There all highest weights are in the closure of the positive Weyl chamber, 

SO <~a, ~b} ~ 0 "  

Suppose <~, ~ )  >0. As 2~ and }t~ are ~C-roots of (~c it follows that  ~ =2.~ - ~  is a root. 

Choose nonzero root vectors E,~(~, ,  E ~ ( ~  and E ~ ( ~ .  Then [E,, E~] =cE~ for some 

c=~0. If g ~ A  then c .~(g)E~=c.ad(g)E~=ad(g)[E, ,E~]=[ad(g)E,  ad(g)E~]=[ad(g)E,, 

~(g) E~], so ad(g) E ,  = E~. Thug E ,  6 ~c. NOW E~ 6 [rfl(a ) and E~ = c-~[E,, E~] 6 [~c, ~)~(~)] c ~}~(~) 

so a=b. In other words a @b implies ~ta• ~. 

Decompos e ~ c =  E ~ ,  direct sum of its center ~c and its simple ideals. Then each 

fi~= | with ~.~ an irreducible complex representation of ~r ,  and each ~ = ~  )~,~ 

where 2a.r6~ c ~ ~ is the highest weight of fl~.r" If a+b then 2~J_A~ says, for each index r, 

. . . .  ~ = ~ (~ ~e and ~ = s (~ s where s is that  at most one of the 2~ can, be nonzero. Now c c c 

the sum of all ~ for which 2a. ~ ~=0 and s  is the sum of the remaining ~ .  This decomposes 

~=(~:a|174 where ~ represents ~c and ~ represents ~c. Thus ~ |  and 

1 | = ~*afl~" Let L1 and Lz be the analytic subgroups of K with respective Lie algebras 

~1 and s Let  Z~ and Z 2 be their centers so Z =Zx.Zz; let A 1 and Az denote the projections 

of A On Z i and Z2 so A ~ A ~ . A 2 .  Then 1 | annihilates A~ because it annihiiates L~. This 

forces z , |  1 to annihilate A~ because it and 1 | both represent on ~:j~. Thus z~ annihilates 

5 -  682901 Acta mathematica 120. Imprim6 lo 9 avril 1968 
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A 1. Similarly ra | 1, thus also 1 |  thus z~, annihilates A s. Now ~r~ annihilates A c A 1 , As, 

so a~=l ,  which is absurd. This contradiction shows that we cannot have two distinct 

summands fl~ and fib of ~ .  In  other words, 7~ i is irreducible, q.e.d. 

Proo/ o/ Theorem 2.1. Let Z be the center of K and let T be a maximal torus of G such 

that Z c  T ~  K. The rank condition says ([4], Theoreme 5; or [20], Theorem 8.10.2, p. 276) 

that K is the identity component of the centralizer of Z in G. Assume Z to be R-irreducible. 

Then Schur's Lemma says that Z is a circle group or a cyclic group of some finite order m. 

If  Z has an element of order 2 then M = G/K is an irreducible symmetric coset space. If  

not, Z is cyclic of odd finite order m > 1. Then we apply Theorem 2.2 with A = Z  to obtain 

the decomposition ~ c =  ~ ~j~ where e runs through a set of m-th roots of 1 and where 

we have chosen a generator z of Z such that ae(z) = e. As z has order m we have a primitive 

m-th root ~ of 1 such that ~J~ =~0. Then ~ c =  ~)~, + ~ by R-irreducibility of Z" If m > 3 

then [ ~ , ,  ~ } ~ ] ~ c ,  [ ~ ,  ~ ] ~ , , = 0  and [ ~ ,  ~ J ~ ] ~ , = 0 ;  that  implies [~ ,  ~fJ~]~ 

so that M = G/K is an irreducible symmetric coset space. In  other words, if M = G/K is 

not an irreducible symmetric coset space then Z has order 3. Conversely if Z has Order 3 

then Theorem 2.2 shows that Z is R-irreducible. 

Consider the case where the center Z of K has order 3. The classification of all such 

pairs (~, ~) is given by Borei and de Siebenthal [4] (or see [20], Theorem 8.10.9, p. 280). 

G is eenterless, thus of the listed global form. Z =fi| for some irreducible complex repre- 

sentation fl of K such that fl(K) has center of order 3 and fl has degree deg fi = �89 dim M = 

�89 [dim G -  dim K]. In  these low degrees there is no choice; fl and Z are as listed because there 

are no other possibilities. Now K has the listed global form because fl is faithful, q.e.d. 

3. The case where G is exceptional and rank G > rank K 

Here the classifiction is given by 

3.1 THI~OREM (E. B. Dynkin(1)). The ]ollowing is a complete list o/ the coset spaces 

G/K o/ compact connected Lie groups where (a) G acts e//ectively, (b) rank G > r a n k K ,  

(c) G is an exceptional group and (d) K acts irreducibly on the tangent space. 

E6/A 2 is the only one /or which the isotropy representation is not absolutely irreducible. 

E0/C , and Eo/F 4 are the Only Ones which are symmetric. In  G~/Az, the A z is the principal three 

dimensional subgroup. 

The result follows from Theorem 14.1 .of E. B. Dynkin's paper [7]. Dynkin writes ~ for 

our ~c, G for our (~c Za for the representation of ~c on the eomplexification of the tangent 

(x) As will bo Seen from the proof, the result is ~ssentially due to Dyakin, 
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1 G~ 

2 F4 

3 ~E~ 

4 E~ 

5 E~ 

6 E~ 

7 Ee 

8 E7 

9 E~ 

10 E~ 

11 E s 

Isotropy representation 
G K of K e n  tangent space 

A 1 

AI"G ~ 

A2 

G~ 

A2" G2 

C4 

F4 

A2 

G~- Ca 

AI'F~ 

G2"F4 

10 
O 

4 1 
O| 

1 4 4 1  
o--o| 

I 1 

I 1 I 

O--O| 

1 
0--0--0:0 

I 

0--0:0--0 

4 4 

0--0 

1 ] 
Q~O| 

2 1 

0~0--0:0--0 

1 I 

67 

space of G/K. Thus we are looking for Dynkin's classification of pairs (G, ~) consisting of a 

complex exceptional simple Lie algebra and a complex subalgebra ~ suc.h that  (a) X~ is 

absolutely irreducible or (b) Z5 =fl| where/~ is absolutely irreducible and has no nonzero 

symmetric bilinear invariant. ~ = ~c will be a semisimple S-subalgebra in Dynkin's termino- 

logy because it is a maximal subalgebra which has lower rank. Following ([7], Theorem 

14.1) now, the pair (G, K) is:listed in our theorem under the number 

1 

3 , 4 , 6 ; 7 , 8  

2, 5, 9, 10, 11 

if rank K = 1; 

if rank K > i and K is simple; 

i f  K is not simple. 

This completes the proof that  G/K is one of the spaces that  we have listed. On the other 

hand, all the listed pairs (~c, ~c) exist, and given such a pair one can find a Cartan involu- 

tion of (~c which preserves ~e; then the p~ir ((~',' ~) consists ~of the respective fixed point 

sets, so G/K exists, q.e.d. 
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4. The case where  G is classical  and K is not  simple 

The result is: 

4.1. T H ]~ o ~ ]~ M. The only nonsymmetric coset spaces G / K o/compact connected Lie groups, 

where (a) G acts e/]ectively, (b) rank G >rank  K, (e) G is a classical group, (d) K is not simple, 

and (e) K acts R-irreducibly on the tangent space, are the 

SU(pg)/SU(p)• p > l ,  q > l ,  pq>4,  

with the action o/ SU(pq) rendered e]]ective. 

Here the inclusion is the tensor product o/ the usual linear representations o/SU(p)  and 

SU(q), and the isotropy representation is the tensor product o/ the ad]oint representations o/ 

SU(p) and SU(q). Let m be the least common multiple o/ p and q. Then globally 

= SU(pq) /zm an~  K = { S ~ ( p ) / z D  • {S~(~)/z~}. 

For the proof we first need some remarks on linear groups. Here * denotes dual repre- 

sentation, adL denotes the adjoint representation of a Lie group L, and 1L denotes the 

trivial representation of degree 1. 

(4.2) Let 8: SL(n, C)-~fiL(n, C) denote the usual matrix representation o/ the complex special 

(determinant 1) linear group. Then (~@(~*=lsL(n, C)(~adsL(n,C). 

For the Lie algebra ( ~ ( n ,  C) consists of all n • n complex matrices, so SL(n, C) acts on 

it by conjugation via 5| This action decomposes into the trivial action lsL(~.c) on 

scalar matrices and the adjoint representation on matrices of trace zero. 

(4.3) Let (~: Sp(n, C)-~GL(2n, C) denote the usual matrix representation o~ the complex 

symplectie group. Then adsp(~,c) =$2(~), second symmetrization, which is the action on poly. 

nomials o/ degree 2. 

For adsp(~, c) is an irreducible summand of degree dim Sp(n, C)=2n2+ n in the repre- 

sentation (~(~* =~Q(~ on (~ (2n ,  C), hence contained in the representation on symmetric 

matrices or the representation on skew matrices. The latter has degree 2n 2 - n ,  which 

excludes it. The former is $2(~) and has degree 2n 2 §  which yields our assertion. 

(4.4) Let 8: S0(n, C)-~GL(n, C) denote the usual matrix representation o/the complex special 

orthogonal group. Then adso(n,c)=A2((~), second alternation, which is the action on di]- 

]erential /orms o/degree 2. 

For J maps ~ ( n ,  C) onto th~ set of all antisymmetric n • n complex matrices, and 
|  =~| 
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(4.5) Let K~ be groups, let F be a field o/characteristic 4=2, and let oh: Kc->GL(n~, F) be 

linear representations. Then 

A2(~1| = {S2(~I)|174 } on KI • 

$2(~1| ~2) = {SS(~) | @ {A2(~) | on g~ x K 2. 

For let / and g be bilinear forms. Then so is / |  If / and g are both symmetric or both 

antisymmetric, One checks t h a t / |  is symmetric. If one of (/, g} is symmetric and the 

other is antisymmetric, one checks t h a t / |  is antisymmetric. Now the assertion follows 

from the decomposition A2(~l @ ~2) + S~(~1 | ~ )  = (gi | (x2) | (0~1 | g2) = (0Cl | 0~1) | (g2 | 0~2) = 

{A2(0~1) @ $2(~1) } @ {AS(a2) @ $2(~2)}. 

Proof o/ Theorem 4.1. According to Dynkin ([6], Theorems 1.3 and 1.4), K e c  G c is 

one of the inclusions 

(1) SL(p~, C)| 2, C)c SL(pxP2, C), 

(2) Sp(pD C)| S0(ps, C) c Sp(pIp~, C), 

(3) Sp(p~, C)| C)c S0(4p~ps , C), 

(4) S0(pl, C)| C)c S0(plp e, C). 

Here K = K  1. K s local direct product, K c is a complex simple classical group with usual 

linear representation ~: KC-+GL(n~, C) and c c K1 | K2 just denotes (gl | ~2) ( KC | K~c) �9 The 

cases are (1) n i =Pc, (2) n 1 =2pl  and n~=ps, (3) n i =2p~, (4) n~ =Pi. 

Let 7~ be the representation of K on the tangent space of G/K. Then the representation 

~o of K on (~ decomposes as ~0 = ad K @ Y~ = {ads, | l~r~} @ {1 ~rl| adK,} | ~. Now we check the 

four cases. 

Case (1). Using (4.2) we have 1@~0=(~1 |174174174174174  * = 

(1~ h @ adK, ) @ (1g, @ ads,) = 1K, xlf ~ @ {adK, | 1K~} @{1K, | ads,} @{ads, | adK~}. Thus 7~= 

adK~| adK~, absolutely irreducible. This is the ease of the theorem. 

Case (2). Using (4.3), (4.4) and (4.5), we have ~o=S2(c~|174174 

{A2(a~) | AS(as)} = {adg, | [1~ @ ~/23} @ {[1~: @ Vii | adg,} = {adg, | l~,} @ {1/q | ad/~,} @ 

{ad/~,| @ {~l| for some representations t h of Kv Thus a = a ~ where a = ad /~ |  

and Z=~h| As z is irreducible over R we must have that  (a) v=a* and (b) (~ has no 

symmetric bilinear invariant. But  (a) says ~2=adK,, which violates (b). Thus our ease (2) 

is excluded. 

Case (3). Using (4.3), (4 .4 )and  (4.5), we have ~f=A2(zq|174174 

{Ae(a~) | $2(a2)} = {adK~| [I~,| | {[1~,| | A s  in case (2), this violates irre- 

ducibility of 7~ over It; thus case (3) is excluded. 

Case (4) is also excluded by the argument used for case (2). 
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Finally, back in the admissible case (1), we have p~ > 1 so that  K c = SL(p~, r is semi- 

simple, and we have p~p~>4 because SU(4)/SU(2)| SU(4)/S0(4), which is sym- 

metric, q.e.d. 

5. A problem in representation theory 
Our classification problem for coset spaces G/K satisfying conditions (i)-(v), i s  now 

reduced to the case where G is a compact simple classical group and K is simple. On the Lie 

algebra level, | is | | or |  for some integer N, and we view the inclusion 

~-+(~ as a linear representation zt. I f  ~ is not absolutely irreducible it has image in a direct 

sum s = s174 ~ of Lie algebras of classical groups, and our simplicity conditions give 

~ ~ ~ (~, contradicting irreducibility of K on the tangent space. Now z is absolutely 

irreducible, so it has a highest weight X; thus ~ =~rx. Let g denote the representation of ~' 

on the tangent space of G/K, so a d ~ o ~ = a d ~ |  x. We must  express R-irreducibility of 

Z in terms of ),. 

Let l be the rank of K. The choice of highest weight 2 implied a choice of maximal 

torus T ~ K  and the choice of a system {~  ..... a~} of simple ~C-roots of ~c. Let ~ denote 

the linear form on ~v specified by the conditions 

2<~'~'c=1,') 2 (~"~>-0  for i=#r. 
<a. ~> <~, ~> 

Then the highest weights of absolutely irreducible representations of ~ are just the linear 

forms ~ = ~  n~, ,  n~ integers, n,~>0. The representation of highest weight ~ is denoted 

7t~. The weights and representations ~ and zr are called basic. The representation dual to 

g~, which we denote ~ ,  has highest weight which we denote ~*. Note that  (~  n,$,)* = ~ n,~*. 

5.1. P~OPOSITIO~.  I /  G=SU(N),  then 

(1) ~ = k~r /or some integer k >~ 1 and some basic weight tr #$*, 

(2) Z =~,~+,~*, absolutely irreducible, and 

(3) N = deg ~r~ satis/ies (deg z~) ~ = deg z~+~. + dim K + 1 

Proo/. I f  2 =~* then ~ maps K into a subgroup L = S0(N) or Sp(�89 of G. K does not 

map onto the subgroup because G/K is not symmetric, so K ~L 5 G. That  violates irreduci- 

bility, Thus 2 # 2*. 

(4.2) says ~ |  = I~OadKQ Z. z~a+a, is a summand of ga |  hence of ad~ or of Z. 

In  the former case ~a+a* =adK. Let/~ be the highest root so tha t  a d K : ~ .  Now ju =2+2" .  

As 2 +2", this says/x = ~  n ~  with at  least two of the n~ nonzero. The only case is where 
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1 1 
~t+A*=/~: o - - o - - . . . - : o .  Then K = S U ( I + I ) ,  ~ is ~i or ~i, and ~ ( K ) = G .  But K 4 G .  

Thus ~ + ~ .  is a s u m m a n d o f  %. As % is R-irreducible and z~+~. is real, now % = ~ + ~ . ,  abso- 

lutely irreducible. Thus (2) is proved. (3) ,follows by  taking degrees. 

Decompose ~ t=~  n ~ t  and let m be the number  of indices i with n t >0.  Then m is the 

multiplicity of adg in ~ |  We have just seen tha t  ad~ has multiplicity zero in Z. Thus 

m = l ,  so A has form k$~, q.e.d. 

The orthogonal case is more delicate: 

5.2 PROPOSITION. iT] G=S0(N) ,  then there are three cases: 

(a) ~ =]c~ /or some basic weight ~=~*, and % =~_=~,  absolutely irreducible; 

(b) ~= Ic(~ r §  ]or some basic weight ~ :~*, and % :xee~_a~ (~x~2~_~*, not absolutely irre- 

ducible; 
1 1 

(c) K = G ~ a n d G = S O ( 7 ) ,  ~ = % = x ~ ,  ~ = o ,  and ~i_~,=ad~=Te~,  a ~ o .  

In  all cases, ~ =,~* with ~z l real, and N =deg  7e i satis/ies �89 (deg ~ ) 2  =deg  % + �89 deg ~zl + 

dim K. 

Proo/. By (4.4), A2(z~)=adK| As z~ is orthogonal, this proves the last statement.  

Now Z=fl l (D. . .O~ with fit absolutely irreducible. As % is R-irreducible, either p = l ,  or 

p = 2  with fil~:fl2=~, or p = 2  with fl~=fl~=fi2 sympleetic. Let  ~t be a simple root not 

orthogonal to ~t. Let V be the representation space of ~ l  and choose weight vectors v~, 

v~_~. Then v~_a~ A v~ E As(V) is a weight vector of weight 2~t- ~t for A2(~)  which is anni- 

hilated by  every positive root space of ~c, so ~2~-~ is a summand of Ae(7~a). 

I f  ~ _ ~ = a d K  then :r is a terminal vertex on the Dynkin diagram of ~c. For other- 

wise We h a v e  two different simple roots :r a" not orthogonal to a~, so the highest root 

# =2~t -~ i  is not orthogonal to a '  nor to a". That  implies ~c of type At, and then a '  and ~" 

1 
are t e rm i na l  so l=3 .  Thus ~t: o - - o - - o  so 7Q maps ~=~1~(4)  isomorphieally onto 

(~ = ~ ( 6 ) .  As ~ :~(~ this is impossible. Thus ~ is terminal. 

Let ~2~_a =adK. :Now a~ is terminal; let a '  be the unique simple root not orthogonal 

to it. Then we have 

nl n' 2n~-2  n ' + e  

).: 0~-----o~ and /z=2A-aq:  o-.--~-o,~ 
~l ~ OQ O~ 
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, ( - o 0  where e is 1, 2 or 3. I f  a '  is not  terminal, then if: o - - o  . . . .  - - o - -  --o----o or 

1 
so K is an  orthogonal  group and 2: o - - o - - . . .  �9 Bu t  then re~(K)= G, which is excluded. 

Thus  a '  is terminal.  I n  other words, K has rank 2 with simple roots a, and a' .  The possi- 

bilites are 
0 ~ 0  0 ~ 0  

(a) ' 0 - - o  (b) ~ ~ '  (c) 0q 0r 
I 

1 1 2 1 
I n  case (a), #: o - - o ,  so 2 n , - 2  is odd. I n  case (b), #:  o-----o, so )h o=-o  and 

1 1 
K = S O ( 5 ) = G .  I n  case (c), #:  o=~e,  so 2: o~=e; then we are in al ternative (c) of the 

proposition. 

Now we m a y  assume re2a-~, @adg for every simple root  not  orthogonal  to 2. Let  2 = ktr 

for some r. Then 2 =2* says ~r =}~. Now re~z_~, is a summand  of Z. I f  they  are no t  equal 

re * then Z =  2a-~,| =re~a_~ @Tr~_~, so 2 2 - ~  has mult ipl ici ty > 2  in A2(re~). Tha t  

being impossible, now Z =z=a-~,. Now suppose 2 no t  of the form/c~r. Then we have 2 = k~  + 

t~, and )~=re2~_= @Teea_~,. The summands  of 25 must  be dual, so ~e=~* They  must  be 

distinct because 2 t  - ~ has multiplicity 1 in A2(rea); so $~q=~*. Now 2 =2* says 2 =k(~:~ +~*), 

and we have Z=ree~-~,(~re~a-=,*. q.e.d. 

The symplectic case is more delicate: 

5 . 3  P R O P O S I T I O N .  I t G=Sp(N), then 

(1) 2 =k}r /or some basic weight ~ =~;, and re a is not real on K; 

(2) g =re2z, absolutely irreducible; and 

(3) 2N = deg rea satisfies �89 rez)~ + deg 7q} = deg re2z + dim K. 

Pro@ (4.3) says Se(re~) =adK@g , so re~z is a summand  of ad g or of Z" I f  re~ = a d g  then  
n/ 

the  highest root  r =22,  so there is a simple root  a~ with #: ,~ o ~ and n~ ~>2. Tha t  occurs 

2 1 
only for K=Sp( l ) ,  and  then  r  ~ - - . . . - - $ = o ,  so 2: ~ - - . . . - -~ -~o  and rez(K)=G. That  

is excluded. Now re2z i s a  summand  of Z- As 7 ~  is real and Z is R-irreducible, this shows 

Z = ~ a  absolutely irreducible. 

Suppose tha t  2 is not  a multiple of a basic weight. Then we have distinct simple roots 

e '  and a" not  orthogonal  to 2. Let  V be the representat ion space of rex; choose nonzero 

weight  vectors uEV~, veVz_~, and wEVz_~,.; let {x,, .:., xt} be a basis of V~_~,_~,,. Let  

Y denote the weight space of weight 2 2 - a ' - a "  for re~@rex on V|  V; now Y N A~(V) has 

basis {v A w; u A x~ ... . .  u A x,}, so it has dimension t +  1. B. Kos tan t ' s  method  for de- 

composing a tensor product  shows tha t  ~2a-e'-a" is a summand  of multiplici ty t in rez| 
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I ts  multiplicty in A~(~x) is at  most t -  1 because each of the subrepresentations z2x_~, and 

ze2x_~,, of A~(z~) has 2 X - & - ~ "  for a weight. Now z~2x_~,_~,, is a subrepresentation of 

S2(zt~) = ~  +ad~. This shows that  ad~: =z~x:~,_:,,, 

Now the highest root # = 2 ~ - s 1 6 3  I f  a is a simple root adjacent to ~' or ~" in the 

Dynkin diagram of ~c, it follows that /z  is not orthogonal to ~, so --/z is joined to ~ in the 

extended Dynkin diagram. I f  K is not of type A~, then there is a unique simple root zr 0 

joined to - #  in the extended diagram, a 0 is the only simple root adjacent to ~' o r  a"; 

now it is adjacent ~o both, so it is interior to the diagram and satisfies 2(#, a0>/(~0, ~0> ~>2. 

1 1 
Those two properties contradict each other; thus K is of type A~ and #: �9169 As 

1 1 2 2 1 1 
t t = 2 ~ - z t ' - ~ " ,  now l = 2  and #: o o .  Thus 2 ; t = / x + ~ ' + s  o - - o .  :Now ~: o - - - - o  

so ~x is orthogonal. That  is absurd. We have proved tha t  2 is a multiple k~  of a basic 

weight. 

~=~:* because ~=),*, and (3) comes from S2(~x)=7~2~| by taking degrees, q.e.d. 

Propositions 5.1, 5.2 and 5.3 do several things. They identify Z in terms of ~, giving a 

formula for deg ~rx. And they limit the possibilities for ~. 

Recall the H. Weyl degree fd~mnla: 

§ g, 1 
deg ~r, = 1-[ where g = ~ ~ zr 

a > O  <g, g >  ' Z a > O  
(5.4) 

We need a modification involving some new notation. We have the system of simple roots 

{ ~  ....  , ~z}. Given any positive root ~, there is a unique expression ~ = ~  a ~  where a~ ~>0 

are integers. Recall the level l(o~) = ~ a i. Now define 

= IIo ,II ; = m o d i / i e d  level .  

We calculate for v = ~ n~ ~ ;  

2 <v, cr = ~ (2 <v, ~>) a~ = ~ 2_<v, z q > .  a~ [[~H ~ = ~ n, d~, 
<~, ~> 

(5.5) 

2 ( g ,  zr = ~  (2@,, ~i>) a~ = ~ 2<g, aq> A 

;g, ~> (g, + 1 = ~ + 1 = h~)  

Substituting back into (5.4) we now have 
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deg a~ = I~ ~(a) + ~ n, d, > 0 ~ )  where v = Z ni ~. (5.6) 

The next five sections consist of applying (5.6) to Propositions 5.1, 5.2 and 5.3, obtaining 

the classification of pairs (G, K) with G classical and K Simple. 

6. The ease where G is uni tary  and K is simple 

The result is: 

6.1. T~EOREM. Let G be a special unitary group and let K be a compact connected non- 

symmetric subgroup. Let Z denote the representation o/ K on the tangent space o/ G/K. Then 

Z is irreducible over the real number field, i /and only i/(G, K) is one o/the/ollowing 

G K ~ Z 

su( ) 
su( ) 

SU(27)  

SU(16)  

sv(n) 
(n~ 5) 

SU(n) 
(n~3) 

spin (10) 

1 
0--0--0--...--0 

2 
0--0--...--0 

O--O--O--O--O 
1 I 

0 

O__O__O~() 1 

1 1 
O--O--...--O--O 

2 2 
O--O--...--O--O 

0 - - 0 - - 0 - - 0 - - 0  
1 J 1 

�9 

0--0--0 ~( 1 

\ (  1 

where the inclusion K-+G is the absolutely irreducible representation re A o/ highest weight ,t. 

In  each case Z =~z+~*, absolutely irreducible. 

In  each of the cases listed, Z is irreducible. 

:Now assume Z irreducible. Proposition 5.1 says tha t  the inclusion K-+G is an abso- 

lutely irreducible representation ~k~, for some basic weight ~r 4=~ *, and that  

(deg ~zk~,) ~ = deg ztk(~,+~*) + dim K + 1. (6.2) 

To compute these degree we denote sets of positive roots by 

Pr={~=~a~oq>O:ar:~O=ar,} and Sr={o~=~a~oq>O:ar~O#ar,  }, 

where r* is the integer t such tha t  ~ = at. Now define 

Z(a) + kd, Z(a) + kd~ Z(a) + kd r § kd~, pr.~=L, ~-~) , s~.~=II~, /(~) , t~.~=Yi~, ~(~) (6.3) 
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We compute  from (5.6) 

de -  :z 17 ~(~) + kd~ 

deg ~k(~,+~*) = YI ~(~) + kd, + kd~, 2 
~>0 ~(~) = Pr, k" tr, k. 

2 Now (6.2) becomes pr, k {st, ~ - #,~} = 1 + d im K.  (6.4) 

To limit k, we need a growth estimate: 

2 2 2 6.5. LEMMA. I /  l <~h < k, then rPr h { 8 r ; h - -  tr, h} < ~gr, k {Sr 2k ---tr, k} .  

2 2 Proo]. As p~. h < Pr. k visibly, it suffices to show tha t  0 ~< 2 _< 2 8 r ,  h - -  tr. a ~ 8r. k - -  tr. k. F r o m  a 

glance at  (6.3) we see tha t  sr.x and tr.x are smooth functions of x for x > 0 .  Thus we 

need only prove d / d x ( s r 2 z -  t~.z)>~0 for x>~ 1. For  every root  fl = ~ b j . j e  S~ we define 

~x$~ + ~(3)~ [I x~a~ + 2 xafl(~) + ~(~)~ 
s~(x) = 2 ~,~ [- ~)~ 1. ~ ~ Z(~) 2 

try(x) = ; ~ + ~ "  l-I I(~)+x~r+x~r. ~(~) ~ - .  ~(~) 

so tha t  d/dx(s~2x)=~s,  st3(x) and d/dx( t~.x)=~s,  tB(x ). Now we mus t  prove Y.s,s~(x) 
>1 "Zs, tz(x). For  this it suffices to prove: 

(A) if fi = fl*, then s~(x) >~ t~(x) for x >~ 1; 

(B) if fl # fl*, then s~(x) + s~, (x) >~ t~(x) + tz,(x) for x ~> 1. 

To prove (A) and ( B ) w e  first observe t h a t  

x2d~ + 2xdr~(a) + [(:r >~ xd~ # xd~, + ~(a) if a = a*, (6.6) 

l(~) ~ ha) 

x ~ d~ + 2 xdr ~(~) + ~(ot) ~ vc ~ d2r, + 2 xd~, Z(a*) + ~(~,)2 
l(~) ~ ~(~*)~ 

>~ Xd~ -4- xd~. + ~(a) xd~, + xd~ + ~(~*) if ~ # a*. (6.7) 
~(~) ~(~*) 

Inequa l i ty  (6.6) is dear .  For  (6.7), observe t h a t  ~(~) = ~(~*) and expand.  I f  fl = fl* we also 

have 
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,~ fx~,r + ~(#)1 2 ~,~ h#)  b~ + $~, 

with (6.6), this proves (A). Using (6.6) and (6.7), the proof of (B) reduces to checking that  

That  inequality is checked by expanding out and using [(fl) = [(fl*), q.e.d. 

We reformulate Lemma 6.5 as follows. 

6.8. LEMMA. 7ea is among the/ollowing representations; 

K = S U ( n +  I), n>~2, and Z" 
2 
0 - - 0 - - . , . - - 0  

K = S U ( n + I ) ,  l < r < - -  
n + l  1 

2 ' and ,%: �9169 . . . .  - -o  

( 3 - - ( 3 - - . . . - - � 9  I K = S p i n ( 2 n ) , n = 2 m + l > ~ 5 ,  and 2: 

0--0--0--0--0 0--0--0--0--0 

K = E 6 ,  and 2 : 1  I o r  ~:  1 I 
@ 0 

Proo/. As 2#2*, K must be of type An (n~>2), D~ ( n = 2 m + l  >~5) or E 0. If ~ <D~* = 

1 
1K<~ad ~, then K is of type As and ~,: o - -o - - . . . - -o .  Then Lemma 6.5 says pr.~(r + t,. ~} ~> 

1 +dim K, so k =2 by (6.4) and Lemma 6.5. This is the first possibility listed in Lemma 6.8. 

Now suppose ~ | 4=l~:<~ad~. Then the latter is a proper summand of ~ (DT~* and 

we have pr.l{sr.~-t~.x}>~l+dimK. Then (6.4) and Lemma 6.5 say that 2 = ~ ,  basic 

weight which is not self dual. These are the remainingpossibilities listed in Lemma 6.8, 

q.e.d. 

We now run through the cases of Lemma 6.8. 

2 
6.9. L ~ A .  The representation ~ given by ~: o- -o  . . . .  - -o ,  n>~2 maps SU(n+ 1) 

~fl 9~ O~ n 

into Su  (!n + l ) ( n +  2)) and satis/ies (deg g~)2=deg g~+x, + dim SU(n + l) + l. 



G E O M E T R Y  A N D  S T R U C T U R E  O F  I S O T R O P Y  I R R E D U C I B L E  H O M O G E N E O U S  S P A C E S  77 

All roots have 

d~=a~. Now 

Proo/. The roots of S U ( n + I )  are the roots __ (zq+a~+~+.. .+zq),  l<~i<~]<<.n, where 

{=1 ..... ~n} are the simple roots. We have r = 1 and observe tha t  

Px = {=1, a~ + =~ ... . .  ~1 + z% + ~%_1} and S 1 = { ~  + ... + an}. 

the same length, which we normalize to be 1, so [(zq+.. .  +~q)=q and 

1 + 2  2 + 2  3 + 2  n - l + 2 _ n ( n + l )  
P, .2= 1 2 3 "'" n - 1  2 ' 

n + 2  n + 4  
s l .2 -  2 and t l .2 -  2 

(s i ,2-t~.~)=ln%+l)2 (n+2) ~ (n+!!  
n 2 n 

4 
= ~ n~(n + 1)3" n 2 = (n + 1)2 = dim SU(n + 1) + 1, q.e.d. 

1 

6.10. LEMMA. The representation :~ o/ S U ( n + l )  given by 2: �9169 
O~ 1 O~ r 6r n 

1 < r < n/2,  satis/i~s (deg ~ ) ~ =  deg ~+~,  + dim SU(n + 1 )+  1 i~ and only i~ r = 2. 

Proo/. We go by  induct ion on r. First  let r = 2. Then P~ consists of 

Thus 

r o o $  

level 1 2 3 

0~1 + ... + O~n 8 

~2 + ""  + ~Xn-2 

n - - 3  

~X 1 + -.- + 0r 

n - - 2  

/ n  2 3 4 n 2 n - 1  2 
so P2.1=~" " 3 " " n  n - 2  n - 2  2 

And S r -  {~2 + " "  + ~ - 1 ,  al + " "  + gn-1, ~ + - . .  + ~ ,  ~1 + " "  + an} so tha t  

n - l (  n ) 2 n + l  n ( n + l )  n ( n + l ~ 2 n + 2 _ n + 2  
8 ~ ' 1 = n - 2  ~ - ~  n -- (n-- 2) (n--1) and t ~ , 1 = ~ _ 2 ~ _  U n n . 2  

Thus 2 2 P 2 , 1  (82,1 - -  t 2 . 1 )  

n 1 2f n ~ ( n + l ) 2  ( n + 2 ) ( n + l ) 2 ~  
=�88  - ) l (n:2)2(n:1)2  (n-2)(n=i~J 

= ~ ( n - 2 ) 2 ( n ' 1 ) 2 {  n2(n+l)2-(n-(n-2) 32)(n+(n 1) 32)(n+1) ~} 

= ~ { 4 n 2 + 8 n + 4} = (n + 1)3 = dim SU(n + 1). 

This proves the assertion for r = 2. 

n + 1~ ~ 

~ 7 "  
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Suppose r ~> 3 and suppose the lemma known for r--1 and all n > 2r--2. We decompose 

P~ into the subset Pr given by a~=0 and the complementary subset P ~ ' = { a l + . . . + a ,  

al +... + ar+l . . . . .  al +.. .  + a,_r}. Then we have the factorization 

r + l  r + 2  n - r + l  n - r + 1  
�9 tf . . . . .  - - "  - - - - P r , l "  - -  

~Dr,1 = Pr ,1  Pr,  l = P r , 1  r r + l  n - - r  r 

Similarly S, consists of the set S~ given by a 1 = a~ = 0 and the complementary set 

S :  = { a  1 §  ~- a n _ r + l ,  a r - ] - . . .  § an;  . . .  ; a 1 § . . .  § art 1, a2 -]- ' ' '  § an;  a l  - ] - ' ' '  2[- a n } .  

, . , { n - r + 2  n--r+3___ _n } ~ n + l  
Thus 8~'l=Sr'lSr' l=Sr'~" - - r + l  n - - r + 2 " " n - - 1  n 

, n ( n +  1) 
=s~.l " ( n - r +  1) 3 

and tr, i = tr. 1 tr. 1 - -  t r ,  1 "  ~ + 1 "'" n -- 1 J n 

Now q = n - r + 1 < n satisfies n(q + 1) e > (n + 2) q~, so 

n2(n+ 1) 2 n ( n +  1) 2 (n+2)  
> 

( n - r +  1) 4 ( n - - r + l ) 2 ( n - - r + 2 )  ~ 

n ( n +  1) 2 (n+2)  

This shows (sr .~-tr  1) > s" ~ (r . l-- t ; .1)  n i ( n +  1)2 
' ( n - - r +  1) 4. 

The induction hypothesis, applied to the SU(n-  1) with simple roots {a 2 . . . ,  an-i}, says 
/ 2 t 

t h a t  p~,~(Sr.i--tr,i) ~ ( n - -  1) 2. N O W  w e  h a v e  

Pr ' l (S~ '~- - t* ' l )>(n- -1)2(  n - r + r  1) 2 ( n - r + l )  4 n 2 ( n §  1)2 r 2 ( n - - r + l )  2n2(n-1)2  (n§  

> (n + 1) 2 = dim SU(n + 1) + 1, q.e.d. 

6.11. LEMMA, The representation ~ o/ S p i n ( 2 n ) , n = 2 m + l > ~ 5 ,  given by 2: 
/ o  1 

o--o- - . . . - -O~o , satisfies (deg 7~) 2 = deg 7~+~. + dim Spin (2 n) + 1 it and only i/ n = 5. 

Proo/. We label the simple roots o - - o - - . . . - - o (  ~ al, then 2 = ~1 and g~ is the half 
an ~n--1 ~$ x , O  O~ m 

spin representation, deg ga= 2 n-1. The usual representation gr  Spin(2n) -~ SO (2n) 

satisfies 

A._I ,  . ( 2 n )  
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T h u s ~ 1 7 6  + ( 2 n 2 - n ) + l ' i ' e ' ' n - 1  

22n-~_ ( n + 2 ) ( n + 3 ) ' ' ' ( 2 n )  2 n ~ _ n +  1, 
( n -  1)! 

where n >~ 5 is an  odd  integer.  5 is a solution,  and  one checks t h a t  the  left  side grows 

more  t h a n  the  r igh t  side when n + 2 replaces  n. Thus  5 is the  on ly  solution,  q.e.d. 

O - - O - - O - - O - - O  
6.12. LEMMA. The representation ~ : E 6 ~ S U ( 2 7 )  given by ~: 1 I 8atis- 

o 

lies (deg z~)2 = deg 7~+a, + d im E6 + 1. The representation zt~ : E6-+ SU (351) given by 2 : 
0 - - 0 - - 0 - - 0 - - 0  

1 I does not satis/y (deg ~rx) ~ = deg ~za+a, + d im E6 + 1. 
o 

5r 6~2 ~3 ~4 6r 
0 - - 0 - - 0 - - 0 - - 0  Prool. W e  label  the  s imple roots  I Then  ~5 = ~ and  a ca lcula t ion  

O Gr 5 

shows t h a t  deg ~ = 27 and  deg ~a+~* = 650, so t h a t  (deg g a )  ~ = 27 ~ = 729 = 650 + 78 + 

1 = deg ~a+~* + d im E8 + 1. Also, & = ~* and  a ca lcula t ion  shows t h a t  deg ~ ,  = 351 and  

d e g z a +  s = 70 070, so t h a t  ( d e g z a )  2 = 123 201 > 70 070 + 78 + 1 = deg ga+~* + d imE6 + 1, 

q.e.d. 

Theorem 6.1 now follows f rom L e m m a s  6.8, 6.9, 6.10, and  6.11. 

7. The  case  w h e r e  G is symplec t i c  a n d  K is simple 

Here  we have  the  classification: 

7.1. THEOREM. Let G be a unitary symplectic group and let K be a compact connected 

simple subgroup. Then the representation Z o/ K on the tangent space o/ G/K is irreducible 

over the real number/ield, i/ and only i/(G, K) is one o/ the /ollowing. 

G K z~ g 

Sp (2) 

Sp (7) 

Sp (10) 

Sp (16) 

Sp (2S) 

su (2) 

Sp (3) 

su (o) 

Spin (12 ) 

E7 

3 
0 

�9 �9 0 

1 
0 - - 0 - - 0 - - 0 - - 0  

/ o ~  
o.o--o--O\o 

o - - o - - o - - 0 - - 0 - - o  
I 1 

�9 

6 
o 

2 
Q �9 O 

2 
0--0--0--0--0 

/ o  2 
0--0--0--0~0 

0 - - 0 - - 0 - - 0 - - 0 - - 0  
I 2 
�9 
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where the inclusion K- -*G=Sp(n )aGL(2n ,  C) is the absolutely irreducible representation 

~ o / K ,  o/highest weight ~ and degree 2n. I n  each case Z =7~2~, absolutely irreducible. 

In  each of the cases listed, Z is irreducible. 

Now assume Z irreducible. Proposition 5.3 shows tha t  the inclusion K o G = S p ( N )  

is an absolutely irreducible representation 7~k~, for some basic weight ~ =$*, that  2 N =  

deg ~k,~, tha t  Z :~2k~,, and tha t  

�89 (deg sk~,) 2 + �89 deg zk~, = deg ~2k~, + dim K. (7.2) 

The fact that  ~k~ is symplectic can be reformulated as follows using results of A. I. 

Mal'cev ([11], w 6); the details are carried out by E. B. Dyukin in Table 12 of [6]. 

7.3 LEMMA. The positive integer k is odd and the basic weight ~ is one o/ the/ol lowing.  

T y p e  of K t r  C o n d i t i o n s  

A~ 

B n 

Cn 

Dn 

E7 

1 
O - - O - - . . . - - O - - . . . - - O  
~I ~2 5r ~n 

1 
O - - O - - . . , - - O = @  

l 
|  

51 52 ~r 5~  1 0~ 

/ o  1 
O - - O - - . . . - - O ~ o  

n = 4 s + l ,  r =  2 s + l  

n = 4 s + l  or  4 s + 2  

r>~ I ,  r o d d  

n = 4 s + 2 ,  s ~ > l  

O - - O - - O - - O - - O - - O  O - - O - - O - - O - - O - - O  O - - O - - O - - O - - O - - O  
1 I or 1 I or [ 

o o l o  

This lemma is used with a precise growth estimate: 

7.4. LE ~ A .  Either k = 1 or k = 3. I / k  = 3 and rank K > 1, then dim K >~ ~ (deg 7%) 2 + 

deg z~. 

x~, + ~(~) 
Proo/. Define ](x)= I~ where the product runs over the positive roots 

~>0 h~) 
= ~ a~ ~ of K. Then (5.6) and (7.2) say �89 ~ + �89 [(k) ~ [(2k) + dim K. 

Let  x >~ 2; we will prove tha t  F(x)  = �89 ](x) 2 + �89 - [(2 x) is a strictly increasing 

functiort of x. As the second term is increasing, it suffices to show tha t  d / d x  {�89 2 -  

{(2 x)} ~ 0, i.e., tha t  
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We will prove this inequality term by  term. Dividing the / / - te rm by  Srfl(fl), tha t  amounts 

to showing 

for every root fi > 0. 

Let  fl be a fixed positive root and let  S be any set of positive roots which does not 

contain ft. We define 

As=i~s {xdr + ~(a)~ 2 xbr+~(fl) a n d C s = 2  2 xd~+ ~(a) 

If  a ~ S U {fl} is a positive root, then 

2 xd~ + ~(a) 

Thus, in order to prove (7.5) it  suffices to find a set S such tha t  As Bz >~ Cz. 

I f  f i = a r  we take S empty.  Then A s = l ,  B z = x + l / > 2  a n d C s = 2 ,  soAsBz>~Cz. 

Now suppose fl # ~r. Then rank K > 1. Let  as be a simple root adjacent to ar in the 

Dynkin diagram of K,  and consider ~ = ~ c~ a~ defined as follows: 

(1)  Ila~ll = Ila~ll, ~,=ar+as, xcrq-~(~)-=xq-2" I(7) 2 ' 

xd~ + ~(~,) x + 2 
(2) I lar l l~=2lGII  2, ~ = ~ r + 2 a .  Z(~) -- 2 ' 

(3) 2 II~rtl ~ = IGII~; ~ = 2 ar + aS x~r + Z(~) �9 + 2 
Z(y) 2 

If  f i = y  we take S = (a r} ;  then A s = ( x + l )  2, B s = � 8 9  and C s = 4 X + 2 ;  x>_-2 says 

As/> 9 so As Bs >~ ~ x + 9 > 4 x + "2 = Cs. Now we may  assume ar # fl # y and take S = {ar, y } ;  

then As = ~ (x + 1) 2 (x + 2) 3, BZ ~> 1 and C s =  (2 x + 1) (2 x § 2), so AdBz >i As >1�88 (x + 1) 3 4 3 = 

4 x 2 § 8x  ~ 4 > 4"X 2 "r 6 x  + 2 = Cs. This completes the proof tha t  dF(x)/dx > 0 for x >~ 2 . .  

6 -  682901 Acta mathematica 120. Impr im6  le 9 avri l  1968 
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g~,  is symplectic because ~ ,  is symplectic, and za~,(K)~Sp(�89 deg ~ , ) .  Thus 

F(3) = deg $2(7~a~,)- deg ~ ,  >/dim K. As F(x) is increasing for x I> 2, as ~Y(/c)= dim K, 

and as k is an odd positive integer, it follows that  k is 1 or 3. This proves the first 

statement. 

Suppose rank K > 1. Then we have ~s and ~ as defined above. Let  V be the set of 

all positive roots except for ~ and ~. Now 

deg ~2~, = (2/c + 1) (/~ + 1) ~ 2kdr + ~(~) 

and we h~ve termwise inequalities for the factors corresponding to roots ~ E V. Thus 

4 (2 k + 1) (k + 1) (deg zk~) 2 ~> (]c + 1) 2 (]~ + 2) 3 deg z2k,, (7.6) 

Suppose /c=~ 1, i.e., /c = 3. Then (7.6) says gs (deg ~r deg ~6~, so the identity 

2'(3) = dim K gives us 

dim K = �89 (deg zs~,)2 + �89 deg ~s~, - deg :7~6~: r ~ ~11 (deg z~,)2 + �89 deg ~ ~. 

Suppose further tha t  rank K > 1. Looking at the g~-term and the ~-term in the degree 

formula, we notice 

3 + 1  3 + 2  
�9 ~ -- ~ 7~. d e g ~ > ~ l + l  l + 2 d e g  _~Odeg 

Thus ~11 (deg ~ , ) 2  + �89 deg ~8~ >/~ (deg 7%)2+ ~ deg ~ t .  

This proves the second statement, q.e.d. 

Now we can run through cases. 

k 
7.7. LwMMA. The representation ~ o/ SU(n+ 1) given by ~: �9169169 

O~ 1 O~ 2 O~ r O~ n 

n = 4 s +  1, r = 2 s +  1, k =  1 or 3, satis/ies { (degas)2+ �89 d e g ~  = d e g ~ 2 ~ + d i m S U ( n +  1), 

3 1 
i /and only i /~: o or ~; o--o--o--o--o" 

Pro@ First suppose k -- 3. If s = 0, then n = 1 and deg gm~l = m + 1. Thus �89 (deg ~)2 + 

3 ~ O W  w e  �89 ~ = � 8 9 1 8 9  = 1 0 = 7 + 3 = d e g  ~2~+dim SU(2), which is our case ~: o" 

prove by induction on s that  �89 (deg ~8~,) 2 + �89 deg ~a~, > deg ~6~, + dim SU(n + 1) for s >t 1. 
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By Lemma 7.4 it suffices to prove dim SU (n + 1) ~< ~ (deg ~,)2 for s >~ 1. For s = 1 this 

says 35 ~<~-. 202, which is clear. The induction hypothesis is 

2 s + l ]  ' i .e.,36r2~<22 

We write this in the form (1" 2 . . .  �9 r) 2. 36 r 2 ~< 22 ((r + 1) (r + 2) . . .  (2 r)} 2. I f  we raise s to 

s + l ,  r goes to r + 2 ,  and we multiply the left side by  (r+2)4 ( r + l ) 2  r~ , and the right 

side by  ( 2 r + 1 )  2 ( 2 r + 2 )  2 ( 2 r + 3 )  2 ( 2 r + 4 )  2 
(r + 1) 2 (r + 2) 2 . The factor for the right side is larger, so the 

inequality persists. 

We may  now assume k = 1, so/ t  = ~r and s >~ 1. If  s = 1 then �89 (deg g~)2 + �89 deg ~ = 

1 �89 202 + �89 = 210 = 175 + 35 = deg z~a + dim SU(n + 1). That  is our case ~: o - -o - -o - -Q- - � 9  

Now we prove by  induction on s tha t  �89 (deg zt,)2 + �89 deg z~, > deg z2 ~, + dim SU (2 r) for 

s>~2. I t  suffices to show tha t  �89 ~,)2~>deg ~2~ + d i m  SU(2r).  For s = 2 ,  deg z % ~  

252, degxe2~ =19404 , and dim SU(2r)=99, so the inequality is clear. Let s > 2 ,  let S be 

the set of all roots a > 0  where ar=~0, and divide S into the set T ={~ES:  al=O=a~} 

and its complement U = {~1 +..- + ~r, ~r + ' "  + ~ ;  .-. ; ~1 +""  + ~-1 ,  ~2 +""  + ~ ;  al + ' "  + ~ } -  

Let  L be the subgroup SU(n-1 )  of SU(n+I )  with simple root system {~2 ..... ~-1}. B y  

induction on r, �89 T~,)2>~deg ~2~ +(2r--2)2--1  where ~, is the representation of L 

with highest weight v. Now d e g ~  = u . d e g  ~ ,  and deg~2~ = v . d e g ~ ,  where 

2 r -  2 r  4 r  2 u =  i~ l § l(~) r §  21} 2 
- -  . . .  

u l(~) r 2 r -  2 r - 1  r 

2+/(cr ~ r + 2  2r  ~2 2 r + l  4 ( 2 r - 1 ) ( 2 r + l )  
and v = I J - - / ( ~ )  = J r  " " 2 r ~ 2 J  " 2 r - ~ =  ( r + l )  2 

Now u ~ > v  shows tha t  �89 (deg g~,)2 grows more than  deg xe2~ when r, hence when s, is 

raised. Also u 2> (2r) 2 - 1  (2 r - 2) 2 ~- 1 so �89 (deg g~,)2 grows faster than dim SU (2 r) when r, hence 

when s, is raised. Thus our inequalities persist when s is raised, q.e.d. 

3 
7.8 L~MMA. The group K is o / type B n or Dn, i/  and only i/ ~ is given by �9 or by 
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k 
Proof. Let  K be of t y p e  Bn. Then L e m m a  7.3 says  A: o - - o - - . . . - - o = e  a n d  n =48 + 1 

~n ~n - 1 g2 ~1 

or 4 s + 2 ,  a n d  L e m m a  7.4 says  t h a t  k = l  or 3. Suppose  ]~=3 and  n > l .  Then L e m m a  7.4 

says  t h a t  2 n ~ + n = d i m K > ~  (deg ~g,)~-t-~ deg ~ =-~.22 22- +~ .2  n. Tha t  inequa l i ty  has  no 

3 
in tegra l  solut ion n > l .  Thus  ]c=3 implies  n = l ;  t h a t  is the  case Z: �9 which occurs as  

s 
2: �9 in L e m m a  7.7. W e  m a y  now assume ]c=1, so ~ = ~  and  n > l .  ~ can  be ob ta ined  b y  

compos i t ion  of the  inclusion B , = S 0 ( 2 n + l ) c  S U ( 2 n §  wi th  the  r ep resen ta t ion  

2n~+ n. There  are  no in tegra l  solut ions n > i .  

Le t  K be of t ype  Dn. Then L e m m a  7.3 says  t h a t  .~: � 9  �9 e~ n = 4 s  + 2 ,  s >~ 1; 
~n gn - 1 ~a \ C )  0~ 

a n d  L e m m a  7.4 says  t h a t  k is 1 or 3. I f / c  = 3, t hen  L e m m a  7.4 a n d  deg ~ ,  = 2 n-~ say  

t h a t  2 n ~ - n = d i m  K > ~ ' 2  en-~ ~ a~-~ + ~ . _  . There  are  no in tegra l  solut ions n>~6. Thus  k = l  

a n d  our  equa t ion  is 22n-a-t-2~-2=deg ~ 2 ~ + 2 n ~ - n .  I f  n = 6  t hen  d e g z ~ ,  = 4 6 2 = 2 ~ §  

2 ~ - 7 2 §  so we have  the  solut ion 2: � 9 1 6 9 1 6 9 1 6 9  . Now we will p rove  b y  induc-  

$ion on n tha t ,  for n > 6, the  represen ta t ion  7e~ of D n satisfies 

deg ~ ,  < 2  ~n-s +2n-~--2n  u §  

i.e., t h a t  2 2 n  - ~ > deg ~ ,  - 2 n-2 § 2n ~ - n. 

:For when n is ra ised to n + 1, the  new roots  a > O wi th  a l  :~ 0 are {al + ~a + a4 + .. .  + an+l;  

al-t-  aca+ .-. + ~n+l; a l  + a 2 + 2 a ~ a +  :r § --. § an+l; . .- ; a l § 2 4 7  + . . -  §247 SO 

deg =2 ~l is mu l t ip l i ed  b y  n + 2  n + 3  2 n + l  2 2 n + 1  n n + 1" "'" "2 n - 1 - ~ < 4. S imi la r ly  2 n-e is doub led  

a n d  2 n ~ - n  is mu l t ip l i ed  b y  a fac tor  less t h a n  4. B u t  2 ==-3 is mu l t i p l i ed  by  4. Thus  our  

e q u a l i t y  for  n = 6 becomes s t r i c t  i ne qua l i t y  for n > 6, q.e.d. 

k 
7.9. L E M ~ .  The repreventation ~ of Sp(n) given by o - - o - - . . . - - o - - . . . - - o : o  , n - r +  1 

and k odd, l<~r<~n, satis/ies �89 ~x)2+�89 deg ~ i - - d e g  ~ 2 a + d i m  Sp(n) i / a n d  only i /  

1 

2 : e  �9 o 

Proof. As before,  k i s l o r 3 .  L e t s = n - r + l ; t h e n d e g ~ =  - s - 2  
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usual  convent ion  t h a t  = 1  and  m 1 

7.4 says  2 n 2 + n = d im Sp (n) > ~ (deg - ~ "~ ee. 4 n z > 8 n 2 > 2 n 2 + n. Thus  k = 1. 

Given  an  in teger  b wi th  1 ~< b -<.< n we define 

P ( n , b ) = � 8 9  (deg z~ )Z -deg  z~2o and  Q ( n , b ) = � 8 9  z ~ - d i m  Sp(n). 

Then  our  degree equa t ion  is P(n, r)+Q(n, r ) = 0 .  Suppose  b<n .  Le t  T, denote  the  repre-  

sen ta t ion  of highest  weight  u for the  subgroup  S p ( n - 1 )  wi th  s imple roo t  sys tem 

{~1 . . . . .  ~ -1} .  Then  d e g z ~ b = u . d e g T ~  and  degze2~ = v . d e g ' c ~  where 

+ 2 + 

an =~ O an=~ O 

Thus: i/  b < n then P(n, b) > P (n - :  1, b). (7.10) 

2 n e + n  
W e  observe d i m S p ( n ) = w . d i m S p ( n - 1 )  where W = 2 n 2 _ 3 n + l .  W e  compute  u =  

2 n ( 2 n + l )  Thus  the  condi t ion  for u > w  is 3 n 2 - 1 2 n - 3 + 4 b + b 2 > O .  I f  
( n - b +  1 ) ( n + b +  5)" 

b= 1 this  says  n~>4; if b = 2  i t  says  n>~4; if b>~3 i t  is au tomat ic .  

Thus: i/ b < n, and i/ n >~ 4 or b >~ 3, then Q(n, b ) > Q(n - l ,  b ). (7.11) 

Jr~n maps  Sp(n) onto SP(�89 thus  r<n .  Let  L denote  the  subgroup  Sp( r+2)  

of Sp(n) wi th  s imple roo t  sys tem {~1 . . . . .  ~r+2}, and  let  T denote  i ts  r ep resen ta t ion  of h ighest  

weight  ~r. Then T maps  L onto a p rope r  subgroup  of Sp( 1 degT);  thus  P ( r + 2 ,  r ) +  

Q(r + 2, r) >~ O. I f  r + 2 < n t hen  (7.10) and  (7.11) s ay  t h a t  P(n, r) + Q(n, r) > 0. Thus r = n - 2. 

Suppose  n>~5. Then  Q(n,n-2)>~O.  Define U={~n_2; ~n_l+a~_~, cr 

~ + 0on-1 + ~n-~, Zr + ~ - 2  + ~ - a ;  ~ + ~ - 1  + Zr + ~n-a} and  l e t  V be the  c o m p l e m e n t a r y  

set  of posi t ive  roots.  As V contains  the  h ighest  root ,  we define (recall r = n - 2 )  

2a.+h ) 
and 

and  have  v 1 > v~. W e  also define 

v 

so t h a t  P(n,  n - 2) = u 1 v 1 - u S v 2. B u t  
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- -1"2"2"3"3"3"3"4"4"4"4"5"5- -50  and 
u ~ - - ~  ~ ~ ~ ~ z ~ ~ z ~ ~ ~ %-- 

- - s . ~ . ~ . ~ . ~ . ~ - - 5 0 ~ u ~ "  U 2 - - i ~  ~ -- 

Thus P(n, u - 2 ) > 0 .  As Q(n, n-2)~>0, tha t  contradicts P(n, n - 2 ) + Q ( n ,  n - 2 ) = 0 .  Thus 

n < 5. As n ~> 3 now n must  be 3 or 4. 

1 
Let  n = 4 .  Then ~t: 0--$--o----�9 so deg z ~ = 4 8  and deg z2z=825,  so �89 ~ j 2 +  

{ (deg 7~) = 1176 > 825 + 36 = deg ~2~ + dim Sp(4). Thus  n 4=4. 

1 
Now n = 3 so 4: o - - 0 = � 9  Here deg ~ .  = 14 and deg n2~ = 84, so �89 (deg ~ ) 2  + �89 deg ~ = 

105 = 8 4  +21  = d e g  ~2~ + d i m  Sp(3), q.e.d. 

0 - - 0 - - 0 - - 0 - - 0 - - 0  
7.12 LEMMA. I1 K = E  7 then ~ is given by 1 I , degree 56. 

�9 

51 52 53 (g4 ~5 ~6 
Proo/. We number  the simple roots o f  E 7 by  o--o--o--o--o--o. Then Lemmas  f 

O 5~ 

7.3 and  7.4 say tha t  ~=k~r; r is 1, 3 or 7; and /c is 1 or 3. We compute  deg~s  

d e g z ~ , = 2 7  664; d e g a s , = 9 1 2 ;  d e g z 2 , , = l  463; deg~2~3=109 120 648; d e g z ~ = 8 4  645. 

Now dim E7 = 133 and we have 

(27664) 2 > ~ (912) 2 > ~ (56) 2 > 133. 

Thus Lemma 7.4 says k = 1. Final ly we compute  

�89 (deg n~) 2 + 1 (deg u~l) = 1 596 = deg 7~2~ , + dim E7;  

�89 (deg 7qs) 2 + �89 (deg z~s) = 382 662 280 > deg. z2~ + dim E7; 

�89 (deg z~,)2 + �89 (deg z~,) = 416 328 > deg z2~, + dim E 7. 

Thus ~ =~1' q.e.d. 

Theorem 7.1 now follows from Lemmas  7.3, 7.7, 7.8, 7.9 and 7.12. 

8. The  case where  G is or thogona l  and X reduces  

As the first step in the classification for G orthogonal  and K simple, we prove: 

8.1. THEOREM. Let G be a simple(1) special orthogonal group and let K be a proper 

compact connected simple subgroup. Let Z be the representation o] K on the tangent space o/ 

G/K. Then Z is irreducible over the real number/ield but not absolutely irreducible, i/ and only 

(1) T h i s  m e a n s  G = S 0 ( n ) ,  n > 2 ,  n : ~ 4 .  
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1 1 
i/ the inclusion K-~G is given by o-- . . . - -o,  ad~oint representation o/ SU(n+I) ,  n>~2. 

~1 ~ rf 

3 3 1 2 2 1 
In  that case Z is given by �9174169169 i~ n = 2 ,  by �9169174169169 i / n > 2 .  

Note that  the adjoint representation of SU(2) simply maps SU(2) onto S0(3), and thus 

is not interesting in the context of the theorem. 

Proposition 5.2 says that  the inclusion K-~G=SO(N) is an absolutely irreducible 

representation 7~k(~,+~*) for some basic weight ~:r~r*, that  N~degzr~<~,+~*~, that  

- z  * (~7~ * *, and that  Z -  ~<~,+~)-~, ~(~,+~,)-~ �89 (degzr~<~+~*))~-�89 deg 7~(~+~*i=degz+dimK. We 

write the latter in the form 

�89 (deg zk(r ~ = �89 deg gk<r162 + 2 deg ~2 k(~,+~*)-~, + dim K. 

We now make a growth estimate on k, proving: 

8.3 LEMMA. The integer k is equal to 1. 

Proo/. :For each integer m > 0 we define 

Um= 1 (deg Zm(~,+~*)) 2, Wm = �89 deg ~m<~,+~*) an.d Wm= 2 deg 7"/:2m (~r+~*)-~r. 

We also define multipliers by 

Urn+ 1 =?lm Urn, Vm+l = Vm V,n and Wm+l =Wm Win. 

(8.2) 

~, :~*  shows that  K is of type A~, D2n+l or E s. Thus all simple roots have the same norm. 

Now a glance at (5.6) shows that  

Um = Yi Um (~), vm = 1-[ vm (~) and Wm = YI Wm (~), 
~r ~>0 ~:>0 

where um(~) = Vm(g) ~, V~(~)= (m+ 1) (a t+a t*)+l (~)  and 
m(a r + ar, ) + l(ot) 

2 ( m +  1) ar, + 2mar+ ~ a~ + l(o~) 
w~ (~) = ~ 7  ~ 2 ~ -  i ~  ~ J, + z(~) 

and the summation ~a ,  is extended over all simple roots adjacent to ar in the Dynkin 

diagram of _K. 

m + 2  
O b s e r v e  v m(O~r) m + 1 

m + 2  
and Wm (at*) = ~ if ~r* 

2 m + l  2 m + 3  
Vm(~r*). Also wm(~r) = 2 m -  1' Wm(~r*) 2 m +  1 if ar* s ~r, 

and a, are adjacent. Now (m +2)  4 ( 2 m -  1) (2m+ 1 ) = 4 m 6 +  
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32 m 5 + 95 m 4 + 120 m 8 + 40 m s - 32 m - 16 > 4 m 6 + 24m ~ + 59 m 4 + 76 m s + 54 m s + 20 m + 

{ m + 2 ~  4 2 m + 1  2 m + 3  2 m + l  m + 2  
3 = (m + 1)4 (2m + 1) (2 m + 3). Thus  \ m + - i ]  > 2 m - - - - - - i "  2 m----+-i > 2 m - ~ "  m + 1" This  

p roves  
u~ (~ ) .  um (~r,) > w~ (~ ) .  w;~ (~,) .  (8.4) 

L e t  g be a pos i t ive  root ,  ~4= a 4: ~ , .  Deno te  a = a~ + a~,, s = ~ a~ and  l = (a). Then  

( 2 m +  1)aS + 2 a l  2 a  
um(~) = 1-t and  win(a) = 1 +  

( m a + l )  2 2 ( m - 1 ) a + 2 a r , + s + l "  

W e  will prove  t h a t  u m (~) >1 wm (a), i.e., t h a t  

(*) { ( 2 m +  1) a s + 2 a / } { 2 ( m -  1) a + 2 a ~ , + s + l } > ~ 2 a ( m a + l )  s. 

F o r  m = 1 th is  inequa l i ty  is (3a s + 2al) (2at, + s + l) >~ 2a 3 + 4aSl + 2al 2, i.e., 6aea~, + 

3aSs + 4/aa~, + 21as >~ la 2 + 2a 3. I f  a~ = O, t hen  at ,  = a and  the  inequa l i ty  follows; if ar > 1 t hen  

0--0--0--0--0 
#r: 1 I SO 8 ~ a  r a n d  the  inequa l i ty  follows; now suppose a ~ = l .  I f  a ~ , > 0  

O 

t hen  2ar,>~a a n d  the  inequa l i t y  follows, so suppose  a~ ,=0 .  Then  the  inequa l i ty  says  

3s+21s>~l+2; as ~ = ~  we have  s>~l and  I>~2 so this  is clear. Now (*) is p roved  for m = l .  

To prove  (*) for m > 1 we le t  m range  as  a real  va r iab le  and  we different ia te .  Thus  we 

mus t  p rove  2a2{2(m -- l )  a + 2at,  + s + l} + {(2m + 1) a ~ + 2al} 2a >~ 4ma 3 + 2ael which is clear  

b y  inspection.  This completes  the  proof  of 

Um(~)>~Wm(a) for ~ > 0 ,  ~r4:~4=~r,. (8.5) 

Combining (8.4) and  (8.5) we have  um> w~. A n d  v~ > 1 shows u~ > v~. This says  

Um+l-{Vm+l+ Wm+l + d i m  K} > U m - { V , ~ +  W~ + d i m  K}. (8.6) 

Le t  v = ~ r + ~ * .  Then  ~p is or thogonal  and  7~v(K)~ SO (deg~v).  As ~2~-~r a n d  ~sv-~,* 

are  s u m m a n d s  of A 2 ( ~ ) ,  th is  shows t h a t  U 1 ~ V1 + W1 + d i m  K.  I f  k > 1 then  repe t i t ion  of 

(8.6) says  U k > V k + W k + d i m K .  But  (8.2) says  U k = V k + W k §  This proves  k = l ,  

q.e.d. 

8.7. L E M ~ A .  K is o/ type A~, l <~r<~n/2. 

Proo]. Suppose  t h a t  K is no t  of t y p e  A~; then  ~r 4~* implies  t h a t  ~r is g iven b y  

1 1 
0--0--0--0--0 0--0--0--0--0 /0 
1 o[ or  ol or o--...--O\o (n odd,  n~> 5). 
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then 

~1 ~2 ~3 ~4 ~5 
0--0--0--0--0 Suppose K = E~. We number  the simple roots [ as before. If  r =  1, 

O--O~O--O--O O--O--O--O--O 

A=~1-~#5: I l 1 and 2 A - ~ , = # 2 + 2 } ~ :  1 [ 2. 
0 0 

Then we calculate d e g z a = 6 5 0  and d e g z ~ _ a , ~ 7 8  975. Thus �89 (degT~)~-�89 degT~a = 

210 925>158 028=2  deg ~2a_~+dim K. ~qow r=~l. I f  r = 2 ,  then 

1 1 1 1 2 
o--o--o--o--o and 2 2 - ~ 1 + ~ a + 2 # ~ :  o--o--o--o--o 

f I 
0 0 

We then calculate degTea=7O070 and deg~zx_: ,=252808452.  Thus �89 (deg~z) ~ -  

�89 deg 7ez = 2 454 867 415 >505 616 982 = 2 deg z2z-~ + dim K. We conclude K :#E 6. 

Now suppose K = Dn, n >~ 5. We number the simple roots o - - o - - . . . - - o .  , and 

will prove by  induction on n tha t  

(*) �89 (deg ~+~)2  > �89 deg ~1~_~2 --~ 2 deg ~2~1+2~-m + dim D~. 

For n = 5  we have d e g z ~ + ~ = 2 1 0  and deg~2~+2~ . . . .  =6930;  thus �89 ~= 

22 050 > 14 010 = �89 deg z~+ ~ + 2 deg ~ , + ~ _ ~ ,  + dim D~. Now suppose n > 5. Let  ~, denote 

the representation of highest weight v for the subgroup ] } n - ~  with simple root system 

{~1, ~2 ..... g~-l}. Then we have multipliers defined by  

�89 (deg zer162 2 = t" �89 (deg z~1+r 2, deg ~r162 = u - d e g  Tr 

2 deg z2~,+2r = v. 2 deg r2~,+2~-~ 

and dim D ~ = w - d i m  Dn:I.  

2 q2 _ q, w e  have 

- -  n-1 A n - 2  From ~ , I + , , - A  (u,.), ~1+$2  = ('~6n_l) and dim Dq : 

2 n ( 2 n - -  1) 2 n 2 - n  
t = u 2, u and 

( n +  1) ( n -  1) w =  2n~_  5 n +  3" 

The positive roots of D~ which contribute to v are (a) those with an > 0, a 3 > 0 and a 2 = 0, 

and (b)those with an > 0  and a~>O. As 2~1 + 2~2-~1 :  o - - o - - . . . - - ~  2 ,_  those satisfy- 

ing (a) form a system o - -o - - . . . - - � 9  and contribute a factor of 2 2 n -  2 

t o  v. T h e  r o o t s  ~ > 0 w h i c h  satisfy (b) are {r + ~3 ~- : "  -~ ~n, ~1 ~- ~2 ~ - - . .  ~- ~n, ~1 -~ ~2 ~- 
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2 :c a + :c~ + .. .  + :c,, . . . ,  a~ + a~ + 2 :c3 + . . .  + 2 ~n-~ + :c~}. They  con t r ibu te  to  v a fac tor  of 

n + 2  n + 3 [ n + 5  2 n + l ]  4 ( 2 n - 1 ) ( 2 n + l )  

n - l "  n [ n + l ' " 2 n Z ~ f -  ( n + l ) ( n + 4 )  

4 n ( 4 n  ~ -  1) 
Thus  v - 

( n - 2 )  ( n +  1) ( n + 4 ) "  

Not ice  n(2n - 1) = 2n 2 - n > 2n e - n - 1 = (2n + 1) (n - 1), and  (n - 2) (n + 4) - n e + 2n - 8 > 

n e - 1  as n > 5 ;  now this  shows t>v. A n d  t>u  and  t>w are  clear. Thus,  using the  

induct ion  hypothes is  on D~_I, we have  �89 (deg 7e~+~) ~ = t. �89 (deg ~+~,)2 > t.  �89 deg ~a+$~ + 

t.  2 deg ~ + 2 ~ - ~  + t. d im Dn_ ~ > �89 deg ~ , + ~  + 2 deg ~ + 2 ~ - ~  + d im D~. Now (*) is proved,  

This shows K # D ~ ,  complet ing the  proof  of the  lemma,  q.e.d. 

8.8. LEMMA. A representation :~ o/ S U ( n + I ) ,  ~ = ~ r + ~ r *  with ~r=t=~*, satisfies 

1 1 
�89 (degT~)e= �89 d e g : ~ + 2  deg:e2~_: + dim S U ( n + l )  i/ and only i /~:  o--.. .--o. 

Proo/. W e  label  the  simple roots  o - - o - - . . . - - o  . N O W  ~r $ = ~ n + l _ r ,  SO we m a y  assume 
1 C~2 6~n 

1 ~<r -~< �89 

F i r s t  suppose r = l .  I f  n = 2  then  d e g a s = 8  a n d  d e g ~ _ a , = 1 0 ;  thus  1 ( d e g a s ) 2 =  

32 = 4 + 2 .10  + 8 = �89 deg 7~ + 2 deg 7e2~_:~ + dim A s. Now let  n > 2. ~ is t he  ad jo in t  repre-  

senta t ion,  
deg 7~ = n 2 + 2n = dim SU(n + 1). 

2~ t - : c l=~2+2~n;  we compute  deg~z2~_:,=�88 ). Thus  � 8 9  2= 

�89189 + ( n - - 1 ) ( n + 3 ) + 2 } = � 8 9  degTe~+2 degT~2~_~+dim S U ( n + I ) .  This  

proves  the  equa l i ty  for r = 1. 

Suppose  r >  1 and  le t  S U ( n - 1 )  denote  the  subgroup  of t h a t  t y p e  wi th  s imple roo t  

sys tem {:c~ . . . . .  :c~-1}. Le t  ~, denote  the  r ep resen ta t ion  of S U ( n - 1 )  wi th  h ighest  weight  ~. 

F ina l l y  define mul t ip l iers  b y  

d e g ~ = x . d e g T ~ ,  deg~2~_~ =y-deg~2~_:"  a n d  d im S U ( n + l ) = z . d i m  S U ( n - 1 ) .  (8.9) 

1 1 1 3 
Let  r=�89 I f  r = 2  then  ~: o - - o - - o - - o  and  2 ~ - g r :  o - - o - - o - - o .  F o r  t h a t  case we 

calcula te  �89 (deg 7~) ~ = �89 3 > �89 +2(700)  + 2 4  = �89 deg ~ + 2  deg ~2~-:r + d i m  SU(n + 1). 

N o w  suppose r > 2 .  The roots  of S U ( n + I )  which are  no t  roots  of S U ( n - 1 )  a re  t he  

61 +""  + :cm a n d  the  az + . . .  + :cn. Thus 
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{ r + l  r + 3  r + 4  2r+~}2 2 r + 2  4 ( r + l ) ( 2 r + l ) 2 a n  d 
x =  r r + l  r + 2 " " 2 r -  2 r  r ( r + 2 )  2 

r r +  1 
_ �9 

Y= 1 r r + l J l r  r + l J [ r + 2  r + 3  "'" 2 r - l J  2r  

r §  ( 2 r +  1)2 ( 2 r +  3) ~ 
- - - 1 6 - -  

r - 1  (r + 2) (r + 3) (r + 4) (r + 5)" 

By expanding we check (r - 1 )  (r + 3) (r + 4) ~ r(r + 2) ~ and ( 2 r + l ) ~ ( r + 5 ) ( r + l ) >  

r ( r + 2 )  (2r+3)e;  it  follows that  x 2 >y.  That  x 2 > x  and x 2 >z  are clear. 

Now suppose 1 < r < n/2.  Then we compute 

x =  r + l  n - - r  r ~ l  n - - r + 2  n n r 2 ( n - r + 2 )  2 

and 

Y = r  1 r 

___4~ {n ~ n ~ }  � 9 2 4 7  �9 n - - r  �9 r + 6 � 9  . 2 

n - - r + l J  r + 2  n - - r + 3  "'" n -  n 

n(n+ 1) 2 ( n + 2 )  2 (n+  3) 2 (n+ 4) 
(r-- 1 ) r ( r+  1) (r +2)  ( n - r §  2 ) ( n - - r +  3 ) ( n - - r +  4 ) ( n - - r +  5)" 

r + 3  r + 4  n - - r + 2  n - - r § 2 4 7  r §  n - - r + l  

�9 - lJ l � 9 1 4 9  
r + l  r + 2  "�9149 n - - ~  n - r +  r r + l  n - r - 1  

n - r + 3  
n - - r  

An extremely unpleasant expansion shows x 2 > y. Again x 2 > x and x 2 > z are clear�9 We 

have proved: 
x2>y, x2>x and xe>z for 2~r~ �89  (8�9 

We have proved �89 (deg T~)2= l d e g  ~ + 2  deg T2~_: +dim SU(n-1)  for r=2 .  By 

induction, we have �89 (deg T;~)~>�89 degz~§ §  SU(n-1)  for r>2 .  Now 

(8.9) and (8.10) give us �89 (deg ~ )2  > �89 deg ~ + 2 deg ~2~-~, + dim SU(n + 1) for r > 1, q.e.d. 

Theorem 8.1 is immediate from Lemmas 8.3, 8.7 and 8.8�9 

9. The estimate for the case where G is orthogonal with Z absolutely irreducible 

The estimate is: 

9.1 P~OPOSlTION. Let ~r be a basic weight o /a  compact connected simple Lie group K.  

For every integer m >~ 1, define 

U m = �89 (deg ~ , ) ~ ,  V~ = �89 deg ~m~, and W~ = deg ~2m~,-~," 
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I /  m >1-2 then Urn+ 1 - Vm+ 1 - -  Win+ 1 > U m - 1,/m - -  W m .  I / z ~ , ( K )  ~ SO (deg z~,) in case :r is a 

terminal vertex (~) on the Dynkin  diagram o] K,  then U s - V 2 -  W2 > U x - V~ ~ W~. 

Proo/. We define multipliers by  

U m + l = n m U m ,  V m + l = V m V m  a n d  W~+~=w~W~. 

Given a root  a > 0  we define a=~r  and l=~(a ) .  Let  S be the set of all simple roots  

adjacent  to ~ in the Dynkin  diagram of K,  and let ~ E S. Then  n ~ -  <~, ~> 

_ 2(o~,, (~''~,>~r> is 1 if I1 ,11 >t II  ll and is ~ otherwise. Observe kr - ~r = (k - 2) ~r + 

~.sn~ ~.  For  our  given ~ we define S=~sn~d~. Now a glance at  (5.6) shows 

2 m a + s + l  2a  
wm=HWm(~ w~(~) 2 ( m _ l ) a + s + l = l + 2 ( m _ l ) a + s + l ,  

v,~ = KI Vm(a) vm(~)  ( m + l ) a + l  ~>0 m a + l  , and 

um=KIu,~(:r u m ( a ) = v m ( a ) ~ = l §  ( 2 m §  
~>o (ma § l) ~ 

I f  m~>2 then { ( 2 m + l ) a 2 + 2 1 a } { 2 ( m  - 1 ) a + s §  2, with s t r ic t ine-  

qual i ty  when a > 0. Thus u~ (a) >1 wm (~), and um (~) > Wm(O~) in case a > 0. Now 

i/ m >1 2 then Um > Win. 

Now let m = 1. We compute  

3a~§  2la  2a  
U l ( ~ ) = l d  (a§ and w l ( a ) = l §  s §  

(9.2) 

Suppose a > 0. I f  s ~> ~a, then 3as + 21s > al + 2a ~, so (3a 2 + 21a) (s + l) > 2a(a + I) ~. Thus 

i / s > ~ a > O  then u l ( a ) > w l ( a  ). (9.3) 

Suppose s < ~a. I f  ar ~> 3 then  ~ must  be one of a few roots of exceptional groups, and  

one easily checks tha t  

~ = 3 ~ 1 §  ~ for K = G ~  e ~ o  and  r = l  (9.4) 

is the only possibility. Now suppose ar = 2. I f  ~ is a terminal  vertex of the Dynkin  d iagram 

(1) I n  other  words, there  is no condit ion if ~r is interior to the  Dynk in  diagram. ]But if ar i~ 

not interior, then ~ ,  must be orthogonal with image ~= SO (deg ~,).  
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and go denotes the unique adjacent root, then s < w  says n0a0iigoll~< a~i]0~ri] ~. I f  ] ia:r i i~ 
I1~011 ~ then no is the quotient so ~o<~. As ~ 0 . 0  because 2~, is nog a roog, now ~o=1 and 

~ o + 2 ~  is a root, which contradicts II~rll2>~ll~oIl~. ~OW II~rll~<ll~oll ~, SO n o = l  and 
ao<tl l~rlP/II~oll=<~. That  says ao=0,  contradicting the fact tha t  2at is not a root. Thus 

:r must  be interior to the Dynkin diagram of K, and by  the argument for terlninal vertices 

we have 0r and ~r in S with a , > O  and a2>O. I f  II~,ll~>~lt~,ll ~ then ~ i l l~r l l~=, , ,~ l< ,<  

@11~,11 . so  a 1 = 1 .  I f  also Ila, ll.~>ll~,ll ~ then a 2 = l  and s>21l~,l l~>~a; thus 11~,11~<11r ~, 
and now ll~,ll~=211~rll ~ because rank K > 3 .  We calculate 11~,ll~+2~211~ll~=n,e~+n,a~< 

~<~ll~rll~; that is impossible. Thus II~rll~< 11~117" Similarly II~,ll~<ll~ll ~. ~ut  o = ~  

cannot be contained in a Dynkin diagram. We have proved ar 4=2. Finally suppose a r = 1. 

Then s < w  says ~<~ll~rll ~. Let goES. I f  11~,112>11~oll ~ then noao=aoll~rll:<*<+ll~rll:; 

thus ao=O. I f  II~rll~< II~oll ~ then no~o>aoll~,ll2 so again ao=0.  We have proved: 

i/  s < ~a, then either oc = o~ or oc is given by (9.4). (9.5) 

We eliminate the odd case (9.4). There degz~ , =7  and degxrz~l=27, so ut=729/49.  

Also 2 ~ - ~ 1 = ~ 2  and dega~,=14,  and 4 ~ - ~ = 2 ~ + ~ z  and zt2~,+~, has degree 189, so 

w~ =189/14. As 729.14=10 206>9  261 =49.189, this shows: 

i~ K = G 2  *=--o and r = l ,  t henu~>w, .  (9.6) 

Now we need roots to overcome ~ .  We look for a set F of positive roots such tha t  

ce~eF and ]-~Ul(~)>]-[wl(0~ ). (9.7) 
F P 

I f  rank K ~> 4 and ar is not a terminal vertex on the Dynkin diagram of K, then We choose 

a subdiagram A of rank 4 with ~ interior to A. We run through the possibilities for A. 

~1 ~2 O~r Of 4 

(1) A: o - - o - - o - - o .  Here we define F={~r ,  a2+~,., ~ r + ~ ,  a2+~r+ad ,  ~1+cr 

at § a4} and calculate ~-~r ul(~) = 16 > 140/9 = l i p  wl(~). 

G(I 0~r ~2 
(2) A: contains o--o----$. Define F={ar ,  air+a2, gr-}-2Cr gl+(~r, ~l-}-0r ~1-1- 

~ + 2a~, ~1 + 2 ~  + 2a2}. Then I~r  u1(cr = 49 > 286/7 = l-It w~(a). 

6r ~r ~2 
(3) A: contains e--e----o. Define F = {a~, ~l + ~ ,  cr + ~2, 2~r + 0% ~1 JF ~r-~ 0~2, 0~1-~ 

2:r + ~z, 2 ~  + 2~r + ~}.  Then I~r  ul(a) ~- 2025/49 > 286/7 =l-~r w~(a). 

~1 ~2 ~r ~4 
(4) A: o ~ - o - - o - - o .  Here we imitate case ( l ) ,  defining F={cr ~2+~r, ~ + ~ ,  ~ +  

~r + ~ ,  2~i + ~ + ~r + ~ }  and calculating 1-It ui(~t) = 16 > 140/9 = I-It wi(~) 
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6(1 6(2 6( r 6(4 
(5) A: o = o - - o - - $ .  Again we imitate case (1), defining F = { ~ r ,  ~ 4 - ~ ,  ~ 4 - ~ ,  

~ § ~r 4- ~4, ~ + 2 ~  4- 2 ~  § 2 ~ }  and calculating l-Jr u~(a) = 16 > 140/9 = l - I r  Wl(~). 

(6) A : o - - o (  ~ 6(~. Define F = {~;  ~1 4- (~r, ~2 4- ~r, ~a 4- ~r; ~ i  4- ~2 4- ~r, ~2 -~ ~S 4- ~r, 
6(1 6 ( r \ O  6(a 

as 4- ~ 4- ~r; a~ § as 4- aa 4- at}. Then ~-[r u~ (a) = 625/9  > 49 = I~r  wl (~). 

This covers all possibilities for A. We have proved: if rank  K >~4 and  zr is interior to 

the Dynkin  diagram of K, then  there exists a set F satisfying (9.7). I n  fact, in considering 

cases (2) and (3), we also proved this for K of type  B s or C s. As A s is the only other type  

of rank 3, and as the rank  must  be at  least 3 if there is to be a root  interior to the  diagram 

we summarize as follows. 

I /  K O=A a and ~ is interior to the diagram, then a set F exists satis/ying (9.7). (9.8) 

:Now let ar be a terminal vertex on the Dynkin  diagram of K. We examine some pos- 

sibilities ~F for a subdiagram containing ~r; the number ing is continued from the cases for 

A listed above.  

ccrO~6(a 6(~ 6(5 
(7) ~ :  0 / : 0 - - 0 - - 0 .  Here we def ine F = {~r, ~r + ~3, ~r + ~ + ~s, ~r + ~2 + 0cs + ~4, 

6(2 

~r4-6~2-~2~34-~Z4, ~r4-6~24-~34-~44-6~5 ' ~Zr4-6~2-~2~S-~-6~44-6~5, ~r+~2+2~3-t-2~4+~5}.  T h e n  

I~r  ul(~) = 441/16 > 55/2 = ~ r  Wl(Zt). 

0 - - 0 - - 0 - - 0 - - 0  
(8) 1F: % [ I n  this case we define F to be all l~ositive roots on the 

O 

system 1F which involve ~r- Then YIr u~(~) = 169 > 154 = 1-~r wl(~). 

6(r 6(2 6(1 
(9) ~F: o = o - - o  �9 We define F = {gr, ~r 4- ~2, 2gr 4- ~2, ~Zr 4- g24- ~ ,  2~r 4- ~2 q~ gl, 

2g~ 4- 2~ 2 4- gX} and  calculate I ] r  ul(a) = 1225/64 > 18 = 1-~r wx(~). 

6(r 6(2 6(1 
(10) 1I~: �9174 We define I~={~r, ~ r + ~  2, ~r-~-~24-~1, 

Zr + 2 ~  + 2al} and  calculate I-i t  ul(a) = 36 > 273/10 = l-~r wl(zr �9 

9 a. 114 1287 
(11) ~F: 6(~ Then U l -  24" 52" 133 10 O - - O ~ - - - O - - O "  > = wl" 

6561 26163 
(12) ~F: 6(r Then u l =  > - -  wl. o - - o = o - - o ~  16 98 

121 221 
(13) ~F: o--06(r.  Then u l=  4 >11-=w1" 
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O - - O ~ O - - O - - O - - O - - O  
(14) ~F: ~r' ] 

O 

35" 52. 13 ,23  
Then u 1 15 ~ > 22 " 72 - wp 

If the terminal vetex ~, is not contained as shown in one of the configurations ~F just 

considered, then the position of ~ in the Dynkin diagram of K must (by classification) be 

one of the following 

U) 0~r 
o - - , . . - - o  , rank K > 1 

% rank K > 1 (11) 0 - - , . . - - 0 = "  

0 
(12) O r ...--O C , r a n k K > 3  

\ O  

(sJ % rank K > 1 
O - - . . . - - O ~ O  ~ 

% rank K = l  (s~) o 

O - - O - - O - - O - - O - - O  

(s~) I ~ 
0 

except for the case which is settled by (9.6). In case (u), z~, is unitary, not self dual, hence 

not orthogonal. In cases (/i), 7~,(K) is the full SO (deg ~ , ) .  In cases (si), zL  is symplectie, 

hence not orthogonal. Thus those cases are excluded by hypothesis in considering the 

inequality of Proposition 9.1 for m = l .  We summarize as follows. 

(9.9) I[ ~ is a terminal vertex with zi~(K) ~ SO (deg zf,), then a set F exists satis/ying (9.7), 

Combine (9.3), (9.5), (9.8) and (9.9), using the fact that  u l (~ )= l  =wl(g ) whenever a = 0 .  

This gives: 

(9.10) I /  ~ # 1 and i / ~ ( K )  ~ SO (deg ~ , )  in case ~r is terminal, then ut > wl. 
�9 O - - O ~ O '  

We also notice 

1 then U 2 V 2 - W ~ = 1 5 > O = U  1 - V 1 - W 1 .  (9.11) I /  ~ = o - - o - - o '  

We complete the proof of Proposition 9.1. Let  m>~l be an  integer. If m = l ,  suppose 

1 
~r 4= o - - o - - o ,  and further assume z~,(K)~ SO (deg ~ , )  if :or if a terminal vertex. Then 

u,,>w,~ by (9.2) and (9.10). Notice also um>vm>l.  Now Um+~-Vm+x-W,n+l=umUm - 

v,, V,n - w m  Wm > um' Urn-- V,~ - Wm) > Urn-- V,n-- W,n. With (9.11), this proves our asser- 

tions, q.e.d. 
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lO. The classification for the case where G is orthogonal  with Z absolutely irreducible 

The classif icat ion is: 

10.1 T ~ o n ~ M .  Let g be a simple special orthogonal group and let K be a proper compact 

connected simple subgroup. Then the representation Z o / K  on the tangent space o/ G/K is 

absolutely irreducible, i/ and only i] (G, K) is one o] the ]ollowing 

G K z ~  X 

so(5) 

so (20) 

so(7o) 

SO (2 n 2 + n) 

S O ( 2 n 2 + 3 n )  

S O ( 1 6 )  

SO ( 2 n  2 - n - 1) 

SO (2 n~ + n )  

so (43) 

SO ( 2 n  2 - n )  

S()(2n2+n-1) 

su(2)/z~ 

SU(4)/z4 

su(s)/z~ 

SO ( 2 n  + 1) 

SO ( 2 n  + 1) 

Sp in (9 )  

Sp (n)/Z2 

Sp (n)/Z2 

Sp (4)/z~ 

SO ( 2 n ) / Z 2  

SO ( 2 n ) / Z 2  

4 
O 

2 
O--O--O 

1 
O--O--O--O--O--O--O 

2 
O: �9 if n= 2 

1 
0--0--...--0-----�9 if n>2 

(adjolnt) 

2 
0--.,.--0~---�9 n>~2 

1 
O--O--O= �9 

1 
�9 �9 �9 0 n > ~ 3  

2 

(adjoint) 

1 
� 9149149 

o-o....-o< 
(adjolnt) 

6 
0 

1 2 1 
0 - - 0 - - 0  

1 1 
� 9  

1 2 
O : Q  if  n =  2 

I 2 
0 - - 0 ~ � 9  i f  n = 3  

2 1 
O - - O - - O - - . . . - - O = O  i f  n > 3  

2 2 
O=e i f  n =  2 

2 1 
O - - O - - . . . - - O ~ - - - � 9  i f  n > 2  

1 
0--0--0~---�9 

1 i 
�9 - - � 9  if  n = 3  

1 1 
�9 - - � 9 1 4 9 1 4 9  if  n > 3  

2 1 
�9 - - � 9  n~2, 

2 
Q Q �9 0 

/o i 
I0--0\0\ 1 i f  n = 4  

~ / o  
O--O--O--...--Oko i f  n > 4  

2 I /0 
0--o--...--o<0 n i>4 
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G K ~ J Z 

so  (12s) 

SO (7) 

S0 (14) 

SO (26) 

S0(52) 

so (78) 

S0 (133) 

so (24s) 

�9 I 

Spin (I 6)/Z~ 

G2 

Gg 

F4 

Fa 

E6/Zs 

ET/Z2 

Es 

1 
/ o  

0--0--0--0--0--0~0 

1 

1 
0--~--0 

(adjoint) 

1 
0 - - 0 = 0 - - 0  

1 
0--0:0--0 

(adjoint) 

0--0--0--0--0 
I 

�9 
(adjoint) 

0--0--0--0--0 0 

I I 
o 

(~djoin~) 

o--o--o--o--o--o--o 
I 1 

�9 
(adjoint) 

1(o 
O--O--O~O--O--O 

0 

1 
0--=0 

3 
o~--o 

1 
e--Q~---O--O 

1 
0--0~0--0 

1 
0--0--0--0--0 

I 
�9 

1 
0--0--0--0--0--0 

I 
�9 

1 
0--0--0--0--0--0--0 

t 
�9 

where the inclusion K ~ G = S O ( N ) ~ G L ( N ,  C) is the absolutely irreducible representation 

~ o / K  with highest weight 2 indicated in the chart. 

Remark. S0(5) /{SU(2)/Z2} = ( Sp(2)/Z~} / { SU(2)/Z2}. 

I f  K is n o t  of t y p e  A n t h e n  we  no t i ce  t h a t  t h e  a d j o i n t  r e p r e s e n t a t i o n  of K is one  of 

t h e  poss ib i l i t ies  for  :z~. C o m b i n i n g  th i s  w i t h  T h e o r e m  8.1 a n d  w i t h  t h e  f a c t  t h a t  d i m  K ~=4 

for  K s imple ,  we h a v e  t h e  fol lowing.  

10.2 COROLLARY.  Let K be a compact connected simple Lie group, n = d i m  K. Let 

:z: K -> SO(n) denote the ad]oint representation and let Z denote the representation o/ K on the 

tangent space o/ SO(n)/~(K). Then Z is irreducible over the real number field, and Z is absolutely 

irreducible ~] and only ~/ K is not o/type A l total ~ 2. 

W e  go on  to  p r o v e  T h e o r e m  10.1. 

7 -  682901 Acta mathematica 120. Imprim6 le 9 avril 1968 
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Let  Z be absolutely irreducible. ~re will eliminate all possibilities for z~x except those 

listed in the theorem, and in the process we will check that  Z is absolutely irreducible f o r  

the listed zx. 

For the moment  we set aside the case where K = G 2  and G=S0(7);  Then Proposition 

5.2 says that  the inclusion K-~G is an absolutely irreducible representation ~ for some 

basic weight ~ = ~ *  of K, and that  

�89 (deg erz~,) 2 = �89 deg zeg~, +~deg z~2~g _~. + dim K. (10.3) 

I f  ~ , ( K )  ~ SO (deg z~,), then �89 (deg ~r~,) 2 + �89 deg ~ ,  ~> deg ze2r _:, + dim K, so Proposition 

9.1 says k = 1. I f  either zr = SO( deg ~r or ~r~,(K) ~: SO (deg z~:), then we stil l  have 

ere~,(K) ~ SO (deg ~r~,) because ~ = ~ * ,  so Proposition 9.1 says k=2 .  We now run through 

cases. 2 denotes k~r. 

4 2 
10.4 LEMMA. I /  K is o/ type An, then (1) n = l  with2: o , or (2) n = 3  with2: o o o 

1 
or (3) n =7  with 2: o - - o - - o - - o - - o - - o - - o .  

Let r = 2  so n = 3 .  

2 
check for 2: ,�9169 o 

dim A a, 

Remark. In  case (1), G/K = S0(5)/(SU(2)/{ + I}) = Sp(2)/SU(2); in the latter, A~-+C~ is 

3 
given by o .  

Proo/. ~=~*  says that  n = 2 r - 1  and K has diagram o - -o - - . . . - - � 9  Now or- 

thogonality of ~kr is equivalent to kr=--O (modulo 2). 

m 
Let r = 1 so n = 1. The representation with  highest weight �9 has degree m + 1. Now 

(10.3) becomes � 8 9 1 8 9  which has solutions 4 and - 1 .  Thus 

4 
k=4 ,  ~: o .  

1 1 / 0  
Then ~ :  o - - � 9  so ~ : ( K ) = S 0 ( 6 ) .  Thus  k =  2, and we 

that  �89 (deg 7~) ~ = 200 = 10 + 175+ 15 --' �89 (deg z~) + deg ~2~,2~ + 

2 
I f  r = 3  then n = 5  and kr~--O (mod 2) says k=-2: But for 2: � 9  we 

compute �89 (deg zz)2 = 1(175)Z > 1(175)+ 11 340 + 35 = �89 deg zez + deg z~2z_~8 +d im A 5. .~ 

1 
I f  r ~ 4  then n = 7  and k = l .  W e  check for 2 :  o 0 o 0 - - o  o ~ tha t  

�89 (deg 7~) 2 " � 8 9  deg ~ =  2415 = 2352 + 63 = degz2~_~, + dim A T. 

Let r > 4; we will prove �89 (deg ~,)2 > �89 (deg z~,) % deg Jr,~,_~, +d im A~r-1. Le t  T~ denote 

the representation of highest weight v for the subgrbUp A2r-8 With simple root system 
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{a~, a~ . . . . .  ~2r ,2}.  By induction if r > 5 ,  and as just seen if r=5 ,  we have �89 (degz~,)2>~ 

�89 deg z~, + deg ~2~,-~, + dim A~_~. Now define multipliers by 

deg x~, = x.  deg ~ ,  deg ~ _ ~ ,  = y" deg ~ ~_~, .and dim A~_i  = z" dim A2~_~. 

{ a~+l(a)l:~ l~ a r + / ( ~ ) ~ n + l  4 r - - 2  
W e  compute x =  ai>YIo=a " ~(~7 J [an>O=a, ~)  J n - -  r 

To calculate y we no te  2~ : - ~  = ~_~ +~.~.  The roots involving ~1 and just one of {~_~, 

g~+x} are ~l+. . .+~r_~ and a l + . . ' + a r ;  those involving ~, and just one of {~r• ~r+X} 

are a~ +...  + a ,  and ar+~ +...  + ~n. 

{ r r+Xl~ Ie~ e / / 2 }  ~ 2r+l 4re(2r.l)(2r+l) 
Y= r-l" r j [~=~+i-- 2r- l -  (r -1)2 (r + 2) 2 

Observe (check for' r = 5 and differentiate; i terate  three times) that  (2r - 1) (r -1)~ (r + 2) ~ - 

rt(2r+ 1)=2ra-8ra--5r2+12r-4  is positive for r~>5: I t  follows that  xe>y: And x > l  

gives x~> x > 1. Finally notice t h a t  z = (4r ~ - 1)/(4r ~ -  8r + 3) < x ~. Now �89 (deg 7q,) ~ 

�89 deg g ~ , .  deg 7~  _:, - dim A2~_ i > x~{�89 (deg ~ ) ~ ' -  �89 deg ~ ,  - deg ~ _}, ~ dim Ae~ ~} >7 0, 

which proves oui' assert ion.  PropOsition 9.1 shows that  w e m a y  replace ~r by any 

multiple and retain the inequality. Thus we cannot have r >4, q.e.d. 

10.5. LEMMA. I /  K is O[ type B,,  n ~  2, then 

2 1 
(1) ~ is the ad]oint representationl given by ,~: o----$/or n = 2  and by ,~" o--o~-...--o-=e 

/or n>2 ,  o~ 
2 

(2) ~ has degre e 2n2+3n, given by 2:, o--�9 . . . . .  �9 or 
1 

(3) n =4  and ~ is the spin representation, ~:, O--O:-o--_o. 

0:1 ~ o~ 
Proo]. We first examine B2: o=-�9 If ~=k ~ i th en  k = 2  because ~1 is symplectie; we 

check 1 (deg ~2~1) ~ = 50 = 5 + 35+ 10 =�89 (deg 7~2~1) +deg ~4~,-~1 +dim B~. I f '  ;t =k~ 2 then 

k = 2  because z~(B2)=S0(5);  'we Check �89 ~ 9 8 = 7 + 8 1 A : i 0 = ~ d e g z ~ 2 a +  

deg ~a~ . . . .  + dim B 2. Our assertions are proved for n = 2. 

Now assume n > 2. We number the simple roots by 0:~ 0:~ 0:~ Suppose 1 = ~i- 
Q=O--...--O " 

[ 2 n +  1\ 
Then deg ~r~= 2 n a n d  degze2~_~,=~degxe~=[ n : -  1 ) '  so. (10.3)says~ lg22= 

{~2n + I'~ n}= The solution,is n= \ n - I ] + 2n2:+ ' O. ~only 4, gi~ing case .(3) of the lemma. Now 

suppose ;t = 2 ~i. Let  ~, denote the representation of highest weight v fo~ the ' gubgr0up 

B,_i  with simple root system {~i, ~ ,  ,..,~n=i}. ,Define multipliers by 
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deg 7 ~ ,  = x- deg Tee, deg g,~,_~ = y .  deg z,~,_~, and dim Bn = z- dim B~_~. 

The roots involving ~ a n d  ~ are {(21 §  § 0~n, 2 g  1 + 0~ 2 §  § ~n, "", 20(1 §  ~ 2gn--1 § gn}" 

And gl § § 0~n-1 is the only root  involving a~ and an-~ but  not  an. Thus  

2 n + l  ~ 2 n + 4 2 n + 6  4n  } 2 n + l  
x ~ - -  2 

2 n - 1  [ 2 n  2 n §  n + l '  

2n  2 n + 3  2 n + 6 / 2 n  + 10 2 n §  12 4n§ 4 n ( 2 n +  1 ) ( 2 n §  3) 
u=2~-2 2n-1" 2~ ~ 2  "2~-~'""a-T--a/= (~-1)(n+2)(~+4) 

715 54 
y = ~ - i f n = 5 ,  y = l l  if n = 4 ,  Y=-:~:~-o if n ~ 3 .  

if n > 5 ;  

I f  n > 5  then (n --1) (n + 4) > (n + l ) ~ and (n + 2) ( 2n + l ) > n(2n + 3), implying x2 > y. I f  n = 5  

then  x 2 = 121/9 > 715/63 = y ; i f  n = 4  then x 2 =324/25 > 11 =y ;  if n = 3  then x 2 = 49/4 > 54/5 =y .  

Thus  we have x2>y.  Note  tha t  x > l  so x 2 > x > l  and tha t  z = ( 2 n 2 + n ) / ( 2 n 2 - 3 n + l ) < 3  

< x < x  2. By induct ion if n > 3 ,  and as we proved if n = 2 ,  l ( d e g T 2 r 1 8 9  

deg ~4r + dim B._I. Now �89 (deg :792~) 2 - -  {�89 deg ~2r § deg ~r4~ . . . .  + dim Bn} > x2{�89 (deg T251) 2 - 

i deg T 2 ~ -  deg T4~ . . . .  - dim B~_I} >~ 0, violating (10.3). Thus ;t 4=2~1 for n > 2. 

Suppose )l = k~ .  Then k = 2 because z~(Bn) = S0(2n + 1). Now we compute  deg ~r,~, = 

2n ~ + 3n and deg z4~ _~,, = �89 - 1) (n + 1) (2n + 5). Thus �89 (deg ~r~) 2 ~- �89 4 + 12n 3 + 9n 2) = 

1(2n2 + 3n) + �89 * + 12n 3 + 3n 2 - 5n) + �89 2 + 2n) = �89 deg 7~er + deg z ~  _~ § dim B~. 

Suppose ;t =k~,~_ 1. Then k = 1 because ~r~_x(B~) c S0(2n 2 +n) ,  so zz  is the adjoint  

1 2 
representat ion ~r~._. Calculating separately for n = 3  (2~_1-an_ i :  � 9  and  

1 1 
n > 3 ( 2 5 ~ _ 1 - ~ _ 1 :  o - - o - - o - - . . ,  o = o ) ,  deg ~ l_a~_~--1-(n-1)~ ( 2 n + 3 ) n ( 2 n + l ) .  Thus 

�89 (deg 2 _  1 7~_~) - - ~ ( 4 n  + 4 n  a + n  2)=�89  2 + n ) + � 8 9  ~ + 4 n  ~ - 5 n  2 - 3 n ) + � 8 9  2 + 2 n ) =  

�89 deg ~ ._~  + d e g  ~2~_~-~,_~ + d i m  B n. 

We summarize the last four paragraphs  as follows: Lemma 10.5 gives precisely those 

cases for which 2 = k~r with r = 1, n -  1, or n. Thus  we need only show tha t  2 ~ r ~< n -  2 

violates (10.3). 

Suppose r = 2 ~< n - 2. Then ~ = ~ .  We retain the nota t ion tha t  7,  denotes the representa- 

t ion  of highest weight v ~for the B~_~ with simple root  s y s t e m  {a~ ... . .  an-i}. I f  n = 4  we 

check �89 (deg ~ ) 2  = 3528 > 42 + 2772 + 36 = �89 (deg ~ , )  + deg ~,~,_~ + dim B,. Now assume 

n >4 ;  b y  induction we have �89 tdeg ~ , )~- '{ �89 deg v~, + deg ~2r + dim B~_~} > 0 Define 

mul t ip l ie r s  b y  

deg ~ 5  ~, u,  deg ~ ,  and  deg re~,_a, =v" deg ~2~,_a,, 
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Then  we calculate 

2 n ( 2 n +  1) 4n(2n+ l ) ( 2 n +  3) u.~. 
u = -  and. v = < 

(n + 2) (n - 1) (n - 2) (n + 2) (n + 5) 

As u z > u  > (dim B,) / (dim ]~n-1) >0 ,  we now have  

1 (deg ~ ) ~  - {�89 deg 7e~ + deg ~2~,-~, + dim Bn} 

> u~[�89 (deg T~,) ~ -  {�89 deg ~ ,  + deg ~2~,-~, + dim B~_I} ] > 0, 

violating (10.3). Thus  r ~ 2  for n >~ 4. Now we need only show tha t  3 ~<r ~<n - 2  violates (10.3). 

Suppose 3 ~< r ~< n - 2. Then  n >~ 5 and  2 = ~ .  As before we define mult ipl iers  b y  

deg ~ = s . d e g ' v ~ , .  and  deg 7 ~ _ ~  = t . d e g  ~ _ ~ .  

Now we compute  

n - r §  l] ( n + r +  l ) . . . ( 2 n +  l) ( n - r ) !  2 n ( 2 n +  1) 
8= and 

2 n -  11 ( n - r +  1)~ 
n - r ~  

(n+r ) . . . ( 2n - -1 )  (n§  ( n - - r §  

t= 2 n ( 2 n + l ) ( 2 n + 2 ) ( 2 n + 3 ) _ _ <  s2" 
(n - r) (n + r) (n - r + 3) (n + r + 3) 

I f  r < n - 2  we use induction,  and  if r = n - 2  we use our verif ication for the  adjoint  repre- 

sentat ion of Bn-1, concluding t ha t  �89 (deg z~, )2_ {�89 z ~ , + d e g  ~2~_~ + d i m  Bn}> 

s2[�89 (deg Tf,) 2 -- {�89 deg T~, + deg T2~ _~, + dim B~_I} ] > 0. This violates (10.3). Thus  we cannot  

have  3<~r<~n-2, q.e.d. 

10.6 LEMMA. I / K  is o/type C~, n>~3, then 
2 

(1) ~ is the adjoint repre.sentation, given by ~: e - - e - - . . . - - e ~ o ,  or 

1 
(2) ~ has degree 2 n ~ - n - 1 ,  given by ~.: o - - o - - . . . - - o = � 9  or 

1 
(3) n=4and2:  �9 �9 �9 o 

Remark. Here  the  similari ty be tween  type  B n and C~ is striking. I t  suggests the  pos- 

sibility of a cohomological t r ea tmen t  of our results on representat ions.  

Proo/. We n u m b e r  the simple roots o ~ o - - . . . - - o  o .  Suppose ~ k ~ n .  Then  

k = 2  because z~, is symplectic,  so ~t =2~n and  7~ is the adjoint  representat ion.  W e  check 

�89 (deg ~2~,) 2 = �89 + 4n 3 + n2) : �89 (2n 2 § n) -]- �89 4 + 4n a - 5n 2 -- 3n) + �89 2 + 2n) : �89 deg g2~n 

+ d e g  ~a~,-~, + d im Cn. 
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Suppose 2 = k ~ _  1. Then k = l  because z~,_l(C~) ~ SO(2n 2 -  n - l )  = S0(deg z~,_~). Now 

we check �89 7 ~  ~) ~ = �89 - 4n 3 - 3n 2 + 2n + 1) = �89 2 - n - 1) + �89 4 - 4n a - 9n 2 + n + 2) 

+ �89 ~ + 2n) = �89 7c~n_~ + deg ~2~;/• + dim C~. 

Let  Tv denote the representat ion of highest weight r for the subgroup C~_ 1 with simple 

root  system {zq . . . .  ,Cen_~}. I f  n = 4  we compute  �89 ~ t ~ , ) 2 ~ 8 8 2 = 2 1 §  

�89 deg 7e~ + deg ~z2~ . . . .  + dim Ca; this gives case (3) of the lemma: Now let n > 4. As just  seen 

for n = 5 ,  and~ hy  induction for n > 5 ,  we have �89 (deg v~)z>~�89 deg z~ ,+deg  ~2~,_~,+dim C~_ 1. 

Define multipliers by  

deg z ~  = a .deg  r~  and deg ~ . . . .  = b . d e g  r2~ . . . .  �9 

2 n + l  (n + l)(2n + l)(2n +3) 
We compute  a = 2  n + 2 -  and b = 4  (n -1 ) (n+4) (n+5)  " One checks ae>b for n~>5. As 

before, it follows tha t  �89 (deg~ , )~> �89  degz~+degz~2~ ,_a ,+d im C~. I f  2=k$~ then this 

shows k = I by  case (10) for tF in the proof of Proposit ion 9.1, and the lat ter  violates (10.3). 

Thus 2:4:k~t for n ~ 5 .  

Let  2=k~l .  As just seen, this implies n~<4, so n is 3 or 4. I f  n = 3  then  k = 2  because 

1 
� 9  is symplectic, and we calculate �89 (deg ~ ) 2  = 3528 > 42 + 1638 + 21 = �89 (deg ~ )  + 

1 
deg ~r~ ,_~+dim C3; thus n = 4 .  I f  n = 4  then k = l  because o-- - -o--o--o  is orthogonal,  

and we have already checked (10.3) for 2 =~1 with n = 4 .  

The proof of Lemma 10.6 is now reduced to showing tha t  we canno t  have 2 ~<r ~<n - 2 .  

Le t  r = 2 ~< n "  2 :and define multipliers by  

deg gr = c.  deg ~ and deg g2 ~,-~, = d .  deg 72 ~-~ .  

2 n ( 2 n +  1) n ( 2 n +  1) ( 2 n +  3) 
We compute  c (n - 1 )  (n + 3}" If  n~>6 we calculate d = 4 ( n _ 2 ) ( n + 3 ) ( n + 6 ) < c ~ ;  if 

n = 5 then  d = 195/18 < 3025/256 = c2; if n = 4 then  d = 396/35 < 576/49 = c2; now c 2 > d 

for n >~ 4. And trivially c 2 > c > (dim Cn)/(dim Ca-l) > 0. As has been checked when n = 4, 

and by  induct ion if n >4 ,  �89 (deg T~) 2 >~ �89 deg ~ ,  + deg T2~-~ + dim'C~• it follows tha t  

�89 (deg~r~) e > �89 deg ~r~2 + deg zr2~,_~ + dim Cn. N o w  Proposi t ion 9. ! shows t h a t  2 = k~ 2, 

n >~ 4, would contradict  (10.3). The proof of Lemma 10.6 i s thus  reduced to showing t h a t  

we cannot  have 3 ~< r ~< n - 2. As before, we define multipliers by  

deg zr~, = U, deg Tr and 
we c o m p u t e  

2 n ( 2 n +  1) 
u - a n d  v = 

( n - r +  1 ) ( n + r + 2 )  

deg ~2~,-,,, = v.  deg T2~ L~; 

2 n ( 2 n +  1) ( 2 n +  2) ( 2 n +  3) 

(n--r) (n- -r+ 3) ( n + r +  2) ( n + r §  5) 
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and we c h ~ k  .u2 >v  arid l t2>u >(d im C,)/(dim C , ~ ) >  1. As we saw for r = n - 2 ,  and by  

induction on n - r  if r <  n- -2 ,  we  have �89 (degxj~>~ �89 d e g ~  + deg z2~,-~,+ dim C,_ 1. 

I t  follows that  4=~ ,  violates (10.3). Now Proposition 9.1 says 4 = ~  if 4 = k ~ .  Thus we 

cannot have 3<~r<~n-2, q.e.dJ 

(1) 

10.7 L ] ~ .  I / K  is o] type Dn, n>~4, then 

at a is the ad~o{nt representation, given by 4: o--o . . . .  =o  O' or 

2 / o  
(2) 7e~. has degree 2 n 2 + n + l ,  given by 4: o- - � 9  

(3) n = 8  and ~ is the hall spin representation given by 4: 

o r  

O--O--O--O--O--ONx 0 

O~ 1 C)~0~$ 0r 4 O~ n 
Proo/. We label the simple roots by  jo--o--~..--o and let ~ denote the repre- 

~ 2 0  ~ 

sentation of highest weight v for the subgroup Dn_ 1 with simple root system {~1, ~e ... . .  

~Zn--1}. 

I f  4 = / c ~  then k = 2  because 7~,iO~i=S0(2n ). And we check �89 ( d e g ~ 2 j 2 = l ( 4 n 4 §  

4 n a - 3 n 2 - 2 n §  = �89 + n - 1 )  +�89 + 4 n a - 9 n 2 -  n + 2) +�89 2n)= �89 deg :~2~§ 

deg 7e4~ _~, + dim Dn. 

I f  4 = k ~ _  1 then k = l  because z~_I(D~)~ S0(2n 2 -n ) .  Then ~=7e~n_~ , adjoint repre- 

representation, and we check �89 (deg z~)e = �89 4_ 4n 3 + n e) = �89 2 _ n) + �89 a - 4n a - 

5n e + 3n) + �89 2 - 2n) = �89 deg ~ + deg ~2~-~,_~ + dim D~. 

I f 4 = ~  1 then (10.3) says 22~-3=2~-2+ n - 2  + (2n2-n ) ;  n = 8  is the only solution, 

and ~1  is orthogonal for n = 8; this gives ease (3) of the lemma. 

])efine mult~ipliers by  deg ~2~ ~ p" deg Te~ and deg ~4 ~-~, = q" deg "c4~-~. Then 

2 2 n =  1, n ( 2 n - -  1) ( 2 n +  1) p2 p~ 
p =  = and  q = 4  >q  As > p >  n ( n : - 2 ) ( n + l ) ( n + 4 )  for n>~5. S o  for n>~5. 

(dim Dn)/(dim D~ 1) > 1, we have '�89 (deg,~2~l) 2 ' -  {~ deg ~ ,  + deg ~t~,_~l + dim D~} > 

p2[�89 (deg ~ ) 2  _ {�89 deg ~ + deg ~ ,_~ ,  + dim _ } . . . . .  y Dn 1 ] >~ 0, the last inequalit having checked 
~ ~o ~o2 

on o - - o  ~ o - - o  for n = 5, and being the induction hypothesis of n >5.  :Now 
O O 

(10.3) shows 44:2~1 if n >4.  

We have jus t  seen that  4 =/c~ 1 implies n = 8  and k =  1; or  n = 4  and k =2; the lat ter  is 

included in case (2) of the lemma:  I f  4 =]c~ we ,change notation, coming back to the case 

4 = k ~ .  I f  4 ='k~§ 3 ~r<~n-2;  t h e n ' k = l  because 7eS=An-r+~(~e~, ) maps D n onto a proper 

subgroup of SO (deg ~ , ) .  Now we need only check tha t  4 4:~r whenever 3 ~<r ~<n-2.  
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Let 2=~r, 3<~r<~n--2. Define multipliers by  d e g z ~ = u . d e g v ~ ,  and degz2~_~ = 

v.deg v2~-a~- Then, calculating separately for r = 3  and r > 3 ,  

2 n ( 2 n -  1) 4 n ( n +  1) ( 2 n -  1) ( 2 n +  1) 
u and v 

( n §  1) ( n - r +  1) ( n - r )  ( n - r §  3 ) ( n + r -  1 ) ( n § 2 4 7  2)" 

Itfollows t h a t u  2 > v. :Now �89 (degT~,) ~ - {�89 deg ~ ,  + deg ~2~,-~, + dim Dn} > u 2 [�89 (deg 2 T~ r ) -- 

(�89 deg ~ § deg T2~-~, § dim Dn-~}] >~ 0, where the last inequality was checked 

i /% 
o--o . . . .  --O\o ) for n - r = 2  and is the induction hypothesis if n - r > 2 .  This con- 

tradiets (10.3). Thus 2 4 ~ r  for 3 <~r<~n- 2, q.e.d. 

We finally come to the easy case. 

10.8. L ~ M ~ A .  I / K  is an exceptional group, then 

1 1 
(1) K = G  2 and 2: e ~ o  or 2 :  e ~ o ;  or 

1 1 
(2) K = F  4 and 2: e - - e = o - - o  or 2: a - - a - - - - o - - o ;  or 

O--O--O--O--O 
(3) K = E ,  and 2: I ; or 

� 9  

O--O--O--O--O--O 
(4) K = E 7 and 2: 1 I ; or 

�9 

O--O--O--O--O--O--O 
(5) K = E  s and 2: [ 1. 

�9 

I n  each case, the first-mentioned possibility/or 2 is the case where ~ ~ is the ad]oint representa- 

tion. 
51 5 2 

Proo/. Let K=G2:  e-- - - �9  We compute �89 ( d e g ~ g ~ ) 2 = 9 8 = 7 + 7 7 + 1 4 = � 8 9 2 4 7  

deg 7e2~_~ +d im G2. Thus 2 =~2 is admissible. 2 =~1 is case (c) of Proposition 5.2, and 

�89 (deg ~2~1) 2 = �89 > �89 + 189 § 14 = �89 deg 7~2~ 1 § deg ~4~ . . . .  § dim G 2. 

Now 2 is ~1 or ~2 by  Proposition 9.1. 

54 53 52 ~1 
Let K=F4:  s - - e = � 9 1 6 9  We compUte 

�89 (deg ~,)2 = 1352 = 26 + 1274 + 52 = �89 deg g~l + deg ~2~1-a, + dim Fa, 

�89 (deg z~)2 = 831 538 > 637 + 420 147 + 52 = �89 deg z ~  + deg 7~2~_a~ + dim Fa, 

�89 (deg z~.)2 = 1(74 529) > 1(273)+ 19 278 + 52 = �89 deg 7e~S + deg z2~,_a. + dim F4, 

�89 (deg ~,)2 = 338 = 13 + 273 + 52 = �89 deg z~, + deg ~2~,-~, +d im F a. 

Now Proposition 9.1 sayS that  2 is ~1 or ~4. 
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~1 ~2 ~3 064 ~5 
Let K =E6: o - - o - - o - - o - - o .  Then  ;t =]C~r , ~r =~*, says r=3 or r ~6 .  We calculate 

i 
O r162 

1 (deg ~ . )2  _ �89 deg z$. = 4 276 350 > 2 453 814 § 78 = deg ~2~,-:, § dim E 6 

�89 ~r _ �89 deg ~ .  = 3003 = 2925 + 78 = deg z2~.-~0 + dim E6. 

Now Proposit ion 9.1 says ~t=} 6. 

a 1 cr 063 064 065 066 
Let K=ET: o - - o - - o - - o - - o - - o .  Then  z~,, ~ .  and  ~ ,  are symplectic while ~ . ,  

I 
O o~ 7 

7e~,, ~ and  7~, are orthogonal.  We compute 

�89 (deg g ~ ) 2  _ �89 deg ~2~, = 1 069 453 > 915 705 + 133 - deg z4~,-a, § dim E7, 

�89 (deg ~ , )2  - � 8 9  deg 7~, - 1 183 491 > 980 343 § 133 = deg z2~.-~, §  E7, 

�89 (deg ~ , )2  _ �89 deg ~ .  = 382 634 616 > 209 868 813 § 133 = deg z2~.-:. + dim ET, 

�89 (deg ~,)~ - �89 deg z~, = 66 886 348 375 > 19 903 763 880 + 133 = deg z2~,-a, § dim E7, 

1 (deg z~0)2 _ 1 deg z ~  = 37 363 690 > 24 386 670 § 133 = deg ~2~,-:~ § dim ET, 

�89 (deg z~.)2 _�89 deg z~, = 8778 = 8645 § 133 = deg ~2~,-~. + d i m  E7, 

�89 (deg ~ , )2  _ �89 deg ~ ,  = 415 416 > 365 750 § 133 = deg ~2~,_~, § dim E 7. 

l~ow Proposit ion 9.1, together with case (7) of ~F in its proof, shows tha t  2=}6.  

061 062 063 064 065 066 067 
Let K = E s :  o - - o - - o - - o - - o - - o - - o .  Then  we calculate(~) 

I 
O 06s 

deg g ~  = 248; deg ~ = 30 380; deg ~ .  = 2 450 240; deg ~ ,  = 146 325 270; 

deg z ~  = 6 899 079 264; deg ~ ,  = 6 696 000; deg ~ = 3875; deg 7~. = 147 250. 

Now we compute 

1 (deg z~,)2 - �89 deg z ~  = 30 628 = 30 380 § 248 = deg ~2~ . . . .  § dim Es, 

�89 (deg ~ ) 2  _ �89 deg ~ = 461 457 010 > 344 452 500 § 248 = deg z2~ . . . .  § dim E 8 

�89 (deg z~.)2 _ �89 deg z~. = 3 001 836 803 680 

> 1 283 242 632 840 § 248 = deg z2~.-~, § dim Es, 

�89 (deg ~ a ) 2 - � 8 9  deg ~ ,  = 10 705 542 247 123 815 

> 2 118 568 836 696 000 § 248 = deg ~2~,-~, § dim E~, 

(1) Note that this does not agree with Dynkin's table 30 in [6], which is incorrect for E a. 
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�89 (deg z ~ ) 2  �89 deg 7~ = 23 798 647 342 027 851 216 

> 1 704 723 757 359 480 000 +248 = deg ~ _ a 0  +d im Es, 

�89 (deg ~,)2 _�89 deg ~0 = 22 418 204 652 000 

> 7 723 951 192 125 +248 = deg ~2~0-:, +d im Es, 

�89 (deg 7~) e - �89 deg 7~, = 7 505 875 > 6 696 000 :~ 248 = deg z2~,-~, + dim E8, 

�89 (deg 7e~,) 2 - �89 deg ~ ,  = 10 841 207 625 > 6 899 079 264 + 248 = deg z2~.-~ + dim E s. 

Now Proposition 9.1 says 2 = ~ ,  q.e.d. 

Theorem 10.1 now follows from Lemmas 10.4, 10.5, 10.6, 10.7 and 10.8. 

11. Summary and global formulation 

We summarize and l"efo~mulate the results of Chapter I as follows. 

l l .1  T~EOR]~M. The table on pages 107-110 gives a complete list o/ the nonsymmetric 

simply connected coset spaces M =G/K, Where ~(1) G is a connected Lie group acting e//ectively 

on M and (2) K is a compact subgroup whose linear isotropy action Z on the tangent space o/ 

M is irreducible over the real number ]ield. (Explanation of table; 7~ denotes the inclusion 

K->G; i/ G is locally isomorphic to a classical linear group, then ~ is listed as a linear re. 

presentation o/ ~," i/ G is exceptional, then ~ i8 given as a linear representation ~ o] (~ and a 

linear representation fi o/ ~ such that f l (~)c  a~(~), The center o /G  is denoted Z, and Nc(K ) 

is the normalizer o / K  in G.) 

Let M'  = G'/K' be an e//ective coset space o /a  connected Lie group by a compact subgroup, 

where the identity component Ko acts irreducibly on the tangent space o/ M'.  Then there is an 

entry M = G / K  in.the table, a central subgroup Q c  Z o/G,  and a subgroup K " c  N~(K) with 

K =  Ko= N~(K)o, such that G' =G/Q and K '=(Q.  K")/Q. 

Proo/. Theorems 1.1, 2.1, 3.1, 4.1, 6.1, 7.1 and 8.1 give us all the information in the 

chart except for ~a) ~he global isomorphism classes of G and K within their respective local 

isomorphism classes (b) Z and (c) Na(K)/Z. As Z is specified (and so listed) by  G, we need 

only check items (a) and (c). 

Let  rank G = r a n k  K. Then G is centerless and K ~has center of order 3. This specifies 

the listed forms of G and K .  

Let rank G > rank K, Then K is centerless. L e t  G denote  the simply connected group 

with Lie algebra (~, let /~ be the  subgroup generated by ~, and let Q denote the center 

of /g.  Then G -- G/Q, k = K/Q and Z = Z/Q where Z is the center of G. 
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Suppose that  G i s  of type Az, Cz, G2, F4, Ee, E7 or E s. Then we have ~ realized as a 

simply connected linear group and the inclusion z: 1 ~ - ~  is given as a linear representation 

zr~. 5Tow Q is cyclic of some order q. Let L~ be the root lattice of ~c and let Lwt be the weight 

lattice. Then the class [~] of ~ in A=Lwt/L~ has order q in the finite abelian group A 

which is isomorphic to the center of the simply connected version of K. This specifies the 

listed forms of G and K. 

Suppose that  G is of type Dz or Bl, locally isomorphic to S0(m) with m being 21 or 2l + 1. 

In  order to repeat the trick used above, we must replace S0(m) by  its two-sheeted covering 

= Spin(m). As a Lie algebra inclusion~ z is given.as an absolutely irreducible representa- 

tion ~ :  ~ - ~ ( m ) .  Now we compose Jr~ with the spin representati:on (r of ~ t  or ~t ,  looking 

at the highest summand ~,  of a-7~. I f  ~1 > ..- >~m are the weights of the usual representation 

~t=l 5~ is t he  highest weight of ~. Now let ~=)Ll>~2>.~ >~m be the of CO(m), t h e n  1 l 

weights of ~r;; it follows that  
= �89 +),2 + . . .  +~t). 

I f  y is any weigl~t of ~ ' ~  ~, then y = �89 + ~1 -jr- -~- ~t) for some choice of signs, so y ~ v modulo 

the lattice generated b y t h e  At. I f  ~ has a zero weight, i.e., if 7~(K) is centerless, then it 

follows that  [y] = [v] in A, so the projection a-s~(~)-+s~(~) is an isomorphism on the group 

level. In  that  case we will usually use 7~(~) rather than  ( r . ~ ( ~ )  to find the order q of the 

center Q of K. Note there that  Q is cyclic. 

Let K '  denote the subgroup of S0(m) generated by  ~ ( ~ )  and let Q' be its center. The 

orders q and q' 0 IQ s Q' are related by  q =~'  if[v] =[~] or by  q =2q'  i f  [2v] =[/~], arid we 

can read off q' from the diagram of ~. Thus we need only check which of the two situati6ns 

apply. 

I f  K is of type At ( /+1 odd), G2, ~4, Es or Es, then the simply connected group with 

Lie algebra ~ has center of odd order. Thus q and q" are odd, so q =q '  because q = 2q' is 

impossible. 5Tow we need only'check the caseS where K is of ~type A~,_~, Bt, C~, D t or E~. 

SUppose that  sz  is the adjoint representation. Then q ' =  1, ~ is the highest root and  

is half the sum of the positive roots. As noted in w 5, this implies 2<u, a,} 1 for every 

simple root ~ .  Thus v =  ~" ~,  sum of the basic weights. 

Type A~_t: ~ ~ ~ o - - o - - . . . - - o .  Then A={z}  ~ Zs~ and [~e] ~ z  g. Thus [~] = [ ~ ]  =z  r so q=2 .  

Type Bt: o - - o  . . . . .  o = ~ .  Then A={z} ~ Zz, [ ~ ] = 1  for k<l and [~]=z .  Thus Iv] = 

[~t]=z so q=2 .  

Type Ci: �9 �9 . . . - - ~ = o  . T h e n  A = { z ) ~ Z  2 and [~]=z~: I f  l = 4 r  o r / = 4 r + 3  then 

[v ]= l  so q = l ;  if l~4r+l  o r / = ~ r + 2  then [vJ~z so g = 2 .  
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Type D2,: 0 - -0 - - . . . - - 0~ ,  ~ a~,_~, Then A = {zi}  x {z2} =~ Z~ x Z2, [$~] =z~ for k < 2 r -  1, 
g2 r 

[~2~-i] = ziz2 and [~,] = z~. I f  r = 2t then  Iv] = 1 so q = 1;, if r = 2t + 1 then  Iv] = z 1 so q = 2. 

6r i 

Type ET: o - - o - - o - - o - - o - - o .  We compute  2v = 27a~ + ~ n ~ ;  thus [v] 4= 1 in A =~ Z2 

O 

so q = 2 .  

We extend the  method:  

11.2 L E p t A .  I /  oq i8 a simple root o/ K let h t be the non-negative integer defined by: 

{O, oq ..... h ~ i )  are weights o/:t~ but ( h , + l ) ~  t is not. Then v = ~  {�89 

Proo] o] lemma. Let  (~v-p~ t . . . . .  ~v+qat) be a maximal  ~,-string of weights of ~z~. 

Let  ~ be the simple three dimensional subalgebra of ~ with positive root  zr :~((~t) has 

t race 0 on the sum of the weight sp~ces of the string; thus <~]~-v ~v+]o~t, o~t) =0.  I f  ~v>0, 

not  a multiple of ai, then each ~p +?':q >0 .  Now the positive weight system decomposes 

into SoU 13~=1 Sr where So={(0),  ~t . . . . .  htai)  and the Sr are strings. Thus 

2@,a~>_ ~ <i~t, at> 1 h~(h~ + 1). Q.e.d. 
<~,,~t> ,=o ~ <~t,~t> 2 

2 1 
I f  n~ is given by  o--o--o or by  o--o--~=o 

i, so v = ~ ~.  Thus 

then  we calculate t ha t  hi = 1 for each 

2 1 
i / : ~ :  o--o--o thenq=2=2q';  i / :r i :  e--~--e=o t h e n q = l = q ' .  

2 1 
Let  ~z: o . . . .  - - o = o .  The usual matr ix  representat ion :t~: o - - . . . - - o = e  of t n  as 

~ ( 2 n + 1 )  has we igh t s  71>y2>. . .>ye~+l ,  yn+l=0 ,  ?j+72n+2_j=0,  {Yl .. . . .  Yn} linearly 

independent.  A2(7~) is  the adjoint  representation, so { + 7i, -+ 7i + YJ}I.<~, J<n: t . ;  are the 

Y1--~)2 ~ 2 - - ~ 3  ~)n-- 1 -- Y" Yn 
roots, and the simple roots are given by  o o .:. o ~ - * .  S~(:t~)=zex@l, so 

OCl ~2 ~n -- I ~n 

(+Y~, + ? t  +Yj}~<~. ~.<n are the weights of :~. Thus  {~ ,  ..., an 2~n} are weights of :r~ while 

{2~ 1 ..... 2~n_l} are not.  Now v =~1 +. . .  +~:n-i +3~:n. Thus Iv] # 1  EA, so q=2q' =2 .  
2 ~o 1 (o 

Let  :~x: 0 - - . . . - - 0  has weights o" The usual matr ix  representat ion :~ :  0 - - . . . - - 0  0 

71 ~ ..' >72~, YJ~7~n+~-J ,=0, {)'1, ...,,Y~} l~nearly independent.  A2(~z~) i~ the  adj.oint repre- 

sentation, so { + yt • Y~}i< ~, ~<n; t*j are the roots and the simple roots are given by  



G E O M E T R Y  AND STRUCTUt tE  O:F I S O T R O P Y ' I R R E D U C I B L E  H O M O G E N E O U S  SPACES 113 

O-  . . .  0 0 

x ,  

~n 0 ~ n - t + ~ n  

S2(~r) = ~ r |  1, so { _  y , _  Y J}l<,. J<, are the weights of ~ .  Thus { g l  . . . . .  ~r~} are weights 

of ~ while {2~ 1 ..... 2=n} are not.  Now ~ = ~  ~.  Thus Iv] = 1 and q = 1 = q '  if n is even, Iv] 4=1 

and q = 2 - 2q' if n is odd. 
1 1 

Let  ~ :  � 9 1 4 9 1 4 9  . The usual matr ix representatio n ~ :  � 9 1 4 9 1 4 9  of ~n 

has weights Yl > ... >Y2n, Ys + Y2n+l-) = 0, {Yl .... , y ,}  linearly independent.  S2(~v) is the a d- 

joint representation, so { _  y , _  Yj}I<,. j<, are the roots together  with _+ Yt ~-Y! =0 ,  and the 

~x-Y2 ~2-Y8 Y~-I-Y. 2y~ 
simple roots are given by  � 9  �9 . . . .  - - � 9  - -o  , A2(zr~)=~a@l, s o  {"b),',"~-yt}l<,i.i<~n.~.i 

are the nonzero weights of z~. T h u s  {0c1, .:. , ~n--1} are weights of ~ while {2~ 1 . . . . .  

2~n_1, ~,} are not.  Now v = ~ - i  },. I f  n has form 4r or 4 r + l  then [ v ] = l  and q=l =q'; 
if n has form 4 r + 2  or 4 r + 3 ,  then [v] ~1  so q = 2  =2q ' .  

There remain only the three cases in which ~a has no zero,weight,~ i.e., in which K '  has 

nontrivial  center. 

Let  ~ :  o - - c - - o = � 9  Then K '  is s imply connected, so q > q' is impossible. Thus q =~/'. 

1 
Let  xa: o - - c - - o - - o - - o - - � 9  Then K '  = SU(8)/Z, in G' = 80(70). Let  g generate the 

center of ~ = Spin(70). Then z has order 4 and z 2 ~/s I f  z r K, then Q = {1, z2}, so G =G/Q = 
80(70) ~ K =Is = 8U(8)/Zs: T h a t  inclusion contradicts the original setup. Thus z ~/s 

and q = 2q' = 4. 

Final ly let ~ :  � 9 1 6 9 1 6 9 1 6 9 1 6 9  half spin representat ion of ~)s. Let  

1 (o 
o - - o - - o - - o - - o - - o  denote the usual representat ion as |  and le t  y1> . . .>~216  

O 

denote its weights. Then  2 = �89 +. . .  + Ys). Now let ; t=  21 ~> ... ~> ;t6~ denote the positive weights 

of 7e~; they  are just the  �89 -+ Y2- . . .  -+ Ys), where t he  number  of minus signs is even. Let  S~. 

consist of  those of the form �89 + ey2 + e3Y3 +. . .  + esYs), e = _+ 1, eg = _+ 1, in which just j of 

the signs eg are - 1 ;  let ~ ,  t be the sum of the elements of S~, ~; note t ha t  S+.~ is emp ty  for 

j odd and S _ l  is e m p t y  for j even :Now v = ~  ;t~ is given by  

(E;.0+ E+:,)+ (Y§ E+.,) + 

Given 2, = �89 (y~ + Y2 + 5~ et y~) e S+.~ we have '2, = �89 (Yl + Y~ - 5~ s e~ y~)e S+,6-~, and 

'('2,)=2, and 2,+'~,=y1+72. As, S+.ohaS just oneelementAandasS+.2has(~)=15 

elements, this shows 

8 -  682901 Acta mathematica 120. I m p r i m ~  le 9 ~vril 1968 
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(~+.o+ 5+.6)§ (~+.~g- ~+.,) = 167~§ 167~. 

(6i) ( 5 ) o f t h e m , + l f o r t h e o t h e r s .  S_,~ has elements. The coefficient of 7~ is - 1 for ~ -  1 

Thus 

-. 1 = 3 7~ - 3 7~ + 2 (Ya + ... § 7s), ~ - .  ~ = 1071 - 10 7~ and 

~-,5 = 3 7 1 -  3 y ~ -  2 (Ta + -.. +7s)- 

This shows r=32yl .  Let L be the lattice spanned by the +~,. a is the spin representation of 

G ~ ( 1 2 8 - d e g  ~ ) ;  the weights of a .~z are the �89 ~1 "3F -..-----~64), so any  two Of them differ 

by  an element Of L. Let Lrt be the root lattice. 2y 1 is an integral linear combination of 

roots; thus u-3271ELrt~L, so L contains every  weight of a . ~ .  This shows that  K and 

K' are isomorphic, so q=q'. 

This completeS the verification of the material in the first three columns of the chart. 

The description of normalizers is based on a Simple remark: 

11.3 L ~MM.~. Let A be the group' o/ all automorphisms o/ K which extend to inner auto- 

morphisms o/ G. Then A o consists o~ the inner automorphisms o/ K, and g-+ad(g)[K maps 

:~v(K)/ZK isomorphically onto A/A o. I / rank  K <rank G, then Z is.the centralizer o/ K in G, 

and g-+ad(g)]K maps Na(K)/Z isomorphically onto A. 

Proo/. Let fi denote the map g-+ad (g) ] K- Then # is a homomorphism of ~Va(K ) onto A, 

and the kernel of/~ is the centralizer of K in G. I f  g is in that  centralizer but g~Z, then K 

is the connected centralizer of g in G, so gEK, Thus ke r / ?cZK.  As fi(ZK)=A0, this shows 

fl: 2Va(K)/ZK ~-A/Ao:'Now if~rank K < r a n k  G then K is not a connected centralizer, so 

Z =ker  fl and fl: Nc(K)/Z ~ A, q.e.d. 

Now suppose rank K < r a n k  G until we state the contrary. 

.If K has no outer automorphism, then Lemma 11.3 says Nc(K)/ZK= (1}. 

Let K haven  central element z of order m >2~ Let a b~e an automorphism of G which is 

outer on K.:Then g lifts:to 5 a n d  a(z) =z - !  4z. As z is central in G, now ~z is outer on 5. 

Thus ~ is  outer on G and Na(K)/ZK = {l }. 

Let K be of type D~, n > 4 ,  where z is the half spin represealtation. Let a be: an auto~ 

morphism of G which is outer on K. Then adnterchanges the two half spin representations, 

so it is not defined on ~(K). If  a were inner on G it would be defined on ~(K). Thus 

~Va(K~/ZK= { I~},. 

Let ~: ~;-+G :come f rom the adjoint representation of K, ad: K~SO(p),  where p =  

dim K. Let ~ E 0(p) be any outer automorphism of K. Then ~ EA if and  only if detcr =1, 
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Let  q be the number  of positive roots of K and  l e t / = r a n k  K, so p = / + 2 q .  I f  zr is not  the 

tr ial i ty automorphism of D4, we m a y  mult iply it by  an inner au tomorphism and assume 

tha t  a is - I  on the Cartan subalgebra and simple interchange E~-+E_~ of root  vectors. 

Then det :r  so N a ( K ) / Z K  is {1} if l + q  is even, Z 2 if l + q  is odd. Now we notice 

n ( n  - 1) 
A n - l :  l = n - 1 ,  p = n ~ - l ,  q =  2 ' 

D d l = n ,  p = 2 n 2 , n ,  q = n 2 - n ,  l+q=n2;  

E d / = 6 ,  p = 7 8 ,  q=36 ,  l + q = 4 2 .  

l + q -  (n+  2) ( n -  1). 
2 

Finally, for D4, tr ial i ty now has determinant  1 because its cube has determinant  1. 
1 

Let  ~: �9  . . . . .  �9 . Then ~r(SU(2q)) preserves the bilinear form on Aq(c 2q) 
o~i ~q ~2q - 1 

given by  (v 1 A ... A vq, w 1 A ... A wq) =v  1 A ... A vq A w 1 A ... A wq where i2q(C 2q) iS identified 

with C, and the linear version of G is in the symplectic or special orthogonai group of t ha t  

form. Let  _a denote complex conjugation of C 2q and C; it extends to the outer  au tomorphism 

cr of K. Note  tha t  _a preserves the form. I n  the symplectic case (q odd), this puts  _a in the 

linear version of G, so N a ( K ) / Z K  ==_ Z 2. I n  the 0rthogonal case (q even), _a acts on the real 

1 
form of C q with determinant  ( - l )  q/2. I n  the case o - - o - - o - - o - - o - - � 9  we have q =4 ,  so 

2 
N ~ ( K ) / Z K = Z ~ .  Now look at o - - o - - o .  There q = 2  so we have _aES0(6), and  _a persists 

1 2 
from o - - o - - o  to o - - o - - o ,  so again 2VG(K)/ZK~= Z 2. 

1 ( � 9  
I n  the usual representat ion o - - o - - . . . - - o  of S0(2n), the outer au tomorphism is 

�9 

eonjugation ~ by  _a=diag { - 1 ;  1 . . . .  , 1}e0(2n) ,  using a basis {v 1 . . . . .  v2n } of R 2n. I n  

S2(R 2n) the ( -1) -e igenvectors  of S2(_a) are {vlv2, VlV 3 . . . . .  vlV2n}; there are 2 n - 1  of them, /~ 
so S2(a)~ 80(2n 2 - n ) .  Thus N e ( K ) / Z K =  {1} for ~: 0-- �9169 . 

�9 

Let  G = E  6 and K =  SU(3)/Za, and  let ~ =ad(g)  be an inner automorphism of G which 

is outer on K. An outer automorphism fl of G is induced by  a eomplex-antilinear map of 

O - - O - - O - - O - - O  O - - O - - O - - O - - O  
(~27, sending t 1 to i I �9 it preserves o - - o  so we m a y  assume 

2 2 O O 

fl(K) = K .  If/~ is inner on K, then we m a y  assume fll x = 1, so K is in the fixed point  set Fp  

of ft. Then  K = F~. :But the fixed point  set of an  outer automorphisn~ of E~ has rank 4. 

Thus fl is outer on K. Similarly f l - ~  is ou ter  On K. ,Now ~ '_/?.fl-i~ is inner on K. That  is 

absurd, s o  :r cannot  exist. 

Let  G = E 7  and K = S U ( 3 ) / Z  a. Let  v denote the complex conjugation automorDhism 

8 * -  682901 Acta mathematica 120. I rnpr im6 le 9 avr i l  1968 
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of SU(56) wi th  f ixed  po in t  set  S0(56). W e  m a y  assume embeddings  chosen so t h a t  v pre-  

serves each of Sp(28) D G ~ K.  v is necessar i ly  inner  on G, bu t  i t  in terchanges  the  s u m m a n d s  

6 6 
o- - �9  and  o - - o  of K-~SU(56) ,  so i t  is ou te r  on K.  Thus N G ( K ) / Z K ~ Z  2. 

This completes  the  de t e rmina t ion  of Na(K) /ZK for the  cases r ank  K < r a n k  G. 

Le t  G = E 6 / Z  a and  K=(SU(3))3/(Z3) 2. Then Z={1 ,  z, z -1} is the  center  of K.  Le t  

be  an  au tomorph i sm,  inner  on G and  outer  on K.  Then  ~(z)=  z-L Choose a m a x i m a l  torus  

T conta in ing z and  let  ~ be the  outer  au tomorph i sm of G which is given on T b y  x ~ x  -1. Then  

fl(K) = K  a n d  fi is outer  on K.  Now (~fl) (z) =z ,  so ~fl is inner  on K,  whence ~fl is t r iv ia l  on 

a m a x i m a l  torus  S c K .  Thus ~fl is inner  on G. I t  follows t h a t  fl is inner  on G. Now 

IV a (K)/ZK = (1}. 

F ina l ly  let  r a n k  K = r a n k  G wi th  G=~E6/Za. Then - I  is in the  W e y l  group of G, so 

eve ry  e lement  is conjugate  to  i ts  inverse. Le t  {1, z, z -1} = Z ;  there  exists  g E G wi th  gzg-l= 

z -1, and  so ad(g) is outer  on Z. Thus  NG(K)/ZK ~ Z 2. 

This  completes  the  proof  of Theorem 11.1, q.e.d. 

12.  Extens ion  to n o n c o m p a c t  isotropy subgroup 

The extens ion per se is 

12.1 T~EOREM. Let Mu=Gu/H~ be an e//ective reductive coset space where H u is a 

compact connected group with R-irreducible linear isotropy representation Z~" Let (~ be an 

involutive automorphism o/ ~ which preserves ~ .  Decompose ~ u = ~ §  ~ into ( •  1)- 

eigenspaces o/(~, and define (~ = ~u + ~ - ~  and ~ = ( ~u N ~ )  + ~ - 1 ( ~ (1 ~ ) .  Let g c G 

and HC~c GCu denote the connected Lie groups with Lie algebras ~ ~ and ~ c ~  a~c ~u ~u,  respec. 

M~ =Gu/H~ are simply connected e//ective coset spaces.(1) tively, such that M = G / H  and c c c 

Let Z and X c denote their respective linear isotropy representations. Then there are only three 

possibilities, as/ollows. 

1. Z~ and Z are absolutely irreducible while z Cu is R-irreducible but not absolutely irreducible. 

2. Xu~fi~)~ with fi *~ ,  Z c is not R-irreducible, and Z is R-irreducible i/ and only i/ 

3. Zu =fl~f l ,  G~ is not semisimple, Z is R-irreducible, and ZCu is not R-irreducible. 

Proo/. F i r s t  suppose  X~ abso lu te ly  i r reducible .  As g has  the  same extens ion to a complex 

r ep resen ta t ion  of @c, i t  too is abso lu te ly  irreducible.  I f  Z c reduces  over  R then  the  complex  

extens ion  of Zu reduces  over  C; thus  Z c is R-irreducible.  

(z) For example G = G'IZ and H =H'/Z, where G' is the connected simply connected Lie group 
with Lie algebra (~, H '  is the analytic subgroup with Lie algebra 9, and Z is the kernel of the ac- 
tion of G' on M = G']H'= G]H. 
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N o w  suppose Z~ no t  abso lu te ly  i r reducible .  Then  i t  has  form fi |  Decompose  

( ~  = ~ + ~)~u and  (~ = ~ + ~)~; ~ u  c = ~j~c = ~)~, + ~ , , ,  where /~ has  r ep resen ta t ion  space ~ '  

@=@u and  f] has  r ep resen ta t ion  space ~ " .  Le t  ~ and  Tu be the  respect ive  conjugat ions  of c c 

over  (~ and  ( ~ .  :Now Tu in terchanges  ~j~' and  ~j~" a n d  T =Tua. I f  fl +/~ then  a ~ '  is ~J~' or ~)~". 

I n  the  first  case T in terchanges  ~ '  and  ~ "  so Z is R-irreducible.  I n  the  second case ~ pre- 

serves bo th  ~fJ~' and  ~ "  so Z reduces over  R. I f  fl ~ ~ then  we can choose ~)~' and  ~)~" to be 

a-s table ,  so ~ in terchanges  t hem and  Z is R-irreducible .  This proves  the  s t a t emen t s  on Z. 

On the  o ther  h a n d  reduc t ion  of )/u over  C amount s  to reduct ion  of Z c over  R, so the  s ta te-  

men t s  on Zu c are  immedia te ,  q.e.d. 

I n  order  to use the  extens ion  to reduce enumera t ion  prob lems  to the  compac t  case 

we need i ts  converse. 

12.2 THEOREM. Let M = G / H  be an e//ective reduetive eoset space o/eonnectedLie groups, 

where H has R-irreducible linear isotropy representation )C. 

I /  G is not semisimple then it is the semidireet product H • ~ V, where ~o is a /ai th/ul  

R-irreducible linear representation o/ H on a vector group V or H = { 1) and G is a circle group. 

I / G  is semisimple then it has an involutive automorphism (~, unique up to ada(H)-con- 

]ugacy in the automorphism group o/G, such that 

(i) the ]ixed point set F o] a is a maximal compactly embedded subgroup (1) o] G, 

(if) a ( H ) = H ,  and 

(iii) the/ ixed point set F N H o/ a IH is a maximal compact subgroup o / H .  

Decompose (~ = ~ + ?~ into ( +_ 1)-eigenspaces o~ a. Define ~u = ~ + V - 1 ?~ and ~u = (~ ~ ~) § 

V ~  (~ N ~). Let H~ c Gu denote the connected Lie groups with Lie algebras ~u C ( ~  such tha~ 

the "compact version" Mu=Gu/H~ o/ M is a simply connected e//ective coset space. Then 

Gu, H~ and Mu are compact and there are only two possibilities, as/ollows. 

1. The linear isotropy representation Z~ o/ H u is R-irreducible. 

2. There is a simply connected e//ective coset space A / B o/ compact connected Lie groups 

such that B has absolutely irreducible linear isotropy representation, Gu = A • A,  H~ = B • B~ 

M ~ = ( A / B )  • (A/B), (~ =9~ c and ~ =~c .  

Proo/. I f  G is no t  semisimple then  the  asser t ion is conta ined  in L e m m a  1.2. 

W e  now assume G semisimple.  H is a reduc t ive  subgroup  of G because  i ts  l inear  iso- 

t r o p y  represen ta t ion  is fa i thful  and  ful ly  reducible.  Now a resul t  of Mostow on Car t an  

involu t ions  [12] gives t he  exis tence of a sa t is fying (i), (if) and  (iii). Compactness  of Gu, 

and  thus  of H u and  Mu, i s immedia te .  

(1) This means z~=ad -1 (1~") for some maximal compact subgroup F '  of ad (G). 
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Assume R-reducibility of gu; -we must  check the statements of (2). Lemma 1.4 shows 

tha t  G is simple. I f  G~ is not simple then G must  be a complex Lie group qua real Lie group. 

In  that  case the inclusion ~ ( ~  defines a homomorphism over C, ~: ~c._+(~. Let ~ =r 

R-irreducibility of Z says that  either ~ = ~ or ~ = ~ .  I f  ~ = (~ it follows that  ~ is a real 

form of (~ and tha t  Z= is absolutely irreducible; thus ~ = ~. Now ~ | is an inclusion of 

complex Lie algebras, ( ~ = ~ 9 ~ ,  where 9~ is the compact real form of (~, and ~ u = ~ O ~ ,  

where ~ is a subalgebra of 9,1. The assertions of (2) follow from simple connectivity of M u. 

Now the proof is reduced to the demonstration tha t  G~ cannot be simple when Z= is 

R-reducible. 

I f  G u was simple with X= reducible over R, and if we decomposed Zu=fl~Y,  the real 

representations fi and y would be equivalent. On the other hand, Hu would be a maximal  

subgroup of Gu because of R-irreducibility of Z, so we could not have G=/Hu = Spin(8)/G2. 

Thus the following lemma would give a contradiction, q.e.d, modulo lemma. 

12.3 L E p t A .  Let M==G~/H= be a simply connected e//ective coset space o/ connected 

compact Lie groups. Suppose that H~ has linear isotropy representation Z~=fi~(~fl2 with fl~ 

absolutely irreducible and fix "~ fi2. Then Gu = Spin(8), H~ = G2, M~ is the product S 7 • S 7 o/ 
1 1 

spheres, and Zu: e----o|169 or G ~ = M ~ = T  2 and H ~ = ( I ) .  

Proo/. I f  rank G~=rank  H~ then H~ is the connected centralizer of its center, and 

Theorem 2.2 says/31 +/~2- Now rank H ~ < r a n k  G~. I f  H~ has a central element z=~l then 

~l(z) =fl2(z):t=I so H~ is the connected centralizer of z; tha t  violates the rank condition. 

Now Hu is centerless. 

Suppose tha t  ~u is a maximal  subalgebra of | The rank condition says tha t  ( ~  

is semisimple. Now Lemma 1.4 says tha t  (~u is simple. As ~ 6Ju does not appear  on 

~Dynkin's list ([7], page 231), now (~u is classical simple, so (a) (~u = ~II (N) ,  (b) ( ~  = ~ ( N ) ,  

or (c) (~=@O(N) .  We view the inclusion ~u -+ (~  as a linear representation 7c. I f  it is not 

absolutely irreducible then maximali ty  of ~ shows M~ irreducible symmetric with Zu 

absolutely irreducible. Now ~r=~z for some highest weight 2 of @u. Let ~v denote ada "7e, 

so ~ =adHOfllQfi2. We go by cases. 

(a) (~u=~lI (N) .  Then ~vOln =7~|  so ~ + ~ ,  is a summand of ~p. 2=~* because 

~ ( N )  4(~= =~p(N/2) .  I f  ~ + ~ ,  is one of the fi,, say fix, then/~x ~flz says that  ~ +2* is a 

weight of multiplicity >~ 2 in 7~| Now ~,t+~* is a summand of adH~, so ~==(~u- That  is 

impossible, 

(b) ( ~ u = ~ ( N ) .  Then ~v=A2(ux), so ~2~-a, is a summand of ~0 for each simple root 

a,  not orthogonal t o 2 .  Every  weight of the form 2 2 - a ,  has multiplicity 1 in A2(zez), so 
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~2~-~:fl j ;  thus each ~2x-~ is a summand of adH. I f  ~u is not simple it has form 

~ o ( n i ) ~ 0 ( n 2 ) ,  4ninb=N, or ~ ( n l ) |  , n ln2=N , as in the proof of Theorem 4.1. 

Then x~ is the tensor product of usual vector representations of the summands and each 

2~ - ai has nonzero values on both summands. That  prevents ~2x-~ from being a summand 

of adH. NOW ~u is simple, ~. is a multiple k~r of a basic weight, and ads  =~k~ _~. Thus 

~u has highest root 2 k ~ -  ~ and the second and third paragraphs of the proof of Proposi- 

tion 5.2 show G=/Hu=Spin(7)/G 2. That  implies absolute irreducibility of X~, which is 

impossible. 

(c) (~u=~0(N) .  Then ~=S2(ux), which has zb~ as a summand. As 22 is a weight of 

multiplicity 1 in $2(~),  ~2~ cannot be one of the fl,, so ~r2~ is a summand of adn .  As ~ is 

faithful this shows tha t  Hu is simple and adH~ =z2x" Now 2~ is the highest root of H= and it 

2 2 
follows from classification that  either 2~: �9 or 2~: � 9 1 4 9 1 4 9  . That  says that  either 

1 1 
~: o or 2: � 9 1 4 9 1 4 9  . Now ~= = (~=. That  is impossible. 

For purposes of Theorem 12.2 we could stop at  this point. But  we continue because 

the lemma is relevant to the results of w 14. 

We have proved tha t  ~ is not a maximal subalgebra of (~u. Thus we have ( ~  = 

~+~J~l+~rJ~2, where ~ is the representation space o f /~  and ~ = ~ + ~  is an algebra. 

Let  ~ denote the representation of ~ on ~J~2, so f12 =?]�9 thus ~ is absolutely irreducible 

and Theorem 2.2 shows rank ~ < rank (~. Similarly Theorem 2.2 and absolute irreducibility 

of/~x shows rank ~u < r a n k  ~. I f  ~ contains a nonzero ideal of ~ then tha t  ideal is killed 

by  fl~, hence also by  rib, contradicting effectiveness of G= on M=; now L/Hu is effective and 

isotropy irreducible. 

I f  L is not simple then Lemma 1.4 says that  ~ ~ ~ u ( ~ u  with ~ simple and embedded 

diagonally, s o / ~  is the adjoint representation of H~. Then fib"~ ad~, and Corollary 10.2 

says tha t  ?(L) is the full S0(~2). As y is faithful on the diagonal H~ of L ,  it is faithful on L; 

thus L =  S0(m), m = d i m  ~;)~, and Gull is effective. That  says Gu=SO(m+l ). Note tha~ 

m = 4 because L is semisimple but  not simple. :Now H~ ~ L c G~ is given by  SU(2) ~ S0(4) 

S0(5), so m = 4  is equal to dim SU(2)=3. That  is absurd. Thus L is simple. I f  Gu is not  

simple then ( ~ u = s 1 6 3  and dim ~J~b =d im ~ > d i m  ~1;  thus G~ is also simple. 

Suppose that  H u is not simple. Then Theorem 11.1 and the classification of symmetric 

spaces A/B (A simple, rank B < r a n k  A) show tha t  L/H~, is one of 

(a) SU(pq)/SU(p).SU(q), p>~2, 

(b) F4/S0(3)• ~ = 3 5 .  

(c) E6/SU(3) • 2Y=46. 

q~>2; N = ( p ~ - l ) ( q ~ - l ) .  



1 2 0  J O S E P H  A. WOLF 

(d) ET/Sp(3) xGs; N = 9 8 .  

(e) ET/SU(2) x F4; N =  7S. 

(]) Es/G2xF4; N= 182 .  

Here N is the dimension. Note tha t  N =d im ~ffl~ =d im G~/L. SU(m) (m >~4), Es, E7 and E s 

cannot be symmetric subgroups of lower rank in a simple group. I f  Gu/L is symmetric,  now 

it must  be Ee/Fa, which has dimension 26 ( ~: 35). Thus Gu/L is not symmetric, so it is listed 

in Theorem 11.1. Now L :~E s because dim S0(248)/E s = 30 132 > 182. And L 4 E  7 because 

dim S0(133)/E~ = 8645 > dim Sp(28)/E 7 = 1463 > 98 > 78. Similarly L 4 E  n because 

dim S0(78)/E6=2925>dim SU(27)/En=705>46, and L~:F a because dim SO(52)/Fa= 

1274>d imS0(26) /F t=283>35 .  Thus L=SU(m) ,  m=pq not prime, with N = ( p 2 - 1 )  

(qS _ 1) <m% As m 4=3 and rank L < r a n k  G~ now GulL is (al) S0(20)/SU(4), (aJ  S0(70)/SU(8), 

(aJ  S0(m s -  1)/SU(m), (at) Sp(10)/SU(6) or (as) SU(~ m(m +_ 1))/SU(m). Each case is elimina- 

ted because it has dimension > m 2. Thus H~ is simple. 

Now Ha, .L and G~ are all simple, and we have fi2(Hu)~(L)~SO(~J~J. Suppose 

y(L) 4= SO ( ~ J .  Then (Dynkin [6], pages 253 and 364 i ~ is given 

k k 
by o ~ o  with k~>l, by  . : o - - . . . - - o  with n~>l and/c>~l  and /c (n+  1) odd, 

6 1 1 1 1 2 
by o, by o--o--o--o--o, by o=o--o--o, by o=o--o, 

1 < 0  1 
by o--o--o--o , by  o--o--o--o--o--o, or by o--o--o--o--o--o. 

o I i I 
0 0 

I f  Gu/L is not symmetric then it is listed in Theorem 11.1 with X= ~; the only cases 

3 1 6 
are S0(14)/G2 with 7; e ~ o ,  S0(7)/fi 2 with 7: o ~ o ,  Sp(2)/SU(2) with 7: o ,  and 

1 1 
SU(15)/SU(6)  with y: o - - o - - o - - o - - o ,  I f  L is of type G~ then L/H~ has dimension 

11; this eliminates the first two cases. I t / ~  is of type A 1 ther /H~ is {1}; this eliminates 

the third case, If  L is of type A 5 then dim L/H~< dim L = 35< deg y; this eliminates the 

last case. Now Gull is symmetric, A simple symmetric subgroup of lower rank is a 

simple group is of classical type or F4; this eliminates the possibilities 

/c 1 
o ~ o ,  o - - o - - o - - o - - o - - o  and o - - o - - o - - o - - o - - o  

I 1 1 
O O 

for ~. I f  L is of type An then G,JL= SU(3)/S0(3), so Hu = {1}; tha t  is impossible, If  L 

is of type B~ then Gu/.L is S U ( 2 n +  1 ) / S 0 ( 2 n +  1) or S 0 ( 2 n +  2 ) / S 0 ( 2 n §  1); the first 

2 1 
has isotropy representation o--o-- . . . --o----o and the second has o- -o-- . . : 'o - - - - -e  ; those 



G E O M E T R Y  AN])  S T R U C T U R E  OF I S O T R O P Y  I R R E D U C I B L E  H O M O G E N E O U S  SPACES 121 

are not possibilities for ~. I f  L is of type Cn (n > 2) then G~/L = SU (2 n)/Sp (n) which has 

1 
isotropy representation e - - o - - . . . - - e : o  not among the choices of ~. I f  L is of type D~ 

then G,//.L and the isotropy representations are SU(2n) /SO(2n)  and o - - o - - . . . - - o  
O 

which is not a possibility for ~,. Now ~, does not  exist. This contradicts the assumption 

~,(L) ~ S0 (~D.  + 

Now H~, L and Gu are simple with y (L)=  S0(~J~2). Thus G J L  is of the form S0(2m)/ 

S 0 ( 2 m - 1 )  with d e g ~ = 2 m - 1 .  As ]~m-1 has no outer automorphism, L / H  u is listed in 

Theorem 11.1 with L = S 0 ( 2 m - 1 )  or L = S p i n ( 2 m - 1 ) ,  and dim H u = ( 2 m - 1 ) ( m - 2 ) .  

The latter says dim H u = [(m - 2)/(m - 1)] dim L. That  shows L/H~ = Spin(7)/G2 and Gu/L = 

Spin(8)/Spin(7), so Mu=Gu/H ~ = Spin(8)/G~ = S ~ x S 7, q.e.d. 

12.4 Remark. The proof of Lemma 12.3 actually shows: I] Mu=Gu/H~ is an e//ective 

coset space o/compact connected Lie groups, and i / H  u is a maximal proper connected subgroup 

o] G~ and has linear isotropy representation which is a sum o] copies o/the same irreducible 

complex representation, then the linear isotropy representation o /H~ is absolutely irreducible. 

The classification of simply connected isotropy irreducible reductive coset spaces 

M = G/H, G connected and effective on M, now splits into three parts. 

1. The case where G is not semisimple. Here all spaces M are constructed as follows. 

Let fi be a faithful irreducible complex representation of a reductive Lie algebra ~. ~f fi 

is equivalent to a real representation, define ~ = ~ ,  n=deg/~,  and let H be the analytic 

subgroup of GL(n, R) with Lie algebra ~(~). Otherwise, define ~=fi(~]~, n = 2 d e g  fl, and 

let H be the analytic subgroup of GL(n, R) with Lie algebra (fi~f~)(~). Then H is a closed 

subgroup of GL(n, R) and G = H  • ~R n. The various possibilities for the pair (~, ~) are known 

from E. Cartan's  theory of representations of real semisimple Lie algebras. 

2. The case where G is semisimple and Z is absolutely irreducible. These are the spaces 

M = G/H constructed as follows. Mu = G,~/Hu either is an a rb i t r a ry  nonhermitian compact 

simply connected irreducible symmetric space, or is any  space listed in Theorem 11.1 

with linear isotropy representation Zu absolutely irreducible. For each such Mu one must  

find all ad(H=)-conjugacy classes of involutive automorphisms a of (~= which preserve 

~ .  For each such triple (~=, ~u, 0) one has the space .M=G/H constructed in Theorem 

12.1. All possible M = G/H are constructed this way. 

3. The case where G is semisimple and Z is not absolutely irreducible. All such spaces 

M = G/H are constructed, as in Theorems 12.1 and 12.2, from the  compact version M u = 

Gu/Hu and an involutive automorphism a of ( ~  which preserves ~ ,  as follows. 
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(3a) G is a complex simple Lie group, A is a compact  real form (hence a maximal  

compact subgroup), Mu = Gu/H~ = (A • A) / (B  • B) = (A/B) • (A/B), and a is interchange 

of the two compact simple factors of G~=A • A.  Here A / B  either is an arbi trary non- 

hermitian compact simply connected irreducible symmetric space or is any  of the spaces 

listed in Theorem 11.1 with absolutely irreducible linear isotropy representation. 

(3 b) M u = G~/H u is an irreducible hermitian symmetric space and a is any involutive 

automorphism of (~u which preserves ~ and does not interchange the two inequivalent 

irreducible summands of Zu. 

(3 c) Mu = Gu/H~ is any space listed in Theorem 11.1 with linear isotropy representation 

Z~ which is not  absolutely irreducible, and a is any involutive automor:phism of G~ which 

preserves Hu and does not interchange the two summands of Zu. 

Problem 1 was settled by  ]~. Cartan, as mentioned above. Problem 2 is straightforward 

and quite tedious. The techniques relevant to :problem 2 are all needed for problem 3, 

which we will settle in w 13 in the context of invariant almost complex structures. 

Chapter II. Invariant structures on isotropy irreducible coset spaces 

In  this chapter we study complex and quaternionic structures on isotropy irreducible 

coset spaces. Complex structures are considered in w 13. There we see tha t  an isotropy 

irreducible coset space G/H carries an invariant complex structure if and only if either it 

is hermitian symmetric or G and H are complex Lie grou:ps. We see that  G/H carries an 

invariant  almost complex structure if and only if the linear isotropy representation is not 

absolutely irreducible, and it then turns out that  H must  be connected, except when G 

and H are complex groups. These characterizations lead to an  easy classification. Quater- 

nionic structures are considered in w 14, par t ly  because they are needed later in our descrip- 

tion of linear holonomy groups, and par t ly  to illustrate the general notions of invariant  

structure and commuting structure. Invar ian t  quaternionic structures turn out to exist 

only on those isotro:py irreducible coset spaces which are the quaternionic symmetric 

spaces of [18] and their noncom:pact versions. 

13. Complex structures 

We first settle the case of compact isotropy subgroup: 

13.1 THnon]~M. Let M = G / K ,  where G is a connected Lie group acting e]]ectively, K is 

compact, and the linear isotropy representation o] the identity component K o is R-irreducible. 

Then M has a G-invariant complex structure i/ and 'only i] it is a hermitian symmetric space. 

I / M  is not euclidean then the/oUowing conditions are equivalent. 
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1. M has a G-invariant almost complex structure. 

2. M has precisely two G-invariant almost complex structures. 

3. K is connected and its linear isotropy representation is not absolutely irreducible (so 

necessarily Z: t9(9~ ,  t9 irreducible complex, fl+~). 

13.2 COROLLARY. Let M = G / K  where G is a connected Lie group acting e//ectively, 

K is compact, and the identity component K o has R-irreducible linear isotropy representation Z" 

Suppose that M has a G-invariant almost complex structure but that M is not hermitian sym- 

metric. Then G = ~ / E  and k = K E / E  where E is an arbitrary central subgroup of G and all 

possibilities are given as/ollows. 

/<  C e n t e r  o f  G X 

Spin (n  2 - 1) 
n o d d ,  n > 2 

SO (n~ - 1) 
e v e n ,  > 3 

G2 

F4 

E~ 

E7/Z2 

E8 

E8 

SU(n)IZ n 

su (n)/Z n 

su(3) 

{su(3)  x su(3)}/z3 

su (3)1z8 

{su(a) • sv(3) • su(3)}/{z, x z~} 

{su(3)  • [sv(6)lZ2]}lZ8 

S U ( 9 ) / Z 3  

{ S U  (3) x E~}/z. 

Z 2 x Z 2 

{i} 

{0 

{0 

Z8 

{0 

O} 

{0  

{1} 

3 3 
O - - O e O - - O  i f  n = 3  

1 2 2 1 
0 - - 0 - - . . . - - 0 0 0 - - . . . - - 0 - - 0  

i f  n > 3  

1 1 
o - - o |  

1 2 1 2 
( O - - O |  O - - O ) | 1 7 4  O- -O)  

1 4 4 1 
o - - o |  

1 1 1 
( o - - o  | o - - o  | o - - o )  

1 1 1 

(9(0--0@0--0@0--0) 

1 1 
( o - - o |  o - - o - - o - - o - - o )  

1 1 
(9(0--0@0--0--0--0--0) 

1 
o--o--o--o--o--o--o--o 

1 
,~ o - - o - - o - - o - - o - - o  o - - o  

0--o @ o--o--o--o--o/ 

\ 0 - - 0 |  0 - - 0 - - 0 - - 0 - - 0 /  
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Proo/. We first check equivalence of the three conditions listed in the theorem. First 

assume (3). Decomposing • =fl |  and  glancing through Theorem 11.1 we see tha t  fl + f]. 

Thus the commuting algebra of Z (the algebra of linear transformations of Mx which 

commute with every element of z(K)) is (~, which has precisely two elements of square - 1. 

Thus (3) implies (2). 

(2) implies (1) at  a glance. 

Assume (1). I f  X were absolutely irreducible its commuting algebra would be It, which 

has no element of square - 1 ,  so (1) would fail; thus Z is not absolutely irreducible. Suppose 

that  K is not connected. Then M is not simply connected, so G/K is not hermitian symmetric.  

I f  rank G = r a n k  K it follows that  the center of K0 is generated by  an element z of order 

3 and, replacing z by z -1 if necessary, the almost complex structure J satisfies X(z)= 

cos (2z/3)I  § sin (2~/3)J. I f  k s  then stability of J under k implies kz = zk. Pre-images of 

k and z in the universal covering group of G still commute; as the pre-imagc of K o there is 

the full centralizer of any pre-image of z, and is connected, it follows that  k E K0. Thus 

disconnectedness of K implies rank G > rank K. I f /c  E K, k ~K 0, now ad(k) gives an outer 

automorphism of K 0 because K o is a maximal connected subgroup of lower rank. K o is 

simple by  Theorem 11.1; it follows that  ft. ad(k)~/~ + fl, so K has commuting algebra R, 

which is ridiculous. This contradiction proves K connected, completing the proof tha t  (1) 

implies (3). 

We have proved equivalence of the three conditions of the theorem. I f  M had a G- 

invariant complex structure it would be a C-space in the sencse of H.-C. Wang [14] and 

K would be contained in the centralizer of a toral subgroup of G. Thus K could not be 

semisimple, so M would be hermitian symmetric.  The theorem is proved. 

The corollary follows from the theorem and a glance at Theorem 11.1, q.e.d. 

In  the case of equal ranks, passage to noncompact isotropy is based on 

13.3 T ~ E o R E M. Let M ~-G/K where G is a compact connected Lie group acting e]]ectively 

and K is a closed connected subgroup o/maximal rank. Let ~ be an automorphism o/ G which 

preserves K, thus acts on M, and which preserves some G-invariant almost complex structure 

J o n M .  

1. The /ollowing conditions are equivalent, and each implies that ~ preserves every G- 

invariant almost complex structure on M. 

(la) ~ is an inner automorphism o/G. 

(lb) ~lg  is an inner automorphism o / K .  

(1 c) a is conjugation adG(k ) by some element kEK,  
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2. I / G  is simple and a is an outer automorphism o/G, then 

(2a) G=SU(2n)/Z~n, K=S(U(n)  • alK interchanging the two U(n); or 

(25) G=SO(2n)/Z2, g=(U(n~) •215215 nl+.. .+n~+m=n , m>~2, 

a conjugation by diag (P1 ..... P~; Q), P~EU(n~), QE0(2m), det Q =  - 1 ;  or 

(2c) G=E6/Za, K=(SU(3 )  • SU(3) • • Za), 1 ~<i<3, a exchanging the two 

SU(3), ~(Li)=L~, where LI~L2~L3 is T2= S(U(1) •  SU(3). 

Proo]. We first prove (1). Let alK be an inner automorphism of K. Then a i r  is the 

identity for some maximal torus T of K. As T is a maximal torus of G, now a is an inner 

automorphism of G. So a=ad(g)  for some gEG which centralizes T. Thus gET=K.  We 

have just seen that  (1 b) implies (1 a) and (1 c). As (1 c) visibly implies (1 b), we now need only 

check that  (l a) implies (lb). 

Let Z be the center of K. I f  z EZ has odd order then a(J) = J  and Theorem 2.2 show tha t  

a(z) =z. Let Z 0 be the identity component of Z, central toral subgroup of K; now alz0=l .  

Let L be the centralizer of Z 0 in G. As a is inner now a=ad(g)  for some gEL. Decompose 

= ~ ' |  and ~ = ~ ' (D~  into the derived algebras and the centers; the semisimple par ts  

~ ' =  ~',  this reduces the proof tha t  ( la)  implies (lb) to the case where K is semisimple. 

Now K is semisimple and Z is finite. I f  K were not maximal  among the connected 

subgroups of maximal rank in G, say K c L =  G, induction on codimension would prove 

a[z inner on L and then a]~  inner on K. Now we may  assume K maximal among the 

connected subgroups of G. I f  Z had even order, K would be a nonhermitian symmetric 

subgroup of G, contradicting the existence of the invariant almost complex structure. 

Thus Z has odd order and a l z = l .  This proves gEK, so aIK is inner. 

Par t  (1) of the theorem is proved. 

We now assume G simple and a outer. Again, Z is the center of K, Z 0 the identi ty 

component of Z, and L the centralizer of Z 0 in G. I f  L = G then Z is finite and K is semi- 

simple; [9] shows tha t  G is an exceptional group and then G must be E6/Z a because it is 

centerless simple and admits  an outer automorphism. Then it is immediate [9] that  

K = {SU(3) x SU(3) • SU(3)}/{Z a • Z3} with a interchanging the first two factors and pre- 

serving the third. I f  K #L ,  so G has a connected subgroup of maximal rank which is not 

the centralizer of a torus, then [4] G is exceptional, hence again of type E6, and it follows 

[9] tha t  L = G. In  the proof of part  (2) of the theorem, now, we may  assume K =L,  so tha t  

K is the centralizer of the torus Z0: 
I f  zEZ has odd order then r162 and Theorem 2.2 show a(z)=z; thus a 1 3 = l .  

Decompose ( ~ = ~ §  ~ = ~ + ~  ~ ,  ~ j~c=~ ~)~, where the ~ are the simple ideals of 

and where ~ acts on ~rj~, by an irreducible representation z,. Theorem 2.2 and the existence 
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of the almost complex structure show tha t  the ~ are mutua l ly  inequivalent and  tha t  each 

~ - ~  ~ .  Triviali ty of :r on 3 now shows tha t  ~ - a ~  and a(~rj~)=~]~i. Decompose z ~ =  

0~ | (~)*)~s) where 0k represents 3 and  ~ represents ~ .  I f  a (~z)=  ~s then ~h~ "~'~ ~hz. 

Choose a maximal  torus T of G such tha t  Z0~ T c  K; choose a system B = {{9~, ...,/~v} 

of simple roots of G such tha t  3 has equation/91 . . . . .  fl~ = 0  in ~. Then B ' =  (/91, ..., fl~} is a 

simple root  system for the derived algebra ~ ' =  ~ ~,. These choices of simple root  sys tems 

B '  ~ B amount  to choices of positive Weyl  chambers ~)' = ~ (] ] /~-1~'  c ~), ~ '  = ~/3  ~ ' .  Le t  

w be an  element  of the Weyl  group of ~ '  which carries ~(~)') back to ~ ' .  Then w~ is the ident i ty  

on 8 ,  permutes  B '  and preserves ~ ' .  Let  x E ~), say x = z + x'  with z e ] / -  1 3 and x' e V ~- 1 ~ ' ,  x 

regular,/9~(z) >>/9~(x') for i >t.  T h e n  it is immediate  tha t  every f iJw~x)  > 0. Thus w~(~) = ~ .  

As a is outer, now w~ is a nontrivial  au tomorphism of the Dynkin  diagram of G; it pre- 

serves the diagram of _K, which is obtained from tha t  of G by  deleting the vertices fi~ wi th  

i > t ,  and induces a nontrivial  au tomorphism there. I f  i > t ,  so/9~ is not  a root  of K,  then  

w~ leaves fl~ fixed; for if {xj} is a dual basis of ~ / -  1 ~ relative to the Killing form and the 

basis {fl~}, so tha t  3 has basis consisting of the ~ x; for t<~  <.r, then tr ivial i ty of w~ 

on 3 shows w~ ( Y -  ] x , ) =  ] /~lx~.  I n  other words, B '  contains every r o o t  of B which is 

moved  by  w~. 

We run through the list of simple groups G which admit  outer  automorphisms.  I f  G 

E 2 E 1 

8s 0 - - 0  
is of t y p e / i ~  o- -o ,  " / $  $ wa then B '  contains e~, s~, s~ and s~, 'for those are the roots  

s~ \ 0 - - 0  

moved  by  w~. I f  B '  also contains sa, then B ' ~ = B  shows t h a t  K ' - -  SU(6)/Z~ globally, so 

Y "~ '~ ~h § Y~. Thus s 0 (~B'. Now B '  is {s~, s~, s,, s~} or {el, ~ ,  ca, s~, co}, and both  possibili- 

ties occur. 
C 1 8 2 o o-(-i) -o>) Let  G be o f t y p e A ,  r > l  $ $ ~ $ or $ o . T h e n B ' ~ = B s a y s  
O--O--...--O-- -- --O 

8r 8 ~ - 1  

e~+~ . . . .  , e~} for the lat ter  are the roots moved  by  u'~. 

or thocomplementa t ion  on the grassmannian of (v + 1)- 

t h a t  r = 2 v + 1 and B '  = {~1 . . . .  , ~v; 

This case occurs geometrical ly as 

planes in C 2v+2 . 

Le t  G be of type  Dr, r > 3  o - - o - - . .  w~. Then contains er-1 and ~r. 
E 1 8~ gr -- 2 ~ 0  E r -  1 

Thus G = SO (2 r ) /Z~ and K = {U( r J  • U (r 2) •  • U (r,) • SO (2 u)} /Z~ ,  where h + . . .  + 

r v + u = r and u ~> 2. ~ preserves each of the U (rs), inducing inner automorphisms on them 

because ~ s '  a ~ ~s. Thus  a is conjugat ion b y  an orthogonal  ma t r ix  diag {P1 . . . . .  Pv, Q}, 

where P~ E U (rs) is a 2 r, • 2 r, block and Q E 0 (2 u) has  de terminant  - 1, q.e.d. 
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Now we can  set t le  t he  case of noncompac t  i so t ropy  subgroup.  

13.4 T~EOR]~M. Let M = G / H  be an e//ective reductive coset space in which G is a con- 

nected semisimple Lie group and the linear isotropy representation Z o~ the identity component 

H o is It-irreducible. 

1. M has a G-invariant complex structure i~ and only i~ 

( l a )  M = G/K is a hermitian symmetric coset space, or 

(1 b) G is a complex Lie group and H is a complex subgroup. 

2. I / G  is a complex Lie group, then H is a complex subgroup, (~ = 91 c and ~ = ~c, where 

A / B  is a coset space o/ compact connected Lie groups which either is an irreducible nonher- 

mitian symmetric coset space, or is listed in Theorem 11.1 with absolutely irreducible linear 

isotropy representation ft. ~ has real linear isotropy representation Z =~ G~ (conjugation over 

{~) with commuting algebra C, and M carries lust two G-invariant almost complex structu- 

res, both o/which are integrable. 

3. I] G is not a complex Lie group then the/ollowing conditions are equivalent. 

(3 a) M has a G-invariant almost complex structure. 

(3 b) M has precisely two G-invariant almost complex structures. 

(3 c) H is connected and Z is not absolutely irreducible (so necessarily Z =~Q~ with 

complex irreducible, ~ + ~). 

(3 d) H is connected, the compact version M~ = Gu/H~ either is hermitian symmetric or 

is listed in Corollary 13.2, and ((~, ~) is defined/tom ({~u, ~ )  [as in Theorem 12.1] by an 

involutive automorphism a o] (~u which preserves both ~u and the two Gu-invariant almost 

complex structures on M u. 

(3 e) G/H is listed in Table 13.5, 13.6 or 13.7 with the/ollowing convention. A second 

subscript (e.g. the D s in ES.D~) denotes Cartan classification type o/ the maximal compact 

subgroup, and then (in contrast to the compact case, where it means the simply connected group) 

bold]ace means the centerless group i/ it stands alone as in E6, A ~ ,  or the group with cyclic 

center o/ order m i/ it occurs in an expression o/ the type [Es. A~A~ • T1]/Z~; in that type o/ 

expression the Z,~ is diagonal between the circle group and the center o/ the simple group. 

13.5. Table. Mu h e r m i t i a a  symmet r i c .  

Mu 

SU(p +q)/S[U(p) • U(q)] 
SU(2n)/S[U(n) • U(n)] 

SO(2n)/U(n) 

SUU+'(p + q)/Zp+q 
SL(n, Q)/Z2 or 
SL(2n, R)]Z~ 
S02r(2n)]Z~ 
SO*(2n)/Z2 

K 

S[UU(p) • U'(q)] 
[SL(n, C) • T1]/Z~ 

Ur(n)/Z~ 

Conditions 

O <~2u <~p <~q, O <.2v <~q 
n > l  

O <~ 2r <~ n, n >~ 3 
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Mu I G K Conditions 

Sp(n)/U(n) 
SO(2ra + 2)1S0(2m) • S0(2) 

Spr(n)/Z~ 

S0r(2m § 2)1Z2 
s0r+U(2m § 2)/Z~ 

SO*(2m + 2)/Z~ 
S0r(2m + 3) 
SOr+2(2m + 3) 

EdZ3 
~6, A~A t 

E7/Z~ 
]~7, A 7 

E7,A~ De 

SO(2m + 3)1S0(2m + 1) x S0(2) 

[~dz,]/[{sooo) • so(2}/z,] 

[EdZ~]/[{Ee x ~}/Z,] 

Ur(n)/Z~ 
{S0r(2m) x S0(2)}/Z~ 
{SOr(2m) x so(2)}/z~ 
{so*(2m) • so(2)}/z~ 

$Or(2m + 1) x S0(2) 

{so0o) x so(2)}/z~ 
{SO*OO) x SO(2)}/z~ 
{so 'oo) • so(2)}/z~ 
{so(lo) • so(2)}IZ~ 
{S0*(10) x SO(2)}/Zz 
{soqlo) x so(2)}/z~ 
{~. • ~} / z ,  
{l~,~,a~ x ~}/z~ 
{E6,~,.% x T~}/Z2 
{E~,.~ ~ x T~}/Z~ 
{~,~o ~, x ~}/z~ 
{ r e  • ' v - } / z ~  

0 < 2 r < n  
O<~r<m 
O < r < m  

O<~r<m 

13.6. T a b l e ,  rank H = rank G, but  M u not  hermit ian symmetr ic .  

M u G/ H 

~dsu(3) 

F4/su(3). sv(3) 

EefSU(3). SU(3)- SU(3) 

ET/SU(3). SU(6) 

Es/SU(3 ) �9 Ea 

Es/[SU(9)/Za] 

G2 

G2, AzA~ 
Fa 

EdZ~ 
~6,A1A~ 

E6, D5 T ~ 

E6,F4 

~6,C~ 

•71Z2 

~7,A, 

ET, A1De 

~E7, E6 T1 

Es 
E~,Ds 

Es 
E8, J9 s 

ES, Az E~ 

su(3) 
sul(3) 
[su(3) x su(a)]/z~ 
~su~(3) x su(a)j/z~ 
[SU(3) x SuI(a)I]Za nnd [SU1(3) x SU~(3)J/Z3 

[SU1(3) x SU(3) x SU(3)]/[Z a x Za] and  
[SU1(3) • SU1(3) x SUI(3)]/[Z3 • Zs] 
[SU~(3) x 8U1(3) x SU(3)]/[Z a x Za] 
[SL(3, C) x SU(3)]/Z 3 
[SL(3, C) x SU~(3)J/Za 
[sv(3) x su(6)]/z~ 
[su(a)  x SU,(6)]/Z e and  [SU'(3) • SU3(6)]/Ze 
[SUI(a) xSU(6)]/Ze, [SU(3) xSUZ(6)]/Ze, and 
[SU~(3) x SU2(6)]/Ze 
[SU~(3) • SU~(6)]/Zs and  [SU(3) x SUa(6)]/Z6 
[SU(3) x E6]IZ 3 
[SU(3) xE6,1)~T~J]Z 3 an4  [SUI(3) xE~.AI~]/Zs 
[8U1(3) • E6]/Zs, [SU1(3) x E6,~T'JIZa, [SU(3) x E 6 , ~ ] / Z  a 
SU(9)/Z~ 
SUI(9)/Z3 and  SU4(9)/Zs 
SU2(9)/Z 3 and  SUa(9)/Za 
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13.7. Table. rank G > rank  H. Then G= G/Z and H = H Z / Z ,  where Z is an arbitrary 

central subgroup o/ G and where G and H are given as/oUows. 

Center of 
.M u G G H Conditions 

Spin (n 2 - 1 ) n odd,  n > 2 Spin(n 2 - l)/ad SU(n) 

SO(n 2 - 1)/ad SU(n) 

Ee/[SU (3)/Za] 

SO 2r(n-r) (n 2 - 1) 

S O  2 r ( n - r )  ( n  2 - -  1) 

simply connected 
(six-sheeted) 

covering group of 
Es. A~ A1 

Ee 

Z~ • Z~ 

Z2 

Z8 

Z3 

SU(n)/Zn 

sur(n)/Zn 

SU(n)/Z= 

SU 1 (3) /Z 3 

s u ( 3 ) / z ~  

n odd, n > 2, 
0<2r~<n 

n even, n > 3, 
O<~2r<~n 

Proo/. We first dispose of the case where G is a complex Lie group. There Theorem 

12.2 tells us that H 0 is a complex analytic subgroup and that (~ _ ~ c  and ~ = ~ c  where 

(i) ~ c ~  are the compact real forms of ~ c  ~,  (ii) (~u=~(D~ and ~ u = ~ @ ~ ,  and (iii) 

has absolutely irreducible linear isotropy representation (say fi) in A/B. Let T denote 

the real tangent space of M, so To= T' |  where T'  is the holomorphic tangent space 

and T " =  T'  is the antiholomorphic tangent space. Now H 0 acts on T'  by fi, on T" by 

ft. But H is a complex subgroup of G, so its linear isotropy action preserves T'  and T", 

and we may view fi and ]3 as inequivalent (one is holomorphic, the other antiholomorphic) 

representations of H. Let A denote the commuting algebra of H on T, real division algebra 

by Schur's Lemma, # R  because the complex structure gives it an element of square - 1 ,  

and ~=Q because fl and/~ are inequivalent on H. Then A = C  by elimination of all other 

possibilities. Thus M carries precisely two G-invariant almost complex structures, and 

these must be the ones defined by the natural complex structure and its conjugate. We 

have proved all our assertions for the case of a complex group G. 

From now on, G is not a complex Lie group. 

Suppose that  Z is not absolutely irreducible. Then Z =fi(~/~ and a glance at Theorem 

11.1 shows fi +~; in particular ; / has  commuting algebra C so there are precisely two G- 

invariant almost complex structures on G/H o. On the other hand, if M carries a G-invariant 

almost complex structure than X has commuting algebra #R,  so g cannot be absolutely 

irreducible. This shows equivalence of (3 a), (3 b) and  (3 c), except that  i t  remains to show 

that (3a) implies connectivity of H. 
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Let  M carry a G-invariant almost complex structure. Then ( ~ = ~ + ~ J ~  and ~j~c= 

~ '  + ~ "  where, ~ "  = ~ ' ,  H acts irreducibly (say by  fi) on ~;J~' and by  ~ on ~)~", and Z = 

fi (D]~ with fl + f~. Let  a be the involutive automorphism of ( ~  preserving ~u which defines 

(~ and ~ as in Theorem 12.1. Theorem 12.1(2) shows tha t  a preserves ~)~' and ~ " .  Let 

h E H .  Then ad(h) induces an automorphism of (~cu preserving ~ c  ~yj~, and ~rj~,,, the latter 

two because the almost complex structure of M is preserved. Glancing through the cases 

of Corollary 13.2 we see that  ad(h)I~ is an inner automorphism because ad(h) preserves 

~ '  and ~ " .  Thus we m a y  replace h by  an element of hH o and assume ad(h) lo 9 = 1. Now 

ad(h) has eigenvalues 1 on ~, and ad(h)Iwv and ad(h)Iwt" are in the commuting algebras 

of fi and f~ respectively. Thus there is a complex number  c + 0  such tha t  ad(h) is multiplica- 

tion by c on O)~' and by 5 on ~ " .  I f  rank K = r a n k  G then Theorem 2.2 implies [~0~', ~ " ]  = 

~c so [ ~ ' ,  ~J~"] 4=0 and it follows that  c5= 1. I f  rank K < r a n k  G we check from Corollary 

13.2 that  [~)~', ~ " ]  4=0 and it follows that  [c61 is [el or 1. In  either ease, now, Icl =1, so 

h is contained in a maximal compact subgroup of H. Extending a to ~ and G we now have 

a(h) = h. On the group level now we have h E gu, viewing both g and Gu as R-analytic sub- 

groups of a complex group with Lie algebra (~c. Gu/(Hu U h. H~) has an invariant almost 

complex structure; now h E H  u by Theorem 13.1, and so ad(h)[ �9  implies tha t  h is 

central in H~. I f  rank K < r a n k  G it follows that  h = l .  If  rank K = r a n k  g and a is inner, 

a=ad(/c) for some kEH~ by Theorem 13.3, h is contained in any  maximal torus T of Hu 

containing k, so h E T a  H 0. I f  rank K = r a n k  G and a is outer then in each of the three cases 

of Theorem 13.3(2) h is contained in a toral subgroup 2' of H u which is fixed by  a, so 

h E T ~ H  o. In  any case we have shown that  H is connected. This completes the proof 

of equivalence of (3a), (3b) and (3c), which are clearly equivalent to (3d) by  means of 

Theorem 12.1. 

I f  M has a G,invariant complex structure then [8] ~ c =  ~ + ~ where ~ is a complex 

subalgebra with ~ c =  ~ (1 ~. Then we may  take ~ ~ ~ c +  ~j~,, and ~ = ~ c +  ~ ,  in the nota- 

tion above, and we have a m a p / :  Mu~GC/L  given by/(gH~) =gL. / is G~-equivariant and 

maps ~ isomorphically onto (}jc/~; thus / is a nonsingular differentiable map  with open 

image. As M~, and thus [(Mu), is compact, [ must be surjective. Now / is a complex analytic 

covering. Theorem 13.1 shows Mu hermitian symmetric. Thus M is (indefinite) hermitian 

symmetric.  

Now we need only check the listing in Tables 13.5, 13.6 and 13.7. I f  G and H have the 

same rank, the same is true (see Theorem I3.3) for their maximal  compact subgroups, so 

G is eenterless and G/H is simply connected. Now we need only check the equal  rank ease 

(Tables 13.5 and 13.6) o n t h e  Lie algebra level. We use the  notation a = a d  (s), s EHu, s ~ = 1, 

in the case where a is inner. 
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M~--  SU(p + q)/S[U(p) • U(q)]. I f  a is inner then  the matr ix  s '  representing s has square 

c I  where c P + q : l .  Thus  s' is a scMar multiple of diag [-Iu,  I~_u, - Iv ,  I~_~] w i t h 2 u ~ p  

and  2v<~q. Then (~=| and ~ = | 2 1 5  lI'(q)]. I f  a is outer  then Theorem 

13.3 says  tha t  p and q have a common value n and  tha t  a interchanges the  two local U(n) 

factors of H u. Thus ~ =~9.(n, C).~o, where its connected center Z 0 is a circle group be, 

cause it is common to H~, a n d  (~ is eithe r ~ ( n ,  Q) or ~ ( 2 n ,  R) according to  whether  

~g= - g  or ~g=!t, where a =  ~, ad(g) and c~ is complex conjugation;  see [21]. 

M~-SO(2n)/U(n). Theorem 13.3 says tha t  a is inner.  The m a t r i x  s'  representing s 

has square ! or - I  and  is in U(n), s o i t  is U(n)-conjugate t o  

(-012~ 0 2 , _ 2 ~ ) o r  (-J~o Oj,_~), 2r~n,  

Where J t  is the 2 t • 2 t mat r ix  with 2 x 2 blocks down the diagonal and zeros 

elsewhere. Thus (~ = ~ 2 r  (2 n) [resp. ~ * ( 2  n)] and ~ = 1I r (n). 

M~= Sp(n)/U(n). T h e o r e m  13,3 says t h a t  a is inner .  The mat r ix  s '  is diagonable 

( - I ~  0 ) and then @=~p~(n) and ~=llr(n). over Q, so we m a y  take  it  to  be I~ - r  

M u = S0 (n + 2 ) / S 0  (n) •  (2), n >2 ,  n 4 4. If  a is inner then s '~ is I or - I ,  so we 

m a y  conjugate  s in H~ and assume tha t  s '  is given b y  

0 In-~r  0 or. 0 0 " 

0 0 Jr 12/ 0 - 1 0 

Then ( ~ = |  . . . .  +2(n§ ) and ~ - ~ m ( n ) |  with 2m<~n and m=2r or m=n-2r;  
or n=2m with |  and ~ = ~ * ( n ) | 1 6 9  I f  cr is outer  we are in case (2b) 

of Theorem 13.3 with s = 1 and n 1 - 1 ;  tha t  is the same as the first of the ,two cases directly 

above except t ha t  2r is replaced b y  an  odd number.  

I f  G is exceptional and rank K - r a n k  G, the possibilities for a are quickly listed up to 

ad(H=)-conjugacy by  means of Theorem 13.3; given such a a, one looks at  its action on a 

Weyl  basis of (~c and calculates the dimension of the fixed point  set; the local form of 

G is specified by  tha t  dimension. These calculations are carried out  in a somewhat  more 

general context  in [21] and  the results are as recorded in Tables 13.5 and 13.6. This completes 

our checking for the case of equal ranks. 

Now suppose rank  H < r a n k  G. Then Corollary 13.2 says tha t  Mu-Gu/H= is Spin(n 2 - 1)/ 

adSU(n) with n > 2  odd, SO(n~-l)/adSU(n) with n->3 even, or EJ[SU(3)/Za]. a ] ~  is 
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inner because it does not  in terchange the two summands  of the linear isotropy representa- 

tion. Thus there exists sEHu such tha t  a d ( s ) . o  acts trivially on H~. I f  G ~ = E  s and  0 is 

outer, then the fixed po in t  set gu  of ad(s) .o  on (~u has rank  4, so it properly contains the  

maximal  subMgebra ~=; thus  o is inner if G = E  s. I f  G u = S 0 ( n 2 - 1 )  with n even, n=2m,  

then  G~ is of type  B2m,_ 1 and  so necessarily 0 is inner. I f  G = = S p i n ( n ~ - l )  with n > 2  odd 

and  if o is outer, then n = 2m + 1 and  the fixed point  set ~= of ad  (s), o on (~u has rank equal 

to  rank  G u - l = � 8 9  and  contains the maximal  subalgebra ~ of 

rank  n - 1 ~ 2m. Then 2m 2 + 2 m -  l = 2m, so 2m 2 = 1, which is ridiculous. Thus o is inner. 

Now we have verified tha t  o and o ] ~. are inner. So o = ad(g) for some g E G~, and o] H, = 

ad(s) IH, for some s ~H~. Thus gs -1 centralizes Hu and consequently is central in Gu. I t  fol- 

lows tha t  o=ad(s ) ,  sEH~, s2=l~ 

Mu = [Spin or SO] (n ~ - 1)/adSU(n). As we work first on the Lie algebra level we m a y  

first assume M~ = S0(n 2-1) /adSU(n) ,  n > 2  even or odd. s is ad(Hu)-conjugate to an  ele- 

men t  of H u represented by  the matr ix  s ' = ( - 1 )  r ( - I T  0 ] ESU(n), 2r~n .  Thus ~ =  
\ 0 I ,_T/  

~lI~(n). H is centerless so it mus t  be SUr(n)/Z~ globally. The inclusion ~: ~ - - > ( ~  is the 

adjoint  representation. The ( -b 1)-eigenspace of :~(s'} is G[H(r) • l~ (n - r ) ]  which has 

dimension r 2 + ( n - r ) ~ - l ,  so the ( -1) -e igenspace  of :~(s') has dimension n ~ - l - [ r 2 +  

(n - r )  2 - 1] =2r (n  - r ) .  Thus  (~ = ~ 2 ~ ( ~ - r )  (n ~ _ 1). 

Let  0: G-~ G be a covering group, H = O-l(H)o and M = G/H, such tha t  G acts effectively 

o n / ] I  and M is s imply connected. Then G = G/Z and H = (HZ)/Z, where Z is an a rb i t ra ry  

central  subgroup of G which is characterized up to isomorphism by  Z ~ 7~(M). To find 

we star t  with the exis tence of a central  Z '  in G such tha t  G'= G/Z' is S0~T(~-r)(n 2 - 1 )  and  

H'=(HZ' ) /Z '  is the linear group ad  SUr(n). Then Z'=z~I(G'/H')=zrl(K/L), where L = K  

are the maximal  compact  subgroups of H ' c G ' .  Now L=S[U(r)•  and  K =  

K 1 • K~, where K 1 = SO(r 2 -t- ( n - r )  2 - 1) and K s = S0 (2 r (n - r ) ) .  As a linear representation, 

the  inclusion L c  K is eo 1 | o~, where eo 1 = adz maps  into K1, and c% = [aT | ~ - r ]  G [~T | a~_r] 

(where a~ is the usual vector  representation of degree m of U(m)) maps  into K S. I f  r = 0  

we know G and  K;  now assume r > 0  s o  r 2 is faithful. ~I(K~)=Z2 because n > 2 ,  so 

Sp i n (2 r (n - r ) ) -~K  2 is the universal covering. I f  K~/w~(L) is not  simply connected, now ~o, 

lifts to a Spin(2r(n-r)).valued representation. Then if b~ is a 1-parameter  subgroup of 

L, b, = 1 i f  and only if t i s  an  integer, the lift of co~(b,) to the Clifford algebra is l if and  only 

if t is a n  integer. We test this with the 1-parameter subgroup bt = diag [e,, ..:, et]' e, = e ~" -(2~, 

of the subgroup U( r )=L .  I n  an  or thonormal  basis {v~} of R ~r(~-T), ~%(b~) has matr ix  diag 

E [ cos (2z~t) sin (2:zt)] 
[Et  .. . . .  E,], *= ~ - s i n  (2~t) cos (2zt)]" Thus  the lift to  the Clifford algebra on R ~n-T)  is 
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given by bt~I~ v21_ 1 �9 (COS 7ltv2j q- sin Y~tV2j_I) where j ranges from 1 to r(n - r) in the product. 

Thus bl--.'-Vl. V2.....V2r(n_r)_l.v2r(n_r). In  other words, the representation 0) 2 does not lift. 

If G'/H' is not simply connected, then G= Spin2r(n-r)(n 2-1)  with maximal compact sub- 

group K =K1 "K2, Ki = Spin(m) covering Ki = S0(m), so 0) 2 lifts. That proves G'/H" 

simply connected. Thus 0 =  G ' =  S02r(n-r)(n 2 -  1) for r >  1. 

Mu=Es/[SU(3)/Z3]. If  a #1,  so a =ad(s) with s EHu of order 2, we may conjugate and (10i) assume that  s is represented by s' = 0 - 1 E SU(3). Then H = SUI(3)/Za. Let :r 

0 0 

denote complex conjugation on SU(27); we view Gu =E6 as an a-stable subgroup of SU(27) 
2 2 

The inclusion Hu->G u is given by the real representation 0 - -0  so any element of the 

image may be conjugated and assumed fixed under ~. Thus we may assume ~(8)=s. Then 

~r and cr commute, so zr preserves the fixed point set K of ~, and a preserves the fixed point 

set F of a. For convenience let L = F  N K. :Now K is of type DsT 1 or AsA1, F is of type 

F4 or C4, and L is a group of rank 4 which is a symmetric subgroup in both K and F. Recall 

the symmetric subgroups of rank 4 in those groups. 

C4: A3T ~, CiC 3 and C2C 2. Fa: B a and C3C 1 

A5AI: /)3A1, D3T 1, CaA 1 and C3 T1. DsTI: B1D3, B2D 2 and B3D r 

Here note D3=A3, B2=C2, D2=A1A1, D I = T  1 and A I = B I = C  1. Despite this, DsT 1 is 

eliminated as a possibility for K. Thus G is of type E6. A~ A1. 

As before G/H = M  is the simply connected covering group of M and G = G/Z, H =HZ/Z 

where Z is an arbitrary central subgroup of G. We start on the matrix level with G' = G/Z' 

which has maximal compact subgroup K = [SU(2) x SU(6)]/Z 2 embedded in G ' c  SL(27, C) 

1 1 1 
by the representation ( o | 1 7 4  o - - �9  Then the fundamental 

group zel(G' ) =7rl(K ) = Z  2. Let G"-+G' be the universal 2-fold covering, H" the identity 

component of the inverse image of H ' =  HZ'/Z'. H' is centerless so H" has center of order 

i or 2. But H ' =  SUl(3)/Z3 does not have a covering group with center of order 2. Thus 

G"/H" is simply connected and effective. We have now proved that G" = G is the simply 

connected group of type E6.A~A~, that it has center Z6, and that  H"=I~=SUI(3)/Za, 

q.e.d. 

14. Invariant division algebras 

Let A be an associative algebra of linear transformations of a real vector space V. 

B y  an A-structure on a differentiable manifold M, we mean a family {Ax}x ~M, where Ax is 

an algebra of linear transformations of the tangent space Mx, a n d  there exist linear iso- 

9 -  682901 Acta mathematica 120. I m p r i m 6  le 10 avr i l  1968 
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morphisms V ~ M x  carrying A to A x. If  F is a division algebra It (reals), C (complex num- 

bers) or Q (quaternions), then we view F n as a real vector space of dimension n. (dimRF); 

this realizes F as an associative algebra of linear transformations of a real vector space and 

allows us to speak of an F-structure. Note that  a C-structure is more general than an almost 

complex structure, but that  locally it defines an almost complex structure up to sign. 

Let G be a differentiable transformation group on M. Then an A-structure {Ax}xe M 

is called G-invariant if x s  and gEG imply that g carries A x to Ag(x). 

Suppose that G is transitive on M, so M = G/H where H = {g e G: g(xo) =x0}. If  {Ax}z~M 

is a G-invariant A-structure on M, then Azo satisfies 

(i) if hEH, then h.A~oh, l=A~~ 

and Azo defines the structure by means of 

(ii) Ag(~~ is the image of A~, under g. 

Conversely, if Azo is an algebra of linear transformations of M~,, t h e n  it defines an Axo- 

structure if and only if it satisfies (i), and in that case a G-invariant structure is defined 

by (ii). In  particular: 

14.1 LEM~IA. Let M be a coset space G/H, where H is the isotropy subgroup at a point x. 

Then M has a G-invariant G-structure i/ and only i/ M z has a complex vector space structure 

/or which every tangent map h.z, h E H, is either G-linear or ~J-antilinear. M has a G-invariant 

Q-structure if  and only i~ M~ has a quaternionic vector space structure/or which every h.~, 

hEH, is the product o/ a Q-linear map and a Q.scalar map. 

Now let M = G/H be an effective reductive coset space such that  the Iinear isotropy 

action of H 0 is an It-irreducible representation Z. I f  Z is not absolutely irreducible Theorem 

13.4 shows that its commuting algebra A is a complex number field; A is normalized by 

the non-identity components of H and thus extends to a G-invariant C-structure on M. 

That is the unique G-invariant C-structure on M. If Z is absolutely irreducible, so A =I t ,  

then Theorem 13.4 shows that  there is no G-invariant C-structure on M. In  other words 

14.2 THEOREM. Let M :  G/H be an e//ective reductive coset space, where G is a connected 

Lie group, H is a closed subgroup, and H e has It-irreducible linear isotropy representation X. 

Suppose that M is not euclidean: Then M has a G-invariant C-structure i / a n d  only i / Z  is 

not absolutely irreducible, and in that case the structure is unique. 

I t  is known [18] that certain compact riemannian symmetric spaces have invaxiant 

Q-structures, Essentially they axe the ones which are base spaces of 2-sphere fibrations of 

compact complex homogeneous contact manifolds, We say  'essentially' because there is a 

mild complication which involves the notion of scalar part, which we new define. 
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Let M = G / H  be an effective reductive coset space with a G-invariant Q-structure 

{Az}~M. Then the linear isotropy group H at x is a local direct product, H o = H ' . H "  , 

where the linear isotropy representation sends H' into transformations which commute 

with every element of A x and sends H" into A x. H '  is the Q-linear part of H 0 and H" is 

the Q.scalar part of H 0. These parts are well defined because G/H is effective and reductive. 

We use the notation that  It*, C* and Q* are the multiplicative groups of nonzero reals, 

complex numbers and quaternions, respectively; that  R', C' and Q' are the respective sub- 

groups consisting of elements of absolute value 1; and that  R* and It+ are the respective 

subgroups of It* and It '  consisting of positive numbers. :Now there are three type s of pos- 

sibilities for the analytic subgroup H" of H, which we name and list as follows. 

(i) The linear isotropy representation maps H" into It*. Then H" is isomorphic to 

It+ = {1} or to R*, and we say that  H has real scalar part. 

(ii) The linear isotropy representation maps H" into C* but not into a real subfield. 

Then H" is isomorphic to (V= T 1 or to C*= C' • It*, and we say that  H has complex scalar 

part. 

(iii) The linear isotropy representation maps H" into Q* but not into a complex sub- 

algebra. Then H" is isomorphic to Q'=Sp(1) or to Q*=Q' •  and we say that  H has 

quaternionic scalar part. 

14.3 T H E O R E M. Let M = G / H be an e//ective reductive coset space, where G is a connected 

Lie group, H is a closed subgroup, and H o has It-irreducible linear isotropy representation Z. 

Suppose that M is not euclidean. 

1. M has no G-invariant Q-structure/or which H has real scalar part. 

2. M has a G-invariant Q-structure/or which H has complex scalar part, i] and only i/ 

the compact version M~ = G~/H~ is the complex projective plane. 

3. M has a G-invariant Q-structure/or which H has quaternionic scalar part, i] and only 

i/ (3a) M~=Gu/H u is one o/ the compact quaternionic sYmmetric spaces classi/ied in [18, 

Theorem 5.4] and the involutive automorphism (~ o/ Gu which gives the Cartan involution o/ G 

is trivial on the subgroup o/Hu corresponding to the Q-scalar part o/ H, or (3 b) ff~ =9~ c, ~ ~ ~c, 

Gu = A  x A,  H u = B • B and Mu = (A/B) • (A/B), where A / B  is a nonhermitian compact 

quaternionic symmetric space listed in [18, Theorem 5.4]. 

Proo/. We may assume H connected. (1) is  immediate from Theorem 12.1, which 

shows that  X cannot  have commuting algebra Q, 

Let M have a G-invariant Q-structure with Complex scalar part. Then Theorem 13.4 
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shows tha t  H" is a circle group C' = T  1, so Mu is hermitian symmetric,  and [18, Theorem 

3.7] says that  M u is the complex projective plane. On the other hand, if Mu is the complex 

projective plane, then G~ = S U ( 3 ) / Z  3 and Hu= S[U(1) • U(2)]/Z 3 ~ U(2), and the first line 

of Table 13.5 shows that  either G=G u and H=H~, or G=SUI(3)/Z~ and H = S [ U ( 1 ) •  

Ul(2)]/Za ~ U1(2); in both cases M has a G-invariant Q-structure for which H has complex 

scalar part .  

Let  M have a G-invariant Q-structure for which H has quaternionic scalar part.  I f  H 

is not semisimple then Theorem 12.1(2) says that  the center of H is a circle group; thus 

1 
H" is Sp(1) =Q' ,  represented by  o in Z' Now suppose that  G/H is not symmetric. Then a 

glance through the list of Theorem 11.1 eliminates the possibility that  G and H are complex 

groups, so GJH~ is listed in Theorem 11.1. Then either Z is absolutely irreducible with 

1 1 
Z=ZiH,|  and ZIH"=�9 or Z=flQf~ with fl=fli-~'| and flirt'" =�9 no such spaces 

are listed in Theorem 11.1. In  other words, G/H is symmetric. Theorems 12.1 and 12.2, 

with Theorem 5.4 of [18], now show tha t  either G~/H~ is one of the symmetric spaces listed 

in [18, Theorem 5.4] which have quaternionic structure such that  Ha has quaternionic 

scalar part ,  or there is a nonhermitian quaternionic symmetric space A/B listed in [18, 

Theorem 5.4] such tha t  (~ =9~ c, ~ = ~ c ,  G~=A • A, Hu=B • B and M u =  (A/B)• (A/B), 

q.e.d. 

The commuting structure on a coset space G/H is the G-invariant structure (Ax)x~a/~ 

where Az is the commuting algebra of the linear isotropy group at x. Theorems 14.2 and 14.3 

say, for a simply connected noneuelidean reductive isotropy irreducible coset space G/H, 

tha t  the commuting structure is an R-structure if the linear isotropy representation is 

absolutely irreducible, is a C-structure otherwise, and cannot be a Q-structure. 

Note tha t  the commuting structure is the structure of the algebra of n • n real matrices 

if and only if Z =fl~ (~ .--(~fl= with fl~ absolutely irreducible real and all the fi~ equivalent. 

I n  this context see Lemma 12.3 and Remark  12.4. 

Chapter III. Riemannian geometry on isotropy irreducible coset spaces 

An isotropy irreducible coset space M = G/K, with K compact, has a riemarmian metric 

which is unique up to a constant scalar factor. In  w 15 we see that  M is an Einstein mani- 

fold and tha t  sectional curvature keeps its sign, and we determine when two such rie- 

mannian manifolds are isometric. In  w 16 we determine the linear holonomy group of M. 

w 17 contains the determination of  the full group of isometrics; if M has invariant  almost 

complex structure we also determine the full group of almost hermitian isometries and 

s t u d y  the group of almost-analytic diffeomorphisms. Finally, in w 18, we s tudy  locally 
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isotropy irreducible riemannian manifolds and their relations to isotropy irreducible coset 

spaces. 

Most of the results extend immediately to indefinite metric. 

15. Curvature and equivalence 

The elementary properties of isotropy irreducible riemannian homogeneous spaces 

are given by the following theorem. 

15.1 THEOREM. Let M be an e//eetive coset space G/K  o/ a connected Lie  group by a 

compact subgroup, where K is R-irreducibile on the tangent space. 

1. I /  ds e and d~ 2 are G-invariant r iemannian metrics on M ,  then ds2=c.d(7 ~ /or some 

constant c > O. I n  particular ds 2 and d(r 2 have the same Levi-Civit& connection. 

2. Choose a G-invariant r iemannian metric ds 2 on M,  let r denote the Ricci tensor, and let 

r denote the scalar curvature. Then (M, d8 2) i8 an Eins te in  space, r = r_ ds 2 with r constant and 
n 

n = dim M. 

3. I /  the identity component K o is R-irreducible on the tangent space, then 

(3 a) r <0,  (M, ds 2) is a r iemannian symmetric space o/ noncompact type, and every 

sectional curvature satisfies ~ <<. O; or 

(3b) r - O  and (M,  ds ~) is a euclidean space; or 

(3c) r > 0 ,  M is compact, and (M, ds 2) hasevery  sectional curvature 7r 

Remark.  Now Theorem ll.1 gives many new examples of Einstein spaces which are 

neither symmetric nor kaehlerian. 

Remark.  By uniqueness, the Levi-Civit~ connection on M must be the first canonical 

connection for G/K. 

Proo/. K is the isotropy subgroup at some point x E M. Let Z be the representation of 

K on M x. As Z is R-irreducible, any nonzero z(K)-invariant symmetric bilinear form 

on M x is definite and any two are proportional. Thus ds~ =c.daez for some c>0.  If  z E M ,  

z = g-l(x), then ds2z = g*ds~ = c" * 2 g dax = c" da~. This proves (1). Similarly r = / .  ds 2 for some 

constant/ ,  a n d / - r / n  by definition of r; this proves (2). 

Let z(Ko) be R-irreducible on Mx. I f  G is not semisimple then Lemma 1.2 shows 

(M, ds 2) isometric to euclidean space; in particular r =0. If  G is noncomp~ct and semi- 

simple then K is a maximal compact subgroup, so (M, ds 2) is a riemannian Symmetric 

space of noncompact type; in particular r < 0 and every sectional curvature u ~ 0. If  G is 

compact and semisimple then M is compact. By uniqueness, ds~ is the restriction of a 

negative multiple of the  Killing form of (~ t o  the orthocomplement of ~; in particular 

every sectional curvature ~ >~ 0 and some ~ >0; it follows that r ~ 0, q.e.d. 
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Distinct coset spaces m a y  give isometric manifolds. For  example, we have euclidean 

(2n)-space given as S0(2n).R2~/S0(2n), SU(n).R~n/SU(n) and  U(n).R2~/U(n). This is not  

a phenomenon restricted to euclidean spaces, for Spin(7)/G2 is isometric to the 7-sphere 

S 7. Thus  we need the uniqueness theorem: 

15.2 T H ~ O ~ E ~ .  Let G/K and A/B be simply connected e]]eetive coset spaces o/connected 

Lie groups by compact subgroups with R-irreducible linear isotropy representations. Let each 

carry an invaxiant riemannian metric and suppose that they are isometric. Then 

(i) there is an isomorphism o/G onto A which carries K onto B; or 

(ii) G/K and A /B  axe euclidean spaces o/the same dimension; or 

(iii) G/K and A/B are the two presentations Spin(7)/G2 and S0(8)/S0(7) o/the sphere S~ ; or 

(iv) G/K and A/B are the two presentations G2/SU(3 ) and S0(7)/S0(6) o/the sphere S 6. 

Proo/. I f  one (thus both) of G/K and A/B is a euclidean space then  we are in case (ii). 

I f  G/K and A/B are both  noneuclidean symmetr ic  coset spaces then  we are in case (i). 

N ow we m a y  assume tha t  A/B is a nonsymmetr ic  coset space, so it is listed in Theorem 11.1, 

and  tha t  G/K either is a compact  irreducible symmetr ic  coset space or is listed in Theorem 

l l .1 .  

Le t  M be the common r iemannian manifold of G/K and A/B and write M =  U/V, 

where U is the largest connected group of isometries: Then G c  U and  A c U, and we m a y  

assume K c  V and  B c  V. I t  suffices to prove our assertion in the case where U is G or ,4; 

for then  G 4 = U 4=A implies t ha t  either M = S 7 with G and A as conjugates of Spin(7) in 

S0(8), or M = S  6 with G and A as conjugates of G~ in S0(7), and we are in case (i). Thus  we 

are reduced to considering the case A 2 G with B = A  f) K. These situations are classified 

by  A. L. Oni~6ik ([22], Table 7, p. 219 [p. 29 in the translation], except tha t  Oni$Sik writes: 

G' for K and  G" for A, or G' for A a n d G "  f o r K ) ,  U f o r  B, a n d S p ( 2 n )  f o r S p ( n ) , A  

and  G are simple and B is semisimple. Thus~2(A/B)=~2(G/K)is finite, so K is semisimple. 

Now we need only run through the entries on Oniw list which have G" and U semisimple, 

checking for isotropy irreducibility. Doing that ,  we find tha t  we are in case (iii) or case (iv) 

of the theorem, q.e.d. 

16. Holonomy 

Let  M be a r iemannian manifold. I f  x~M, then 0 ( M ~ ) d e n o t e s  the orthogonal  group 

of the tangent  space and  S0(M~) is the subgroup consisting of proper  rotations.  I f  ~ is a 

sectionally smooth curve in M with bo th  endpoints  at  x, then  the parallel t ranslat ion 

about  a is an element T M E 0(Mx). All such t ransformations ~M compose the linear holonomy 
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group H ( M ,  x) at  x, H ( M ,  x) carries the subspace topology from its inclusion in 0(M:); 

the arc component of I is a closed Lie subgroup H0(M , x ) c  S0(Mz) which is called the 

restricted linear holonomy group of M at  x. H0(M, x) consists of all ~M for which a is homotopie 

(with fixed endpoints) to the trivial curve at  x. I f  ~: M ' - + M  is a riemannian covering, 

M'__> M injection ~.: H ( M ' ,  x ' ) -+H(M, x) which is equivariant qJ(x') =x,  then T~ v ~  defines an 

with the tangent map ~.: M'x,-+M:. Thus restricted linear holonomy is invariant under 

riemannian coverings. 

The holonomy of symmetric spaces is well known, although I cannot find the global 

s tatement  in the literature: 

16.1 PROPO SITION. Let M = G/K be an e//ective symmetric coset space with a G-invari. 

ant riemannian metric, where G is a connected Lie group and K is a compact subgroup. Let Z 

be the linear isotropy action o] K on M x. Decompose M ,,+ M ~ • M '  locally as the product o] a 

euclidean space M ~ and a product M '  o/irreducible spaces, so x = (x ~ x') and M~ =MOo | M'x,. 

Then K = K ~ • K '  and o , Z =Z QZ where z ~  ~ acts on M ~ z ' (K ' )  acts on Mz,, and H ( M ,  x) = X O'  

z'(K'). 

The proof is immediate, by  means of the universal r iemannian covering, from ([17], 

w 7) and ([16], w 3). 

By way of contrast, the holonomy of isotropy irreducible nonsymmetric coset spaces 

s much less complicated: 
i 

16.2 THE OREM, Let M = G/K be a nonsymmetric e//ective coset space with a G-invariant 

riemannian metric, where G is a connected Lie group and K is a compact subgroup. Suppose 

that the linear isotropy action Z o / K  o on M x is It-irreducible. Then 

H ( M ,  x) = S0(Mz) i / M  is orientable, 

H ( M ,  x) = O(Mx) i / M  is not orientable. 

An immediate consequence is: 

16.3 COROLLARY. I / 1 F  is a nonzero parallel di//erential /orm on M,  then either viz is 

a scalar constant, or M is orientable and ~F is a constant multiple o/ the volume element. 

Proo/ o/ theorem. M is orientable if and only if H ( M ,  x ) c  S0(Mx). Thus we need only 

prove H0(M , x) = S0(Mx), and for this we may  assume M simply connected. The de Rham 

decomposition of M as a product of a euclidean space and some irreducible riemannian 

manifolds, decomposes the largest connected group of isometrics; thus It-irreducibility of 

Z implies that  M is an irreducible riemannian manifold. Now ([1] or [13]) either M is iso- 
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metric to an irreducible riemannian symmetric space, or H(M, x) is transitive on the 

unit sphere in Mx. 

Let  M be isometric to an irreducible riemannian symmetric space. Then Theorem 

15.2 says that  M is isometric to a sphere S ' =  S0(n+  1)/S0(n), and Proposition 16.1 now 

implies tha t  H(M, x)=S0(Mx). 

Let  H(M, x) be transitive on the unit sphere S n-1 in Mx. Then H(M, x) must  be 

0 0 0 (:) (i) SO (u) = SO (M~), (ii) SU ~ , (iii) U ~ , (iv) Sp i ' (v) Sp .T 1, (vi) Sp .Sp(1), 

(vii) 13 2 with n = 7, (viii) Spin (7) with n = 8; or (ix) Spin (9) with n = 1 6. 

I f  the commuting algebra of H(M, x) on M x has an element o r of square - I ,  then o r 

defines a kaehlerian structure on 21/. By  compactness, the cohomology II2(M; R)=t=0, so 

~ ( M )  is infinite by  the I-Iurewicz Theorem. The exact homotopy sequence of G--G/K = M 

then shows ~1 (K) infinite, contradicting semisimplieity of K. This excludes the possibilities 

(ii), (iii), (iv) and (v) for H(M, x). 

In  the possibilities remaining, H(M, x) is its own connected normalizer in S0(Mx). 

Thus x(K) c H(M, x). 

I f  Mx has an H(M, x)-stable structure as a quaternionie vector space, then we have a 

G-invariant Q-structure on M, contradicting Theorem 14.3. This excludes the possibility 

(vi) for H(M, x). 

I f  M has dimension 7 and K is isomorphic to a subgroup of G2 then Theorem 11.1 

says G/K= Spin(7)/132, so H(M, x)=S0(Mx). This excludes possibility (vii) for H(M, x). 

Following Dynkin ([6], Table 5), a connected semisimple subgroup of Spin(2m+ 1) 

1 1 
absolutely irreducible on R2'~must be all of Spin(2m+l) .  As o--o~--o and o - - o - - o ~ o  

are not among the possibilities for X listed in Theorem 11.1, this excludes possibilities (viii) 

and (ix) for H(M, x) in the case where X is absolutely irreducible. But if Z is not absolutely 

irreducible, Theorem l l .1  shows tha t  M cannot have dimension 8 or 16. This excludes the 

possibilities (viii) and (ix) for H(M, x), q.e.d. 

17. Isometries 

Let M be a riemannian manifold. Then I(M) denotes the group of all isometrics o f  

M onto itself. As is now standard, we let I(M) carry the compact-open topology, and then 

I(M) is a Lie transformation group on M. The identity component is denoted I0(M ). 

Given an effective coset space M =G/K with a G-invariant  riemannian metric, one 

knows G c  I(M). But  in general one does not know how to determine I(M), or even I0(M), 

and this can be troublesome. 
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The determination of I(M) is reduced to the simply connected case as follows. Let 

q~: M ' ~ M  be the universal riemannian covering. Then M =M' /F ,  where F ~ I ( M ' )  is the 

group of deck transformations of the covering. Every g EI(M) lifts to a ~-fibre preserving 

map g' EI(M'), and the ~-fibre maps in I(M') induce isometries of M. An element g' EI(M') 

maps a ~-fibre F(x') to another (necessarily F(g'x')) if and only if (g 'F)(x')= (Fg')(x'). Let 

N r be the normalizer of F in I(M'), so its identity component N~ is the centralizer of F. 

I t  follows that  
I ( M ) = N r / F  and I0 (M)=(F .N~  

If M = G/K is a simply connected symmetric coset space, then the determination of 

Io(M ) and I(M) from (G, K) is due to Cartan (see [16, w 2]); in the irreducible case G O =I0(M), 

so K o = K  ;1 Io(M), and I(M) is constructed from the pair (Go, Ko) by examining automor- 

phisms of K o which extend to G 0. I t  turns out that  Cartan's idea works for isotropy ir- 

reducible spaces: 

17.1 T~v.o~]~M. Let M = G / K  be a noneuclidean simply connected e//ective coset space 

with a G-invariant riemannian metric, where G is a connected Lie group and K is a (neces- 

sarily connected) compact subgroup. Suppose that the linear isotropy action Z o / K  on M s is 

R-irreducible. Suppose G2/SU(3) # G / K  #Spin(7)/G2. Then G =Io(M ). 

Let Aut(K) a denote the group o/ all automorphisms of K which extend to G, and let 

Inn(K) a denote the normal subgroup o/ /inite index consisting o/ inner automorphisms o / K ;  

let Aut(K)a= (Jr_ 1 ]c~.Inn(K) a be the coset decomposition. De/ine 

= G (J s. G and K = K (J s. K i / rank  G > rank K and G/K is symmetric with symmetry s, 

= G and K = K otherwise. 

1/G2/SU(3 ) -#G/K :~ Spin(7)/G2, then 

I (M)  = b ]c~. G, a n d  5 k , ' K  is the isotropy subgroup at x. 
i=1 i ~ l  

Remark. If  G/K=G2/SU(3), then M = S  6 must be rewritten as S0(7)/S0(6) to apply 

the theorem. If G/K= Spin(7)/G~ then M ~ $7 must be re-written as S0(8)/S0(7). 

Proo/. Let A=I0(M ) and let B b e  the isotropy subgroup at x. Then M ~ A / B ,  and 

K ~  B shows B to be R-irreducible on M~. If A 4G, then Theorem 15.2 says that  either 

G]K=G2/SU(3) with A/B=SO(7)/SO(6), or G/K=Spin(7)/G 2 with A/B=SO(8)/SO(7). 

Thus G2/SU(3):#G/K~:Spin(7)/G2 implies G=Io(M ). 

Now we must prove: 

(17.2) Suppose G=Io(M ). Let K'  be the isotropy subgroup o / I (M)  at x. Let ]c' EK'. Then 

It' EK i /and  only i /ad(k')  I K is an inner automorphism o / K .  
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(17.2) is meaningful because _R~K '  and K is the identity component of K' .  I f  k' EK, 

then either k' EK, ork's EK, where s is the symmetry.  In  the lat ter  case ad(k's) [ K =ad(k ' )  [ g. 

Thus ad (k')l g is inner. 

Conversely let ad (k')l K be inner. Then K has an element k such that  ad(k'k) l ~ is 

trivial. L e t  Z' b e  the isotropy representation of K '  on M~ and let A be the commuting 

algebra of Z" Then z'(k'k) EA. I f  z'(k'k) = I then k'k = 1 and k' E_K. I f  z'(k'k) = - I then M 

is symmetric and k 'k=sEK, so k'E/~. 

Now suppose z'(k'k) ~ • I. Then A ~ R, so Z is not absolutely irreducible and A ~ C; 

z'(k'k) EA corresponds to a non-real element eEC of norm 1. Let Z be the center of K. 

I f  M is symmetric, it is hermitian symmetri  c and z (Z)~  A corresponds to the set of all 

elements of norm 1 in C; thus k'k EZ and so k' E/~. 

Now assume M nonsymmetric. Let ~ = R + ~ ,  Rc = ~)~0 and ~ c  = ~)~ + ~r)~, where 

ad(k'k) is scalar multiplication by  ~ on ~ .  Note tha t  ad(k'k) is scalar multiplication 

by  ~fl on [~0~, ~p] .  Thus [ ~ , ,  ~ ] ~  Kc and [~ , ,  ~ ]  c ~)~. As ~2 ~#s, a n d a s  [~c ,  ~ c ] r  ~c 

by  nonsymmetry,  now ~ = ~ .  Thus e = e  *2"s~. I f  rank G = r a n k  K, then Z has order 3 and 

so z'(k'k)Ez(Z); thus k 'keZ and k'E/~. 

Finally suppose rank G > r a n k K .  G/K is E~/{SU(3)/Za) or {(Spin or SO)(n ~ - 1)}/adSU(n), 

I f  �9 is an outer automorphism of order 3 on G, it follows tha t  G/K= Spin(8)/adSU(3) 

and ~ is triality; then ~ has fixed point set (~ which does not contain the centerless version 

of SU(3). As k'k has order 3 it follows that  ad(k'k) I a is an inner automorphism. Let  g E G 

such that  ad(k'k)l~=ad(g ) and let L be the connected centralizer of g. Then K c L  and 

rank L = r a n k  G > r a n k K ;  thus L=G. Now ad(k'k)lM=g'(k'k)=I, so k 'k=l  and k ' ~ K  ~. 

This completes the proof of (17.2). 

Now K ~ K ' ~  O ~ k ~ ' K .  Re-ordering the ks, it follows that  

x ' =  ks and thus I (M)= k,. V. 
i=1 l = l  

Define groups K"= U[=lk~ 'K and G"= U ~ k s ' G .  Then G is transitive on G"/K" 

and K = G N K". Thus we identify M with G"/K". Let V be the kernel of the action of G" 

on M. Then V c K "  is normalized by  K, and V is finite because VN K = V  0 K~={1}. 

As K is connected it follows that  Y centralizes K. Now V ~ K c K ' ,  so V={1}. Thus G" is 

effective on M. As K"  is compact, M has a G"-invariant riemannian metric. That  metric 

is G-invariant, hence proportional to the original one. Thus G"cI(M). But we just saw 

| (M) c G", so now I(M) = G" and K '  = K", q.e.d. 

A similar result holds for isometries which preserve an almost-complex structure. 

The symmetric ease is due to Cartan. 
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17.3 T ~ O R E M ,  Let M = G / K  be a noneuclidean simply connected e//ective coset space, 

with a G-invariant riemannian metric ds ~ and a G-invariant almost complex structure J. 

Suppose that G is a connected Lie group and K is a, compact subgroup whose linear isotropy 

action is R-irreducible. Given z E M  and tangent vectors X ,  Y E M  z, de[ine ~o~(X, Y ) =  

ds~(X, J zY)  and de]ine hz=ds2z+i~Oz . Then h is an almost-hermitian metric on M. 

Let H(M) be the group o/all almost-hermitian isometries o / M  and let Ho(M ) be the identity 

component. Then G = Ho(M ). I / G / K  4ad(E6)/A 2. A 2. As, then G ~ H(M). I /  G/K = ad (Ee) / 

A2.A2.A2, then H ( M ) = G O  q)'G, where ad (~o) la is an involutive outer automorphism with 

fixed point set F 4. M has an isometry ~ which sends J to - J .  I / G / K  :t=G2/SU(3 ), then I ( M ) :  

H(M) t) ~-H(M). 

Proo/. Let Z be the representation of K on Mx. Then the commuting algebra of Z is 

C and Jz is one of its two elements of square - - I .  The unimodular elements of C are in 

SO(Ms). Thus h~ is a hermitian inner product on Mx. Now h is an almost-hermitian metric 

on M. 

Let H(M) be the group of all almost-hermitian isometries of M. Then G c  H ( M ) c  I(M). 

I f  G/K~G2/SU(3), then G=I0(M ) and so G=Ho(M). I f  G/K:G2/SU(3), then I 0 ( M ) :  

S0(7) has G : G 2  as a maximal connected subgroup, and I0(M ) ~: H(M); it follows that  G : 

H0(M ). Now G : H 0 ( M  ) in general. 

Let  L be the isotropy subgroup of H(M) at  x. Then K = L  0. I f  k' EL, then It. commutes 

with Jx, so ad(/c')l K does not interchange the two irreducible summands of Z. I f  G/K= 

ad(E6)/A2" A2" A2, assume further tha t  ad(/c')l ~ is inner. Then a case by  case check shows 

that  ad(k')[K is inner. Let ]cEK so tha t  ad(k']c)l ~ is trivial. As in the proof of Theorem 

17.1, it follows that/c']c is central in K, so k' EK. On the other hand, as noted in the proof 

of Theorem 13.6,: ad(E6)/Ae.Au.A ~ has an almost complex involutive automorphism 

such tha t  ad(~) is outer on E 6. Thus G=H(M) for G/K4ad(E6)/A2.A2.A~ and I t ( M ) =  

G U T" G in the exceptional case. 

We find ~t. First suppose G compact with rank G > r a n k  K. I f  G/K=E6/ad SU(3) then 

A is the outer automorphism of G which preserves K. I f  G/K= S0(n 2 - 1 ) / a d  SU(n), then 

A is the outer automorphism of @lI(n) viewed as an element of GL(n ~ - 1, R) which normalizes 

S0(n 2 -1) .  Now suppose G compact with rank G = r a n k  K. Embed the center Z of K in a 

maximal torus T ~ K ,  and let ~t be the automorphism of order 2 on G which is - I  on ~. 

A preserves K because K is the connected centralizer of Z. Finally suppose G noncompact. 

Then G/K is hermitian symmetric of noncompact type, and we have an automorphism 

Jtu of the compuct form Gu which preserves K and is inversion on Z. Extend 2u from (~u 

to (~c by  linearity and let ~t be its restriction to ~ .  
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Finally suppose G/K 4G2/SU(3). I f  k is in the isotropy subgroup of I(M) at x, then 

/~, either commutes or anticommutes with J~, for k, J k ,  1 is another almost complex struc- 

ture on M. In  the commuting case, ]c E If(M). In  the anticommuting case, ]c2 E II(M). Thus 

I(M) =H(M)  U ~.I t (M),  q.e.d. 

The analysis of II(M) allows us to study the group A(M) of all almost-complex diffeo- 

morphisms of M: 

17.4 T~EOREM. Let M =  G/K be a noneuclidean e]/ective coset space with a G-invariant 

almost-complex structure, where G is a connected Lie group and K is a compact subgroup whose 

identity component is R-irreducible on the tangent space. Choose a G-invariant riemannian 

metric on M. Then: 

1. I /  G/K is noncompact then A ( M ) = I I ( M ) = I o ( M  ) =G. 

2. I] G/K is compact, then A(M) is a simple Lie group with maximal compact subgroup 

II(M), and Ao(M ) is a Simple Lie group with /inite center and maximal compact subgroup 

G =II0(M). 

3 . . I /  G/K is compact with rank G = r a n k  K, then either G/K is hermitian symmetric 

with A ( M ) = H ( M ) e = G  c, or G/K is nonsymmetric with A ( M ) = H ( M )  and A0(M ) =G. 

Proo/. If G/K is noncompact it is a hermitian symmetric space of noncompact t ype .  

Then, in the Harish-Chandra realization as a bounded domain with Bergman metric, 

every analytic automorphism is an isometry; s o  A ( M ) = I t ( M )  and our assertions follow 

from Theorem 17.3 

Now assume G/K compact. Let A denote A0(M ) and let B denote the isotropy subgroup; 

so G c A  and K = G  N B. A(M) is a Lie group [2]; now It(M) must  be a maximal compact 

subgroup. In  particular G is a maximal compact subgroup of A. Whenever S i s  a closed 

connected subgroup of A normalized by  G, We have G / K = ( G . S ) / ( K . S ) ;  if GdVS then 

simplicity of G and effectiveness of A show tha t  S={1}.  Take S to be the connected 

radical of A; now A is semisimple. I f  ,4 has two simple factors take S to be one which 

does not contain G; now A is simple. I f  A has infinite center take ~ to be the one dimen- 

sional vector group orthogonal to (~ in a maximal compactly embedded subalgebra of 

~; now A has finite center. Thus A is a simple l inear  group with G as maximal  compact 

subgroup. 

Suppose rank K = r a n k  G. As ~ is its own normalizer in (~, it is an algebraic subalgebra 

of ~ ;  thus A has an Iwasawa decomposition GSN for some maximal R-split algebraic 

torus S, such tha t  B = KSN.  I f  A = G c, then A has a complex Cartan subgroup H such tha t  

H N K is a maximal torus T c K  and H = T ' S .  Now B contains the Borel subgroup T S N  
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of A, so B is a parabolic subgroup of A and M = A / B  has a natural A-invariant complex 

structure. Of course this structure is G-invariant. Now Theorem 13.1 says that G/K is 

hermitian symmetric. Conversely Gee A(M) if M = G/K is hermitian symmetric. Thus M 

is (hermitian) symmetric i /and  only i / A  = G ~ 

Let G/K be G2/A2, E6/A2A2A2, E7/A2A5, Es/A s or ]~s/A2E6. Then A #G c and there is 

no noncompact absolutely simple group with G as maximal compact subgroup. Thus A is 

compact. Now A = G. 

Let G/K=F~/A2A~. Then Ee. a is the only noncompact absolutely simple group with 

G as maximal compact subgroup. Suppose A=E~. a and let ~ be the involutive auto- 

morphism with fixed point set G. Then L =  (B NaB) 0 is reductive in A with maximal 

compact subgroup K. If  L is almost effective on L/K,  it follows that  the semisimple part 

L' = K c, so rank L ) 8 in contradiction to L ~ A. Now L =L~. A2, where A 2 is the second factor 

in K=A2-A2, and L/K-L1 /A2 ,  where the A 2 is the first factor. I f  L' = K  t h e n L = K . S =  

K x S in the notation of the Iwasawa decomposition A = GSN, and K is the semisimple 

part of the centralizer of S. That is false. (~) Thus L=AC.A~.  Now AlL  is the noncompact 

almost complex isotropy irreducible space derived from E6/A2A2A 2 by the involution a. 

Thus L is irreducible on the orthocomplement of 8 in 9~. As L =  B normalizes B, and as 

B @A, that says L = B; but then dim A / B  = 54 > 36 = dim G/K contradicts A / B  ~ M ~ G/K. 

This proves A 4=Ee.a. As A . G  ~ we conclude A =G, q.e.d. 

Remark. The method shows that A0(Ee/adSU(3)) is Ee or E c, and that  

Ao(SO(n2-1)/adSU(n)) is S0(n~- l ) ,  S0(n~- I ,C) ,  SL(n~- I ,R )  or S0~(n~). I t  seems 

probable that  Ao(G/K ) = G in both cases, just as for the non-integrable almost complex 

spaces of equal rank. 

18 .  L o c a l  s t r u c t u r e  

Let M be a riemannian manifold. If  x ~ M, then K (~) denotes the group of all isometrics 

of neighborhoods of x which fix x, where we identify two isometrics if they coincide on a 

neighborhood of x. K (a is called the group o/local isometries at x. K (~) is a compact Lie 

~1 ~2 ~3 ~4 ~5 
(1) E6 has simple roots 0--0--0--0--0, F 4 has simple roots {�89 (g1+~5), �89 ~3, c~6}, 

I 
O ~6 

and S is spanned by { ~ 1 7  c~5, ~2 - c~4}. Thus the centralizer of S in E6 has positive roots {c~a, c,e, c* a + ~ ,  

~4+~5+~e ,  c q + 2 a 2 + 2 g s + 2 ~ a + c ~ 5 + ~  6, ~ l + 2 a 2 + 3 c ~ a + 2 a c 4 + ~ 5 §  ~ 2 + 2 a z + 3 a a + 2 ~ a + ~ + 2 a ~ } ,  

so it has semisimple part of type Da with simple roots 0---0 
~a ~6 ~0 g2 § ~a § ~ 
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group, for its linear isotropy representation Z on M~ is faithful, and z (K  (~) consists of all 

the orthogonal linear transformations of M~ which preserve all covariant differentials 

(V~R)z, m >~0, of the curvature tensor at  x. We say tha t  M is locally isotropy irreducible at 

x if z(K(0 ~)) is R-irreducible on Mz. M is said to be locally isotropy irreducible if it is locally 

isotropy irreducible a t  each of its points. 

Let (~(~) denote the Lie algebra of germs of Killing vector fields at  x. Then ~(x) is 

natural ly identified with the subalgebra consisting of all elements of (~(x) which vanish at  

x. I f  cf is a local isometry carrying x to z, then ~v sends ~(x) isomorphically onto (~(z) and 

carries K (~1 to K (~). I f  M is locally homogeneous, it follows that  the isomorphism classes 

of the pair ((~(x~, R(~)) and the group K (z~ do not depend on the choice of x. 

18.1 T ~ O R E M .  Let M be a connected locally isotropy irreducible riemannian manifold. 

Then M is locally homogeneous. 

Choose xEM.  JLet G/K be the simply connected effective coset space with ff~ ={~(x~, ~ =  ~(~) 

and G connected. Then K is R-irreducible on the tangent space of G/K. For X e ~  (~ near O, 

define f(exp~ (X)K)=expM (X).x .  Then there is a G-invariant riemannian metric on G/K 

such that / is an isometry o /a  neighborhood of K E G/K onto a neighborhood of x E M. iT/M is 

complete, then f extends to a riemannian covering. 

Before proving this theorem we note some consequences. 

18.2 COROLLARY. Let M be a complete connected simply connected locally isotropy 

irreducible riemannian manifold. Then M is homogeneous, so M = G / K  with G=I0(M),  and 

(i) M is a euclidean space; or 

(if) M is an irreducible riemannian symmetric space; or 

(iii) G/K is listed in Theorem 11.1. 

For G/K coincides with the coset space of Theorem 18.1. 

18.3 COROLLA~r. Let M 1 and M2 be complete connected locally i8otropy irreducible 

riemannian manifolds, with M 1 simply connected. Let ]: UI ~ U 2 be an isometry, where U~ is 

a connected simply connected open submani]old of M~. Then ] extends to a riemannian covering 

[: MI ~ M ~. I / M ~  is simply connected then ] is an isometry. 

I I ! 

For let ~: M2-+M~ be the universal riemannian covering and let ]': UI-+ U2 = ]  (U1)c 

ME be a lift of / .  T h e n / '  is an isometry. L e t  M 1 = G1/K 1 and M~ = G~/K 2 as in Corollary 18.2; 

n o w / '  induces an isomorphism of G 1 onto G~ which carries K 1 to K2, and t h u s / '  induces 

an isometry [': M I ~ M  ~. Define ] = ~ . [ '  and the assertions follow. 
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Proo/ o/ theorem. If zeM, t h e n  Vz={Xz: XE |  (z)} is a K(Z)-stable subsp~ce of Mz. 

B y  local i so t ropy  i r reducibi l i ty ,  e i ther  V~=O or Vz=M~I I f  Vz=O we choose wEM such 

t h a t  z ~=w bu t  z is in a normal  ne ighborhood  of w. Le t  {Wt}o<t<l be the  unique  minimiz ing  

geodesic f rom w to z, a n d  let  WEM~ be i ts  t angen t  vec tor  a t  w. I f  K(oW)(z)=z t hen  K~ w) 

fixes W, cont rad ic t ing  i so t ropy  i r reduc ib i l i ty  a t  w. Now K(0 ~) has  a one p a r a m e t e r  subgroup  

ex 9 (tX), X E ~  (w), which moves  z, and  so 0=~X~E Vz. This  p roves  V~=Mz for eve ry  zeM. 

Let  %, xlEM. Let  {xt} be a smooth  curve in M from x o to x r Given 0~<t~<l, eve ry  

e lement  of Mx, is the  va lue  of some Ki l l ing vec tor  field on a ne ighborhood  of x~, so there  is 

an  open set  U,3xt consist ing of images of x~ under  local isometries.  The H e i n e - B o r e l  

Theorem gives 0 =t o <. . .  <tk = 1 such t h a t  U~=0 Ut, contains  the  curve {xt}. Now a com- 

pos i t ion  of k local isometr ies  carr ies  x 0 to  x 1. This  p roves  t h a t  M is local ly  homogeneous.  

(~(x)=~(x)+~ where ~)~ is an  ad  (~(x))-stable subspace  ident i f ied  wi th  M ,  unde r  

X->X~. As K(0 x) is R- i r reducible  on M~, now ~(x) is R- i r reducible  on ~0~, and  thus  K is 

R- i r reducible  on the  t angen t  space of G/K. Lif t  the  met r ic  f rom M x to ~ ;  then  i t  defines 

a G- invar ian t  r i emann ian  metr ic  on G/K. Choose a convex open ne ighborhood  ~ of 0 in 

(~(~) such t h a t  expM ( -  Y2) is def ined a t  expM(Y1).x whenever  Y1, Ys E ~ .  Then  we have  

l inear  isometr ies  

(G/K)e~po(r).K~x%(-r),~/~., I. ,.~" expM(r) ,z  
( ~ / A ) . ) E  ~ lvX  X ~ ~va exPM(y ) . x 

a n d / . :  (G/K)expa(r).~r ~ MexpM(r).x is the i r  composi t ion.  Thus / is an i some t ry  on neigh- 

borhoods.  

Le t  M be complete  and  let  x:  M'--->M denote  the  universa l  r i emann ian  covering. We 

cut  / down to an  i some t ry  g: U-+ V of s imply  connected  ne ighborhoods  and  then  lift  i t  

to  a n  i some t ry  g': U-+g(U)= V ' cM' .  As G=Io(G/K ) we can deve lope  g' along smooth  

curves.  As G/K is real  ana ly t i c  i t  follows t h a t  M is real  ana ly t ic .  Now ([10], p. 256) g' ex tends  

to  an  i some t ry  ~, and  ~z- ~ is a r i emann ian  covering, z"  ~ agrees wi th  / on the  domain  of g, 

so t hey  agree on the  domain  of / b y  ana ly t i c i ty .  Thus  x .  y e x t e n d s / ,  q.e.d. 

Added inProof  

On 8 August  1967, Professor C. T. C. Wall  informed me of the following generalization of 
Corollary 10.2. Let  S=A/B be a compact  Simply connected irreducible symmetric space, 
n = dim S and A =I0(S ), S not  a real or quaternionic Grassmann manifold, fl, B-~ S0(n) is the  
linear isotropy representation. Decompose B =K'L,  fl =~| z:K---> G where ( i ) S  is nei ther  
hermit ian nor quaternionie [18], B =K and G = S0(n); or (ii) S is hermitian,  L is a circle, 

1 
g =[B, B] and G = SU(n/2); or (iiQ S is quaternionic, L = SU(2) with ~o: O and G = Sp(n]4). 
Then G/g(K) is a nonsymmetric  isotropy irreducible coset space, G. classical, S0(7)/G~=~ 
G/~(K)~=SO(20)/[SU(4)/Z4]; and conversely every nonsymmetrie  isotropy irreducible coset 
space G/~(K), G classical, SO(7)/G~=G/~(K)~=SO(20)/[SU(4)/Z~], is constructed as above 
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from a compact irreducible symmetric space S which is not  a real or quaternionie grassman- 
nian. This observation is checked by classification. An a prior i proof will be valuable, but  it 
will also be difficult because of the exceptions. 
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