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Abstract

In this paper, we develop and analyze a series of conservative and dissipative local discontin-
uous Galerkin (LDG) methods for the ©-Camassa—Holm («CH) and p-Degasperis—Procesi
(uDP) equations. The conservative schemes for both two equations can preserve discrete ver-
sions of their own first two Hamiltonian invariants, while the dissipative ones guarantee the
corresponding stability. The error estimates of both LDG schemes for the . CH equation are
given. Comparing with the error estimates for the Camassa—Holm equation, some important
tools are used to handle the unexpected terms caused by its particular Hamiltonian invariants.
Moreover, a priori error estimates of two LDG schemes for the £ DP equation are also proven
in detail. Numerical experiments for both equations in different circumstances are provided
to illustrate the accuracy and capability of these schemes and give some comparisons about
their performance on simulations.

Keywords j:-Camassa—Holm equation - pu-Degasperis—Procesi equation - Local
discontinuous Galerkin methods - Hamiltonian invariants - Error estimates

1 Introduction

We introduce and study the local discontinuous Galerkin (LDG) methods to approximate the
p-Camassa—Holm (wCH) equation

)y — txr + 2@y = 2uxlyy + Ullyyy, (L.1)

Y. Xu: Research supported by NSFC Grant Nos. 11722112, 91630207. Y. Xia: Research supported by NSFC
Grant Nos. 11471306, 11871449, and a Grant from the Science and Technology on Reliability and
Environmental Engineering Laboratory (No. 6142A0502020817).

B Yinhua Xia
yhxia@ustc.edu.cn

Chao Zhang
zc56 @mail.ustc.edu.cn

Yan Xu
yxu@ustc.edu.cn

School of Mathematical Sciences, University of Science and Technology of China, Hefei 230026,
Anhui, People’s Republic of China

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s10915-018-0891-7&domain=pdf
http://orcid.org/0000-0001-8120-3560

Journal of Scientific Computing (2019) 79:1294-1334 1295

and the p-Degasperis—Procesi (wDP) equation
)y — Uxxr + 3@y = 3uxliyy + Ullyyy. (L.2)

In fact, the wCH and uDP equations are the cases A = 2 and A = 3, respectively, of the
following family of equations

wW)r — Uyt + AUty = AUy + Ullyyy, A E L, (L.3)
which is a corresponding p-version of the family of equations defined as follows
Uy — Uyxt + A+ Dy = Axtyy + Uliyxy, reZ, 1.4)

that consists of the well known Camassa—Holm (CH) and Degasperis—Procesi (DP) equations
with respective choices A = 2 and A = 3.

The «CH equation (1.1) originally derived and studied in [10] attracts a lot of attention.
The variable u(x, 1) is a time-dependent function on the unit circle S' = R/Z and u(u) =
f g1 udx denotes its mean. In [10], the authors generalize that the uCH equation can be
regarded as a natural generalization of the rotator equation in some sense and can also describe
the geodesic flow endowed with the H ;1 -inner product (-, -), and associated H :L-norm -1l
as defined in [4]

(,v)y = p@)p) + /1 Uy VydXx, (1.5)

S
Nl :=/(u,u)y = [ p(u)? + /:Sl uldx. (1.6)

The closest relative of the £#CH equation should be the Camassa—Holm equation
Ur — Uxxr + 3utty = 2uylyy + Ulyyy, (L.7)

which is a completely integrable system with the bi-Hamiltonian structure and can be viewed
as a shallow water approximation. In [20], Xu and Shu developed a high-order accuracy and
stable LDG method to solve the Camassa—Holm equation (1.7). The L? stability of their
LDG method to CH equation is given, and a detailed error estimate for the scheme is also
proven. Some efficient numerical experiments have validated their scheme and illustrated that
the LDG methods have a good potential in solving these kinds of nonlinear equations. Our
numerical schemes and main framework are inspired greatly by their contributions. Besides,
another invariant preserving DG method for CH equation presented in [12] also give us some
useful hints in designing conservative schemes for the wCH equation.

Based on the study from [4,10,11], we know that the ;wCH equation is also a completely
integrable system with the bi-Hamiltonian structure and hence it has an infinite number of
conservation laws. The first two invariants of the wCH equation described by

Eo(u) =/ udx, Ei(u) = pn@)? +/ u’dx, (1.8)
S! S!

illustrate that, on the unit circle S', the mean of any solution « and the H li-norm of u defined
in (1.6) are both conservative in the time evolution. These properties enlighten us to design
a conservative numerical scheme preserving the discrete counterpart of these conservation
laws. A conservative scheme, together with a dissipative one, for the uCH equation are
designed and analyzed in the present paper. Owing to the term 2 (u)u, in the CH equation
(1.1), which is in fact a linearization of the analogue term 3uu, in CH equation (1.7), the
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subtle difference between the conservative and dissipative LDG schemes only exists in the
choice of numerical flux for this term. For high order schemes, we will see that there is no
qualitative distinction between these two schemes in numerical experiments. Owing to the
really analogous structures and attributes of the wCH equation and CH equation, we will give
the error estimates of the semi-discrete LDG schemes for the #CH equation by following the
ideas and procedures of error estimates in [20] and applying some important tools to handle
the unexpected terms, such as the Poincaré-Friedrichs inequality for discontinuous piecewise
polynomials and the relationship between the auxiliary variables of the LDG methods.

As to the uDP equation (1.2), the notations u(x, ¢) and p(u) have the same meanings
as in the wCH equation (1.1). Formally, the «DP equation can be described as an evolution
equation on the space of tensor densities over the Lie algebra of smooth vector fields on
the circle. The wDP equation is an extensive study of the well-known Degasperis—Procesi
equation

Up — Uyyy + 4y = 3uyliyy + Ullyyy, (L.9)

which has a similar form to the CH equation. Otherwise the DP equation truly possesses
specific features, and one of them is that it admits not only peaked solutions but also shock
waves. Xu and Shu in [24] first proposed two provable stable LDG schemes to simulate
this DP equation. In their work, the L? stability for general solutions and total variation
stability for piecewise constant case are both given. Motivated by the stability analysis in
[24], high order methods such as the Fourier spectral methods [16] and weighted essentially
non-oscillatory (WENO) schemes [17] for the DP equation have also been developed. The
idea of constructing the L? stable scheme for the DP equation is also an important guideline
to design the numerical method for the £DP equation.

By the work for the uDP equation in [11], we know the facts: analogous to the ©CH
equation, it is also a completely integrable system with a bi-Hamiltonian form and has an
infinite number of conservation laws. Here we also list the first two conserved invariants

Ho(u):/ udx, Hl(u):/ u?dx. (1.10)
Sl Sl

This indicates that the mean and L2-norm of numerical solutions to the uDP equation keep
conserved in the time evolution, which motivates us to design L? stable LDG schemes for
the wDP equation. For this purpose, we choose another equivalent form of the «DP equation
(1.2)

wr + iy + 3 ) (A w), =0, (1.11)

where A, is an invertible linear operator defined as A, (1) = (1) — u,,. Equation (1.11) is
a consequence by applying A;] to both sides of (1.2), and the detailed derivation is given in
“Appendix A.1”. We will design and analyze two different schemes for the £ DP equation. One
scheme is conservative, which preserves the mean and L? energy of solutions to this nonlinear
equation; another one is dissipative that still preserves Ho(u) and just keeps the L? stability
of numerical solutions. There is a relatively large difference between these two schemes due
to the choices of numerical fluxes. The global L? projection, to deal with the central fluxes
and thus requiring special assumptions over the parity of the degree of polynomial and the
number of cells of the mesh, is used in the error estimates for such conservative scheme.
Meanwhile the local L? projection is enough for the dissipative scheme which has no extra
restrict on the approximation spaces and meshes. To the best of our knowledge, there is no
study on the error estimates for the DG method to the DP equation because of the obstacles
caused by the nonlinear term 4uu, in (1.9). However, the term 3 (u)u, of the uDP equation,
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which is a linear term in some conservative sense, make us avoid this difficulty appeared in
the DP equation. In this paper, we present two a priori error estimates for both conservative
and dissipative schemes to the wDP equation and finally obtain two different results.

The LDG method discussed in present paper is an extension of the discontinuous Galerkin
(DG) method to solve PDEs containing higher than first order spatial derivatives, using dis-
continuous piecewise polynomials as numerical solutions and test functions in the spacial
variables. The LDG method was firstly constructed by Cockburn and Shu [7] in solving
nonlinear convection-diffusion equations, which was inspired by the efficient numerical
experiments of Bassi and Rebay [1] for simulating the compressible Navier-Stokes equa-
tions. In the procedure of the LDG method, higher order derivatives are rewritten into a first
order system and applied with DG method subsequently. The cardinal technique in the LDG
method is the design of the so-called numerical fluxes. The literatures on designing and ana-
lyzing the LDG schemes for different kinds of equations are quite plenty, and we suggest
the reader consulting [7,18,20-23,25] and the references therein. These contributions about
the LDG method could supply rich and efficient guidance for us when encountering new
equations or similar problems.

The extremely local, element based discretization in the DG method is effectively favorable
for parallel computing and retaining high-precision on unstructured meshes. Particularly, DG
methods are well suited for #p-adaptation, which consists of local mesh refinement and the
adjustment of the polynomial order in individual elements. The LDG schemes for the wCH
(1.1) and uDP (1.11) equations in present paper keep all these good properties.

Our paper is organized as follows: In Sect. 2, notations and other preliminary materials,
such as the function spaces are firstly introduced. Section 3 is devoted to the study of the LDG
schemes for the «CH equation. In Sects. 3.2 and 3.3, the conservation of Eg and E of the
wCH equation are proved valid for the conservative scheme and the H! error estimate of the
scheme is also given. Besides, we also supplement a dissipative scheme for the £ CH equation
by altering the numerical fluxes and prove the corresponding stability according to £; and
the error estimate. Section 4 is on the subject of the £DP equation. Similarly we design two
LDG schemes for the uDP equation, one is conservative and the other one is dissipative.
The evolution of Hamiltonian invariants Hy and Hj of the uDP equation is analyzed in
Sect. 4.2. Then in Sect. 4.3, we give the L? error estimates of these two schemes. In Sect. 53,
we implement these numerical schemes for some examples to illustrate the accuracy and
capability of LDG schemes for both ©CH and uDP equations. In particular, the features of
admitting peakon solutions (for both £ CH and ©DP) and shock solutions (for £DP only) are
numerically validated in this part. Concluding remarks are given in Sect. 6. Some proofs of
several lemmas for the wCH equation are placed in “Appendix A”.

2 Notations, Function Spaces and Norms

In the following discussion, we just take one period, denoted by I = [0, L], of the whole
domain R to replace the unit circle S by setting L = 1. Let 7, denote the partition of I with

the mesh denoted by /; = [xj 1. X; 1] for j = 1,..., N. The center of the cell is x; =

2(x 1 +x 1)andthemesh size is denotedbyh, =Xl withh = max <<y h;

+
being the max1mum cell size. The mesh is assumed toJ be regular which means the ratio
between the maximum and minimum mesh sizes keeps bounded in the mesh refinements.

The so-called broken Sobolev spaces W*P(7},) are the finite Cartesian products of the
standard Sobolev spaces W*” (1) on all cells in 7. Norms of W*:?(7j,) with p = 2, oo are

given by
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1

N 2

_ _ 2 _
lullys2ezy = lullascz) = wamw) o sy = max flwss,)-
J:

In the case s = 0 with the interval I being clear from context, we would like to use the
norms ||u|| and [lu[|ec to connote ||ull 2.7,y and |lullLe(7;,), respectively. Then we choose the
following discontinuous piecewise polynomial space as the finite element space

Vi = {o) s v) € PEU), forx e 1, j=1,.... N}, @1

where P*(1 ;) denotes the set of polynomials of the degree up to k in each cell /;. It transpires
that the functions belonging to V}, could be discontinuous on the element interfaces.

The solution of the numerical scheme is denoted by uj,, which belongs to the finite element
space Vj,. We denote the values of uj, at x jd by (u;,);,L+ I and (uh);+ e from the right cell

Ij11 and the left cell I}, respectively. We use the usual notations [u;] = u;{ — u;, and
{up} = %(u; +u;, ) to denote the jump and the mean of the function uj,, respectively, at each
element boundary point.

3 The u-Camassa-Holm Equation

In this section, we devote to construct and analyze a conservative LDG scheme for the nCH
equation, verify the properties of preserving Hamiltonian invariants and give the detailed
error estimates. Besides, a dissipative scheme for this equation is also presented and the
Hamiltonian stability is given. The main structure of this part is guided by the study for the
LDG method to the CH equation in [20].

3.1 The LDG Schemes for the 1CH Equation

In this part, we apply the LDG method to the «CH equation (1.1) which is written in following
equivalent form

w(u) —uxxy =q, (3.1
%+fWh=%w%m—%«wfk, (3.2)

with the initial condition
u(x,0) = uo(x), (3.3)

and periodic boundary conditions
ux,t)y =ulx+L,t), 3.4

where L is the measure of one period in the x direction and f(u) = 2u(u)u.
To define the local discontinuous Galerkin method, we further rewrite (3.1) as a first-order
system

{mw—m =q, 35)

r— Uy =0.
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Assume that ¢ is known and u is to be solved, then we can formulate the LDG method
for (3.5) as follows: Find uy,, rj, € V), such that, for all test functions x, ¢ € Vj,

(up) xdx+/ rnxedx = (Fax ") o0+ Fax ") ;0 :/ gnxdx, (3.6)
1 1 : . 1
—(d— ~ ot -
/I'rh¢dx~l—/lj updyx — (ne )H_%—}—(uhq& )j_% =0. (3.7)

The “hat” terms in (3.6)—(3.7) appeared in the cell boundary terms are the so-called “numerical
fluxes”, which are single-valued functions defined on the nodes and should be designed to
ensure the stability of the numerical schemes. For Eq. (3.5), we take the alternating fluxes
such that

o= s uy = u;f (3.8)
For (3.2), we can also rewrite it into a first-order system

qr+ fx — px +B(@r)y =0,
p — (b(r)u)x =0, (3.9
r— Uy =0.

where B(r) = %rz and b(r) = B'(r) = r. Now the LDG method for this system can be
formulated as: Find gy, pn, ri € V), such that, for all test functions n, ¥, ¢ € Vj,

/1 (gn)indx _/1 (f (un) = pn + B(rp))nedx

N S (7T 2Bt _
H((F=m+Bon)r) = ((F=p+B@)nt) | =0 (3.10)
[ puwdx s [ bowpdr - (5@aeT) |+ (emet) | =0 G
1 I itz i-3
/1,- rptdx +/1,. uplxdx — (ﬁh{‘)H% + (ﬁhﬁ)jf% =0. (3.12)

We choose the numerical fluxes in (3.10)—(3.12) as follows

B(r)) — B(r},)

+ )

Ph=py,, iin =ul, B(ry) = B(ry,), b(ry) = e
)

W=u,  (3.13)

and the numerical flux f(u;, u,j') is Lipschitz continuous in both arguments and consistent
(f(u,u) = f(u)).Choices of the monotone numerical fluxes f, which is non-decreasing in
the first argument and non-increasing in the second argument, in DG methods for conservation
laws can be found in [6]. In our paper, two different schemes are presented by the numerical
flux fbeing chosen as the following two scenarios.

e For a conservative scheme, we choose
o 1 B
Pl uy =5 (£ @) + f ). (3.14)

Since w(u) is conserved, we can simplify the numerical flux as f(u;, u,f) = 2uofun},
where wo = u(u).
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e For a dissipative scheme, the monotone numerical flux f is chosen as the Lax-Friedrichs
flux

~ 1 _ —

Fluy sy = S(fa) + fag) —aluy =), @ =max|f'G)l. (3.15)
For simplification, f(u;, u;) can be chosen as the upwind flux based on the constant
o = pu(u).

Remark 3.1 We remark that the choices of the fluxes in (3.8) and (3.13) are not unique.
The cardinal rule of choosing is that we must take the fluxes from opposite sides for each

of the following couples: 7}, and uy,, pj, and iy, B(ry) and uj. Here we list a sequence of
possible choices of the numerical fluxes (using 7 and 72 as the representation notations): for
alj=1,...,N

ﬁj+% = {n}jJr% - 0(["])j+%,

where 6 is a constant. Particularly, 6 taking ﬂ:% leads to the alternating fluxes and & = 0 to
the central fluxes.

3.1.1 Algorithm Flowchart (1)

This section shows some details about the implementation of the numerical method.

e From (3.6)—(3.7) with the fluxes (3.8), we can obtain the relationships among uy, r; and
qy, in the matrix form

Ay u, + B, = Aqy, (3.16)
Ar;, + B,u, = 0. (3.17)

where 1y, q; and uy, are the vectors containing the degrees of freedom for r,, g5 and uy,,
respectively. And the matrices A, B,, A and B, are the corresponding discrete operators
in the scheme (3.6)—(3.7). We can deduce that

Du;, = Aqy, (3.18)

where D = A, — B,A"'B,.
e Then from (3.10)—(3.12) equipped with the corresponding fluxes (3.13) and (3.14), we

1
get the LDG discretization of the residue — f (1), + §(u2)xm — 5((ux)2)x as follows
A(qp)r = res(uy). (3.19)
e Combining (3.18) and (3.19), we get
D(up); = res(uy). (3.20)
o Finally, we can utilize a time discretization method to solve

(up); = D™ 'res(uy). (3.21)
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3.2 Hamiltonian Stability and Conservative Properties

In this part, we turn to establish the conservation of two invariants E¢ and E; of our numerical
schemes designed for the «CH equation. Recall the definitions of Eg and E

1 1
Eg(u)=/ udx, El(u)=u(u)2+/ uldx.
0 0

Here we replace the unit circle S! by the interval [0, 1] in R. We further define the discrete
analogs to these two invariants of the LDG schemes

1 1
Eg(uh)=/ updx, Elf(uh)=u(uh)2+/ ridx. (3.22)
0 0

Proposition 3.2 Let uj, be the solution of the scheme (3.6)—(3.7) and (3.10)-(3.12) equipped
with numerical fluxes (3.8), (3.13) in addition to (3.14) or (3.15). Then the discrete versions
of Hamiltonian invariants E{)’ and E{’ satisfy

e The conservative scheme with numerical flux (3.14) for the W CH equation preserves the
invariants Eé’ and E{’

d d !
E(H(Mh)) =0, E(,u(uh)z +/0 rpdx) = 0. (3.23)

e The dissipative scheme with numerical flux (3.15) for the W CH equation preserves only
the invariant E(’)’ yet keeps E{' stability

d d !
E(M(uh)) =0, E(;L(uh)2 +f0 ridx) < 0. (3.24)

Proof First, we consider the properties of Eé’ for both schemes. For (3.6), we first take the
time derivative and obtain

[N}

w(up), /1 xdx + /1; (rn)e xxdx — ((ﬁ,)zxf)H% + (@)tx+)j_l = /1,~ (gn)e xdx.
(3.25)
Since (3.25), (3.7) and (3.10)—(3.12) hold for any test functions in V},, then by choosing
x=Ln=1¢=0 ¢y=0¢=0,

we can get two valid equations
w1 = (@0 4y + (@ g = / (g)rdx,
1

| =0’
/72

/;j(ﬁlh)tdx_(f_ﬁh +B0w) ., + (7= Pi+B0w)

Jt3

where |[;| = f I; 1dx. Considering the periodic boundary condition, and summing up both

equations over all cells, we obtain the conservation of Eg for both schemes

p(up); = 0.
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Next, we turn to the analysis about £ {’ Take the test functions in (3.25), (3.7) and (3.10)—
(3.12) as follows

X =un, &= p)e,n=up, ¥y =—rp, ¢ = pp. (3.26)

Summing up these equations (3.25), (3.7) and (3.10)—(3.12), we obtain

M(uh)z/ Mhdx+/ (rn)erndx —/ f(”l1)(”h)xdx+(f”h) 1= (fuh)

7
I

+/ (prun)xdx — (Pru, + ﬁhP;:)H_% + (Pnufl + ﬁhP;)j_%

/ (B + (B +boniry ), — (Bl +beninry)

2 J=32
/ (un(rn)e)xdx — ((Ah)tuh + uh(rh )l) ((Ah)tuh + ”h(rh )t) -1 =0.
Taking F(u) = [* f(t)dt, we have
w(up)e /Ij updx + /I,~ (rp)erpdx + \IJJ._,_% — \Ilj_% + G)j_% =0, (3.27)

where the function & jue which will disappear for the reason of periodic boundary condition
when summing up over all cells, are given by

\IJH-* ( F(uh)+f“h +Ph ”h (ﬁhu; +ﬁhp;7)

2

—BGy)uy, + BUrauy, +bmitnry, + ()i — (e, + (ﬁh(rh_)z)))jJrl ,
2
and the extra term © is given by

0, 1 = ([F )] — Flun) — [pnuen) + Pulun) + iinlpi]

2

HBraunl — bra)inlrn] — Bem)lun] — [ra)eun] + Gielun] + ﬁh[(”h)t])j71 :

[N

On account of the choices of the numerical fluxes in (3.8) and (3.13) and applying some
algebraic manipulation, we have

—[pnunl + pulunl + ttnlprl = 0,
[B(r)un] — b(ra)iinlra] — Bra)up] =0,
—[(rn)eun) + Fn)elun] + wnl(rn):] = 0.

Now the extra term @ _ 1 becomes

N\

_y = (F )] = Flund;_y). (3.28)
o Conservative scheme

We first consider the conservative scheme with the numerical flux f(u; ) =5 ( Suy,)+
f (u;{)) Notlclng that w(up); = 0, namely (uy) is a constant in time evolutlon denoted by
o, then f(uh Uy, Y = 2u0{u) and this leads to
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+

—~ “n ~ _ 4
©;_1 = ([F @] = flunl);_ =/M7 (f () = fluy ,uy))ds

h

+
uh
= / 2p0sds — po () = (u)?) = 0.

h

[N]
8]

Summing up the equalities (3.27), and noticing Z;-V:l flj updx = p(uy), then we obtain the
desired result (3.23) for the conservative scheme.

e Dissipative scheme

Besides, the dissipative scheme with numerical flux fchosen as (3.15) has the only difference
inthe term ® i) comparing to the conservative scheme. By the monotonicity and consistency

of the Lax-Friedrichs flux, we have

L= (F@m)] = fuy, wDlunl);

Jj=3

®

D=

=/ " (P = Fsoub) + Fs.uh) — g uh)) = 0.

h

This alteration gives rise to some dissipative E {’ property of this scheme

d 1
E(M(uh)2 +/ ridx) < 0.
0

[m}

Remark 3.3 On account of the conservation of Eg, the essence of the conservation of £ i’ is

1
El = / ridx, (3.29)
0

which indicates the L? energy of the numerical approximation to .
Remark 3.4 There is another equivalent form of the CH or wCH equation
my +umy + 2mu, =0, (3.30)

where m = u — uy, (for the CH equation) or m = pt(u) — u,, (for the «CH equation). Based
on this form, Liu and Xing present a fully-discrete invariant preserving DG method for the CH
equation in [12]. The semi-discretization of their method can preserve the invariants spatially
by choosing the central fluxes. We remark that this semi-discrete scheme can also be adapted
to the wCH equation via almost the same procedures given in [12] except the last step of
solving u from m. In the implementation of the scheme for the «CH equation, if we choose the
central fluxes, the matrix D = A, — B,A~'B, in (3.18), which is generated by the operator
A = u— 32, will be singular without some essential restricts on the degree of polynomial of
Vi, and the number of cells in 7j,. This phenomenon also appears in the numerical experiments
for the conservative LDG scheme for the £DP equation in next section, and therein we will
give some detailed information about it.

3.3 Error Estimates of the LDG Method

In this subsection, we show the procedure to get the error estimates of our conservative and
dissipative LDG schemes for the wCH equation.
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3.3.1 Notations and Auxiliary Results

In this part, we introduce some notations and assumptions to be used and some auxiliary
results to be cited later in this paper. We would define some projections and present certain
interpolation and inverse properties for the finite element spaces.

e Notations and assumptions We will denote by C a positive constant independent of 7,
which may depend on the solution of the #CH equation considered in this paper. Besides,
the constant C may have a different value in each occurrence for the sake of facility. In this
part, the exact solution of the problem to be considered is assumed to be sufficiently smooth
equipped with the periodic boundary conditions. The time evolution about the problem is
also bounded as 0 < ¢t < T for a fixed T. Consequently, the exact solution is bounded too.

e Projection and interpolation properties In the following, we will introduce the standard L?
projection of a function @ with k + 1 order bounded derivatives into the finite element space
Vi, denoted by P; i.e., for each j,

/ (Pw(x) — w(x)v(x)dx =0 for Yve PX()), (3.31)
1

j
and the special projection P* into Vj,, satisfying that: for each j and Vv € P¥~1(I i)s
(Ptow(x) — o@)v(x)dx =0, and Pm(xj+ D=w,_1), (3.32)
2

I /72

(P w(x) —wx)vx)dx =0, and Pfa)(lel) =w(x (3.33)
2

1)
I Itz

For both projections mentioned above, authors in [26] generalized the following results
from [5] as follows

1
@Il + hll@llos + h2 |0 |Ir, < CR*TY, (3.34)

where w¢ = Pw — w or o° = PTw — w. The positive constant C depends only on w, namely
it is independent of 4. I, denotes the set of boundary points of all cells /; belonging to the

mesh grid, and the norm ||u|r, = \/% Zj-v:l ||u||iz(81j).

e Inverse properties We show several inverse properties of space V;, which will be utilized in
the following error estimates. For any w;, € V), there exists a positive constant C independent
of wy, and h, such that

. . . _1 _1
OIVeorl < Chaonl, @llonlr, < Ch™ 2 lloull,  Gib)llonllo < Ch™ gl
(3.35)

3.3.2 The Main Error Estimates Result

In what follows, we give the main error estimates of the semi-discrete LDG numerical schemes
for the ©CH equation. Both conservative and dissipative schemes are considered here, and
the same results are obtained.

Theorem 3.5 Let u be the exact solution of the problem (3.1)—(3.2), which is smooth enough
with bounded derivatives. Let uy, be the numerical solution of the conservative or dissipative
semi-discrete LDG scheme (3.6)—(3.8) and (3.10)—(3.13) equipped with numerical fluxes
(3.8) and (3.13) in addition to (3.14) or (3.15), and denote the corresponding numerical
error by e, =r —ry, where r = uy is defined by (3.5). For a regular partition of I = [0, 1],
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we assume the finite element space Vy, defined in (2.1) with kth-order piecewise polynomial,
then for sufficiently small h, the following error estimate holds for both schemes

Ilr —ryll* < Ch?*, (3.36)

where the constant C depends on the terminal time T, k, ||u|\x+1, |7 llk+1, and the bound of
| f'|. Here ||ut||gs1 and ||r|lx+1 are the maximum over O < t < T of the standard Sobolev
(k + 1) norm in space.

Remark 3.6 In the Example 5.1 of Sect. 5, we see that the kth-order accuracy in (3.36) is
optimal for k > 1. Moreover, recall the definition of the Hamiltonian energy E1(u) in (1.8)
and the conservation of () and p(uy,), then we recognize that the error estimate presented
above is exactly the error equipped with the H, li—norm. Although we could not get the error
estimate for u — uy,, the numerical results in Example 5.1 verify the optimal convergence rate
O for |lu — up).

e The error equation Now we need to put forward the proof of Theorem 3.5. It is necessary
to obtain the error equation first.

Replacing u;, by the exact solution u in the scheme (3.6)—(3.7) and (3.10)—(3.12), the
equations can also hold. Recalling the facts that u(u); = 0 and w(up); = 0, then it is easy
to get the error equation: for any test functions x, ¢, n, ¥, { € Vp,

f[ (@ — ani G+ M + (= r)é + (0 — PV + (r — r)E) dx

=), ¢ oedx+ (O = @0X7) iy = (00 = GOXT) ;s

+ | = up)prdx — ((u —ﬂh)(b_)H% + ((u —ﬁh)¢+)j i

: —2
1/

+ fl_(p = pnxdx = ((p = pin~) 1 + (P =P)nT) ;s

[ s = (=) (=),

E /1/_ (B() — Brimedx + ((Be) = Bow)n7) , —((Be)=Ben)n),

1
2 J=32

(]

+ [ 00w b — (o bewin) v),

j+3

+ (b = b)) v*)

i=2
~ [ G = s + (1@ = D)y = (w0 = Pty =0,
lj JT2 J2
Define
Bj(u—uhaq_QhaP_thr—rhiX,d’ans 1//’{)

= /1 (g —an)i(x+m) + ¢ —r)¢+(p—p)¥ + ( —rw)t)dx

8]

_ / (r —rp)exsdx + ((r, - @)t) X_)j+% - ((l’t - (7’7:)1) X+)j,1

Ij
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[ = = (= T8y + (= T07),

(S}

2

+ /I_(p = pmxdx = ((p = ™) 1 + (0 = PO™) ;)

1, (3.37)

+ | = w)Eedx = (= itn)¢ 7)o+ (= din)e ™)

1j

[ST]

Hj(f s uunm) = /1 (f @) = fn)nedx = ((F@) = Pn7) o1+ (@ = Py,
J

j -3
(3.38)

and
Rj(b, Bir,u,rp, up; 0, ¥)

:/1_,. (B) — By nedx — ((Be)—~Be)w) -+ ((B0) — Baw) n*)

J+3 i3
— [ 6w = by + (b0 = bowin) v7)
1/' ]+7
= (b= by ) v*) - (3.39)
/72
Summing over j, the error equation becomes
N
ZBJ'(“ —Up g —Gh, P — Phs ¥ — Ty X ¥, 0, )
j=1
N
=Y (H;(fs u,un;n) +Rj(b, Bsrou, ri, ups 0, %)), (3.40)
j=1
forall x,¢,n, ¥, ¢ € Vj.
Denoting
s=Ptu—u,, s=Ptu—u, (3.41)
E=Pqg—qrn & =Pq—q, (3.42)
v=Pp—pn V' =Pp-p, (3.43)
S=Pr—ry, 8 =Pr—r, (3.44)

and taking the test functions

X=—5, =686, n=s, Y =-6,¢=v,

we obtain the important energy equality

N
D Bjls =5 & — & v — 0", 8 — 8% —5. 8.5, =8, v)
j=I

= (H;(fru.up:$) + Rj(b, Bir.u,rp, up; s, =5)). (3.45)

N
j=1
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e Proof of the main result. In this part, we will follow the ideas of [20] to give the main proof
of Theorem 3.5. We shall analyze each term of the error equation (3.45), and some proofs of
following lemmas will be given in “Appendix A”.

Firstly, under the condition that the mean of the exact solution, namely u(u), is conserva-
tive and the property of L? projection, we can verify the fact that the mean z¢(u5,) and (P u)
are also conservative quantities. The proof of this lemma will be given in “Appendix A.2”.

Lemma 3.7 Under the assumption of conservation of j1(u), the mean of the numerical solu-
tion w(up) and the L? projection w(Ptu) are also conservative; In other words, the errors
s =PYu—uy, s* =P u—uand u — uy, satisfy

() =0, u(s) =0, pu—up) =0. (3.46)
As for the left-hand side of the energy equation (3.45), we give the following lemma, and
the proof will be shown in “Appendix A.3”.

Lemma 3.8 Under the discussion in Lemma 3.7, the following equation holds
N 1 N
3 Bj(s — €& — 5 v — 0,5~ 8 —s5. 8,5, —6,v) = [ 8iddx =y (@ +3)s1) 1 -
2
j=l1 0 j=1

(3.47)
We then rewrite the right-hand side of the energy equation (3.45) into the following forms

N N N
S H(Fruupss) =Y /1 (F@0) = fan)sedx + 3 ((F@) = flun)ls)) ;1
j=1"%

j=l1 j=1

N
+ D ((Funh) = DisD) 1,1+ (3.48)

j=1

N N
> Rj(b. Birouryup: s, —8) = Z/ (B(r) = B(rp))sydx
j=t71

j=1

N
+ ) (BO) = B DIsD 41

j=1

N
- Zf (b(r)u — b(r)up)S,dx
j=170

Jjt+3

N
+ 3 (e —=brnupie) (3.49)
=1

where we apply the periodic boundary conditions and recall the average notation for uy, as
fun} = 3@t +up).

The difference between the conservative and dissipative scheme only exits in the choices
of numerical flux fwhich is reflected in the term 7 ;, yet the same estimate results for ; of
both schemes are given in the following lemma. The proof will be given in “Appendix A.4”.

Lemma 3.9 Suppose that the interpolation property (3.34) is satisfied; then we obtain the
estimates for (3.48) with the numerical flux f chosen as (3.14) or (3.15)

N
> Hi(fruup:s) < Clis|* + Ch?. (3.50)
j=1
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The estimates for R ; in (3.49) are given in the following lemma, and as for the proof of
this lemma, we refer the reader to Lemma 4.6 in [20].

Lemma 3.10 Suppose that the interpolation property (3.34) is satisfied, then we have the
following estimates for (3.49)

N
> Rj(b. Bir .y, up:s, —8)
j=1

N
1
<Y (16 (ulsys) + b (6)7Is11) 1 + 5||s||2+C||<S||2+Ch”<+2. 3.51)
j=1

Now it is the time to present the final error estimates (3.36). Combining (3.40), (3.47),
(3.50) and (3.51), we obtain

1 N
/ diddx <Y (W +38)Is1) 1
j=1
N
+ 2 (16 OufsY81 + 1)) [s11) .1 + CllsI® + Ch* + Cl8.
j=1

By Young’s inequality and the interpolation property (3.34), we can obtain

Z (@ +3DIs1) g =< CR* + s,
j=1

N
> (10 @u(sN81 + 16 Is1) g < CH* + 18117 + 111,
j=1

then the inequality becomes

1
f 8:8dx < C ([IslI* + 11811%) + Ch*. (3.52)
0

Till now, we have deduced a preliminary form for the final error estimate. We need some
auxiliary tools to deal with the inequality (3.52).

Firstly, we introduce the Poincaré-Friedrichs inequality for W7:!(7;) functions (here we
take p = 2 for our finite element space V},) from Chapter 10 of [3]

jwi < € ‘/ wdx
1

N
+ el + | A7 Zl<[w])§+% , (3.53)
p

for any w € H'(7},). Here the positive constant C depends only on 7;,. Noticing that s €
Vi € HY(T), together with u(s) = 0 in Lemma 3.7, we obtain

1
2

N
sl < C [ sl + ”_1,21“”)3% . (3.54)
]:
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Secondly, to deal with (3.54), we refer the reader to the conclusion (4.17) in [15], which
says

1
2

N
Isxll +Veoh ™ | D (AsD3, | = ClIsI+Ch, (3.55)

J=1

where the ¢ is a positive constant from the inverse properties (3.35), and C is independent
of h but maybe depends on cp.

Combining (3.52), (3.54) and (3.55), then we can obtain the desirable inequality for both
conservative and dissipative schemes

1d !
S (/ 52dx) < C|I8||1> + ch* . (3.56)
0

Finally, Theorem 3.5 follows by implementing (3.56) with the Gronwall’s inequality.

4 The u-Degasperis—-Procesi Equation

In this section, by using the notations and preliminary materials given in Sect. 2, we turn
to construct and analyze the LDG schemes for the uDP equation (1.2). We shall design
a general form of the LDG method for the uDP equation and introduce the conservative
and dissipative schemes by choosing different numerical fluxes. The Hamiltonian stability,
conservative properties and error estimates for both two schemes for the £DP equation are
all given in following parts.

4.1 The LDG Schemes for the DP Equation
Recall the rewritten form of the «DP equation in (1.11)
Up + U, +3u(u)(A;lu)x =0, 4.1)

where A, is invertible. By introducing the auxiliary variables ¢ and v, we once again rewrite
this form into the following first-order system

ur + fu)x +3u(w)g =0, 4.2)
qg—vy =0, 4.3)
u) — gy = u, 4.4

with the initial and periodic boundary conditions

u(x,0) =up(x), 4.5)
u(x,t)=ulx+L,1), 4.6)

1
where L is the length of one period and f (1) = —u”. Now we present a general form of the
LDG schemes of (4.2)—(4.4): Find u;, € Vj, s.t. for all test functions y, ¢ and ¥
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/(uh)tydx+3u(uh)/ qnydx
1j 1j

- /; Sun)yrdx + (J?(uh)y_)ﬁ% - (J?(uh)y+)j,% =0, 4.7
/1 qnddx + /1 pdrdx — (i)\h¢7)j+% + (ﬁh¢+)j_% =0, (4.8)

J

[N]

pn) [ v+ [ anindx = @)y + @)y = [ wids 49
j | |

IJ
Two different schemes are induced by the numerical fluxes in (4.7)—(4.9) which are chosen
as the following two scenarios

e The conservative numerical scheme

(D) + wfuy + )?), (4.10)

=

O ={vn}h G =}, [ =
e The dissipative numerical scheme
O = {vn} — Blval, Gn = {qn} + Blanl. Flun)
=%(f(MZHf(u;Z)—a(uZ—u;)), .11
where o = II}tEth | f'(up)| and B = sign(uu(up)).
Here the choice of fin the conservative scheme stems from the work of [2] and the flux f

in the dissipative scheme is the Lax-Friedrichs flux aforementioned in (3.15).

Remark 4.1 We remark that the fluxes v, and g, in the dissipative scheme depends on the sign
of w(up). For example, when p(uy,) > 0, the numerical fluxes are actually the alternating
fluxes v, = v, and qn = q;“ . Furthermore, like the discussion in Remark 3.1, we can also
choose Uy, and g, in a larger range as follows

U = {vn} = B@)[vr), qn = {gn} + B©O)qn],

where 8(6) = sign(u(up))@ and 6 > 0 is a parameter. To achieve a compact stencil as it
was done in [27], we would like to use the numerical fluxes as in (4.11) with setting 6 = 1.

4.1.1 Algorithm Flowchart (11)

This section shows some details about implementation of these two numerical schemes. And
the matrices A and A, below have the same meanings as in Algorithm flowchart (I).

e By (4.8)-(4.9) and the fluxes v}, and g, defined in (4.10), we can obtain the relationships
in matrix sense

Aq, +Byvy, =0, (4.12)

A,vy +Byq, = Auy, (4.13)

where vy, q;, and uy, are the vectors containing degrees of freedom for vy, g5, and uy,,

respectively. And we state that different choices of numerical fluxes, ¢ and v, result in

different matrices, B, and B,. Manipulate these two equalities then we can obtain vy, qy,
as follows

\= D_lAuh, 4.14)
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Q= —-A"'Bv,. (4.15)

where D = A, — B,A"'B,.

e Next, by the virtue of the equation (4.7) equipped with f and necessary data of q; which
can be expressed by uj deduced in last step, we can further get the LDG discretization
of the residual (— f(u), — 3u(u)q) as follow

A(up); = res(uy). (4.16)
o Finally, we apply a temporal discretization to solve
(up); = A 'res(uy,). (4.17)

Remark 4.2 We remark that the matrix A, which is formed by term p(u) in the uDP (or
1 CH) equation performs on solving linear system not as well as the mass matrix A generated
in the DP (or CH) equation. The mass matrix A possesses some nice properties, such as
good condition number and invertibility, which are beneficial for the coefficient matrix D
while the singular matrix A, only provides necessary degrees of freedom to determine the
uniqueness of numerical solution uj. This fact will cause some undesired phenomena when
applying the central fluxes to vy, or gj,. In detail, by choosing central fluxes, coefficient matrix
D is nonsingular only under essential assumptions of the order of P¥ polynomial being even
and the number of cells being odd, and we will show this phenomenon in the numerical
experiments in Sect. 5.

4.2 Hamiltonian Stability and Conservative Properties

In this part, we turn to study the performance of our schemes on the Hy and H; invariants.
Recall the definitions of the first two Hamiltonian invariants in (1.10)

1 1
Ho(u):/ udx, Hl(u):/ uldx, (4.18)
0 0

here the unit circle S is replaced by the interval [0, 1]. In fact, these two quantities represent
the mean and L2-norm of the numerical solution in each period. The choices of flux f in
(4.10) and (4.11) can result in different conclusions about the conservation of the discrete
versions of the Hamiltonian invariants.

Proposition 4.3 Let uj, be the numerical solution to the LDG scheme (4.7)—(4.9) equipped
with numerical fluxes in (4.10) or (4.11). Then the discrete versions of Hamiltonian invariants
of up, Ho(up) and Hy(uyp), satisfy the following properties in the time evolution

e The conservative scheme with numerical fluxes (4.10) for the wDP equation preserves
both invariants Hy and Hi

d d ([,
- — — d =0. 4.1
Sy =0, & <f0 2 x> 0 4.19)

o The dissipative scheme with numerical fluxes (4.11) for the uDP equation preserve only
H but still keeps the L? stability

d d (',
Eu(uh):(), o A updx ) < 0. (4.20)
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Proof Take the test functions in (4.7)—(4.9) as follows

y=up, ¢=1, ¥ =3ulun)qn, 4.21)

then we can obtain three equations

[ e + 3un) [ aundx = [ fan@ndr+ (7 - (Fuf) -y =0,
1j I I 2 2

3u(up) (M(Uh)/l gndx +[ an(qn)x — (ﬁhq;)H% +(@nay) ;1 _/1 uhqhdx> =0,
j , _

[! J

[N7]

/ gndx — (ﬁh)ﬂ_% + (7711)]-_% =0.

1j
By summing up all the cells /;, we immediately get the truth: w(g,) = 0. Then combining
the first two equations above, we obtain a simplified equality

1d

N N
A 1 R
S ( /I uidx) + ) (LF )] = Faulunl),_1 = D 3ulup) ([Eqﬁ] - qh[qh]> =0
Jj=1 j=1

N

)
(4.22)
where F(u) = [* f(t)dr.
Next, based on the two choices of numerical fluxes in (4.10) and (4.11), we discuss the
H) energy stability in following two cases.

o Conservative scheme
In fact, we can rewrite the form of fin (4.10) with an essential expression

! _ [P

—~ 1 1 _ 1 _
Flup) = = (5@;)2 + gwuh) + 5, )2) ol (4.23)

3

1
when the jump [u,] # 0. Besides, notice the transformation: [qu] = {q} - [¢], then we
realize that the numerical fluxes in (4.10) induce the following equalities

[F(um)] — flun)lun] =0, (4.24)
1
u(uh><5[q,%] — Qnlgn)) = 0. (4.25)

We can prove that the conservative scheme can preserve the L?-norm of solution uj, by
substitute (4.24) and (4.25) into (4.22)

1d 2
—__ =0. 4.2
YT, </I uhdx) 0 (4.26)

If we choose the numerical flux ]/’\as the Lax-Friedrichs flux and apply the alternative numer-
ical fluxes as g5, = {qn} + Blgn] with B = sign(u(uy,)), then we subsequently get two
inequalities at each node

e Dissipative scheme

[F@un)]— Fn)lun] = 0, (4.27)

1 2 P~ 1 2
wun) | 5 [ai] - %[%]) = 5 lu@nllgn]” = 0. (4.28)
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where the firstinequality follows from the monotonicity and consistency of the Lax-Friedrichs
flux
ut

[F(uh)]—f(uh)[uh]zf (f(x;0) = fw s ut))dr > 0.

u

Substituting the above inequalities (4.27) and (4.28) into (4.22), we finally obtain the L?
stability of the dissipative scheme

1d
1d / Wdx) < 0. (4.29)
2dt I

Now, we complete the proof of the H; energy analysis for both two schemes.
As to the conservation of Hy, we just retake the test function y = 1 in (4.7) and sum up
over j along with the periodic boundary condition, then it is easy to get

fl(uh)rdx + 3u(un)(gn) = 0. (4.30)

Substitute (g;) = 0 into the above equality, then the conclusion comes out

d
Eu(uh) =0. (4.31)

This result adapts to both the conservative and dissipative schemes for the uDP equation. O

4.3 Error Estimates of the LDG Method

In this part, two different error estimates of the conservative and dissipative schemes for the
1 DP equation mentioned in previous part are given. The framework of these two proofs are
so similar that we would like to complete the analysis of the conservative scheme first and
give the essential supplements for the dissipative scheme subsequently.

4.3.1 Notations and Auxiliary Results

Other than the notations and tools mentioned in the previous Sect. 3.3.1, more special tools
are useful in our following estimates of the conservative scheme. We list them here.

e Global projection and interpolation property. In consideration of the central flux p;, = {pj}
in the energy conservative scheme, we need to introduce a global L? projection of @ with
k 4 1 continuous derivatives into the finite element space V},, denoted by P*; i.e.,

/I P*w(x)vydx :/I wx)vpdx, Yo, € Pk’l(lj),
j j

{(P*w} = {w}, at x j=12,...,N, (4.32)

itz
This special global projection mentioned above is described in [13], which states that the
existence and optimal approximation property of this projection can be obtained under the
assumptions on the polynomial degree k being even and the number of cells N of the partition
7Ty being odd. And the authors in [9] give the detailed description about the approximation
property as follow

Lemma 4.4 Assume that u is sufficiently smooth and periodic. Further assume that k > 0
is even and the number of cells N of the partition Ty, is odd. Then, the projection operator
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P* is well-defined and possesses the following approximation properties: for s = 0, 1 and
p =2, 00, there holds

* 1— k+1
e = Prullwsray < CR7 D7 Bilullysorseqy + Y i lulysszcoqgy | »
LieTN LeT\ TN
(4.33)

for a constant C independent of 1;, where ’Z;IN is the set of cells whose length differs from at
least one of its immediate neighbors.

‘We remark that for an uniform mesh, the number of cells at least one of whose immediate
neighbors have different lengths is zero and so the estimate (4.33) become optimal. And in
our paper, we just use this ideal uniform mesh for projection P*.

4.3.2 The Main Error Estimates Result

In what follows, we give the main error estimates of the semi-discrete LDG schemes for the
uDP equation.

Theorem 4.5 Let u be the exact solution of the WDP equation (4.1), which is smooth enough
with bounded derivatives. Let uy, be the numerical solutions of the semi-discrete LDG schemes
(4.7)-(4.9) equipped with the numerical fluxes (4.10) or (4.11), and denote the corresponding
numerical errors by e, = u — uy. For a regular partition of I = [0, 1] with N cells, we
assume the finite element spaces V), defined in (2.1) with kth-order piecewise polynomial
where k > 1. For sufficiently small h and assuming that ||u,(0) — u(0)| = O(h**Yy, the
following two error estimates hold

e The numerical solution uy, of the dissipative LDG scheme (4.7)—(4.9) equipped with the
numerical fluxes (4.11) satisfies

lu — up* < CH?*F1, (4.34)

e Further assume that k is even, N is odd and the partitions Ty, is uniform, then the

numerical solution uy, of the conservative LDG scheme (4.7)—(4.9) along with (4.10)
satisfies

lu — unll* < Ch, (4.35)
where the constant C depends on the terminal time T, k, w(u) and ||ul|x+1. Here ||u||k+1 is
the maximum over 0 < t < T of the standard Sobolev (k 4+ 1) norm in space.

4.3.3 The Error Equation
In what follows, we just simply assume § = sign(u(up)) = 1 in (4.11), and this indicates

that the numerical flux gj, = q; in the dissipative scheme. And the other case with 1 (u ;) < 0
can be easily proven following the analog strategy.
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Recognize that the weak formulation (4.7)—(4.9) is also available when replacing u;, by
u, then we can get the error equation

/I(u—uh)tde+3uo/[ (g —gqn)ydx —fl (u —up)ydx

J J

(=]

+ f,.(" —gn¥dx = (@ =gv7) 1 + (@ =gV,

- f[(f(u) = fan)yedx + ((f@) = Fan) y™) 1y = (F@) = Fn) y¥);_ =0,

0=

here we use the constant o = (i) on account of it being a conserved quantity. Then we
divide the error equation into two parts

Bj(u—un,q—qn;y,¥) = / ( —up)ydx + 3uo/ (g —aqn)ydx — / (u — up)yrdx
1j 1j 1j

+ /1_(9 —qn)¥edx — ((q —gh)llf_)ﬁ% + (g —aqnv™),

i-%
(4.36)
and
Hi(fsu,upsy) =/I (f ) = fun)yedx — ((f(u) — f(uh)))/f)ﬁ%
+((f@) = Fan)y™); - (4.37)
Now we denote
s =Pu—up, s°=Pu-—u, (4.38)
o =Pqg—qn o°=Pqg—q, (4.39)
w="Pv—uv, o =Pv—u, (4.40)

here the new notation P can be choose as P* and P for the conservative and dissipative
schemes, respectively. Then the error equation becomes

N N
ZBj(s—se,a—oe;y,w)=ZHj(f;u,uh;y). (4.41)
j=1 j=1
Taking the test functions
y =5, ¥ =310, (4.42)

we can get the important energy equality

N N

Z (Bj(s, 0;5,0)—Bj(s®,0%s, O')) = ZHj(f; u,up;s). (4.43)
j=1 j=1

4.3.4 Proof of the Main Result

In this part, we follow ideas of the proof for the nCH equation in previous section to analyze
each term of the energy equation (4.43). And for the sake of textual coherence, we would like
to keep our mind on the analysis of the conservative scheme, and supplement the residual
proof for the dissipative-scheme subsequently.
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o Error estimates for the conservative scheme

For the first term in the LHS of (4.43), we reuse the similar technology in the verification
of the conservation laws in Proposition 4.3, to obtain

N N
ZBj(s,a;s,a):Z/ sesdx. (4.44)
j=1 j=171i

As to the second term of LHS in (4.43), we have
Bj(s®,0%s,0)

= / sfsdx + 3,11()/ o¢sdx — 3#0/ s¢odx +/ oCoydx — (Eea_)Hl + (6'\80'+)j7
. I I 2

J 1 J

=/ sfsdx—?»,uo/ seadx-i—/ ofordx
I; I; I;

J J J

0=

+3u0 /] sl 5Dy~ 50%) 1y + 50,y (4.45)

Because P is a local L2 projection and P = P* in (4.39) have the property that 0¢ = P*q —¢
is locally orthogonal to all polynomials of degree up to k — 1, we have

/ spsdx — 3,110/ s¢odx +/ ofo,dx = 0.
I; I I;

J J J
By virtue of the special definition of {P*q} = {q} at the nodes and the flux 6¢ = {P*q}—{q}
in the conservative scheme, we also get

(6“lo1) ;1 =0 (4.46)

Thus the equality (4.45) becomes

(€ e, _ e _ (e + ~e _+
Bj(s,a,s,a)—3u0/1.osdx (ao )/'+%+(GG )j—%‘
J

Combine the above equation with (4.44), sum up over j, and take into consideration the
periodic boundary condition, then we finally obtain
N 1 1

Z (Bj(s, 0;5,0)—Bj(s¢,0%s, 0)) = / spsdx — 3uof osdx. (4.47)
= 0 0

To deal with the nonlinearity of the flux f () in the RHS of (4.43), we make the a priori
assumption first: for arbitrary t* € (0, T],

R sl + Isx Ol <1, Vi e[0,17]. (4.48)

Then we introduce the result of Proposition 3.3 in [2] under the a priori assumption mentioned
above

N
Y Hi(fiu, s 9)| < Clisl® + ChY sl (4.49)
j=1

We remark that the a priori assumption validates for ¢ € [0, T] automatically when k > 2
and the initial condition satisfies ||u;(0) — u(0)|| = OH**1) as h J 0 and the mesh size h
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is sufficiently small with an upper boundary & depending on u and 7. We refer the reader
to the detailed discussion about this conclusion in [2].
Combining (4.47) and (4.49), we can get

1 1
/ sesdx < 3M0/ osdx + Clls||> + Ch*|s). (4.50)
0 0

We already know that 1 is a constant, thus we can get the following error estimates

ld (',
—— dx < C|s||* + Ch*. 451
2dr o s7dx < Clls|I” + 4.51)

Finally, under assumptions on the polynomial degree k being even and the number of cells
in an uniform mesh being odd, we get the desired error estimate

lu —up|® < Ch?*. (4.52)
Till now we complete the error analysis of the conservative scheme.
e Error estimates for the dissipative scheme

Now we turn to supplement the analogous analysis of the dissipative scheme for the £ DP
equation. Based on the structure of proof mentioned above, we alter the choice of numerical
fluxes in scheme (4.7)—~(4.9) by the dissipative ones (4.11) and replace the global L? projection
P* in (4.39) by the local projection P defined in (3.32). Consequently these changes cause
some essential modifications in the process of error analysis:

(1) The term Bj (s, 0; s, o) estimated in (4.44) is no more a conservative one

1

N
ZB,-(S,G;S,U)f/ sysdx,

j=1 0

and this fact can be easy obtained via the analogous analysis referring to (4.27), (4.28)
and (4.29) in the proof of L? stability of the dissipative scheme.

(i) The simultaneous alternation of fluxes and projection of in the dissipative scheme keeps
the equality (4.46) still valid

2

(@“lo)); ;1 =0. (4.53)

(iii) The choice of the Lax-Friedrichs flux fwill result in a different analysis about the
term Z;vzl H;(f;u,up;s)in (4.43), yet Xu and Shu in [20] have already constructed
the estimates for it

N
D H(f5w i s)
j=1
1 ~ _
= —qef: un)[s1% + (C + Calllsllos + ™ HlewlZN s 112
+(C + Coh ™ ey 12)n* 1,

where C, is a positive constant depending on the maximum of | /”'| and the non-negative
function o (f; u,) is the important quantity of measuring the difference between numer-
ical flux f and the physical flux f, which is in detail described in [26].
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Combine these above modifications together and apply some manipulations, we get
! 1
2 2
/ sesdx + —o(f5up)ls]
0 4

1
<30 / o¢sdx + (C + Cu (Islloc +h~eullZ)) Is1* + (C + Cuh™HlewlZe) B,
0

< (C+Cu(lIslloo + 1 NewllZ)) s + (C + Cuh™ ey lIZe) B + Ch? 2.
(4.54)

Taking account of the positive property of ot(f; uy), the Young’s inequality and the a priori
assumption with k > 1, we can further get the following inequality

1d [!
—— | s%dx < C(Is|?) + Ch*H, (4.55)
2dt 0

Finally, we obtain the error estimate of this dissipative scheme for the £DP equation
lu = unl)?* < CH*F

Here assumptions about the parity of order of polynomial, number of cells and the uniform
mesh can be omitted.

5 Numerical Results

In what follows, we give several numerical examples for each p-version equation. Accuracy
experiments for smooth travelling waves and simulations for peakon solutions are succes-
sively presented and validated for both £wCH and ©DP equations. Besides, the explicit total
variation diminishing (TVD) Runge—Kutta method in [14], also known as strong stability
preserving (SSP) Runge—Kutta method in [8], is utilized as the temporal discretization in
following experiments. As we know, for the purpose of maintaining the conservative prop-
erty of the fully discrete scheme, it is better to choose a conservative time discretization
method, such as the midpoint method used in [2,12]. While the nonlinear terms in both two
equations make it not very efficient in the performance of computing. Thus we choose the
explicit Runge—Kutta methods, with the time step At = 0.1 Ax. The numerical scheme will
be verified available in that the numerical results are convergent in a sequence of successive
mesh refinement and the concerned conservation of invariants keeps numerically even in the
peakon solutions.

In [11], a class of multi-peakons solutions for both ©«CH and uDP equations and a series
of multi-shocks solutions for the £DP equation are given via explicit expressions. For the
sake of facility and concision, we list here these expressions in advance.

Firstly, we introduce the multi-peakons waves for both equations. The exact solutions with
M peaks take the form of

M
u(x, 1) =Y piglx —q' @), (5.1)

i=1

where g(x) is the Green’s function given by

1 1
gx) = Ex(x -1+ 1—; forx € [0, 1), (5.2)
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and is extended periodically to R, namely

_ N2 _ / 13
glx —x') = (x 2x) - X zx | +E’ forx ex',x' +1), (5.3)

where x” denotes a translation of one periodic interval. The variables p; (f) and ¢’ (t) depend
on time ¢ and they evolve according to

M M
q'=Y piglqd' —q’), pi=—0-1Y pipigd —aq)),
=1 =

here A is defined in (1.4) and the «CH and «DP are cases A = 2 and A = 3, respectively. And
the value zero is assigned to the otherwise undetermined derivative g’(x). In other words,

x =0,

g(x) = {0’ 1 (5.4)

x—5, O<x<l.
Secondly, we list the expressions of multi-shocks solutions for the «DP equation
=" (piglr =g +sig'x —g)). (55
i=1

The components in above equation evolve according to

q' = u(gh,
pi = 2(si{uxx (@)} — pilux(gH),
§i = —si{ux(g))}, (5.6)

where

N N N
@ =Y pig'@ —ah+ s {ua@H} =Y pi.
j=1 j=1 j=1
and g’(x) is defined by (5.4).

5.1 The uCH Equation

In this part, numerical experiments are designed to show the accuracy and capability of the
conservative and dissipative schemes for the #CH equation

)y — Uy = =20 ux + 2uxlyy + Ullyyy. (5.7)

As mentioned before, the difference between these two schemes for the «CH only exists in
the choice of numerical flux for the term f(u) = 2u(u)u. In fact, this different choices
cause very small influence on numerical results in that f(u) with constant p(u) is no
more a nonlinear term. We will see this phenomenon in the numerical sense in following
experiments.
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Example 5.1 Smooth periodic waves for uCH

In [10], the authors present that the smooth travelling waves are of the form u(x,t) =
¢ (x — ct) where ¢ is a solution of the ODE
2puo(M — ¢)(p —m)
¢xx = . (5-8)
c—¢
The constant M, m and c in (5.8) can be set under the condition m < ¢ < M which brings
about a smooth periodic traveling wave ¢ (x — ct) with miﬂré ¢(x) = m and maﬂg ¢(x) =M.
xXe Xe

Here we choose M = 1.5, m = 0.5, and ¢ = 2. It leads to a smooth periodic travelling wave
with period = 2.73321849515629 and

period
po = pu(¢) = / ¢ (x)dx = 2.55499933801271.
0

The ODE can be evolved from an initial condition for ¢
¢(0.796433828683979) = 1, (5.9)

which can be computed by setting 6 = % in (6.10) in [10]. Then we can get a high-precision
numerical solution of (5.8) by utilizing the fourth-order Runge—Kutta method with 40,000
points. We apply the conservative and dissipative LDG schemes discussed in Sect. 3.1 to test
this smooth solution of the ;#CH equation. The L? and H,l errors and orders of accuracy
for both two schemes at time t+ = 0.5 are showed in Table 1. For the error computation in
our paper, we just split each element into uniform 20 subintervals and compute the discrete
L%/H /i norm on these points. In the process of implementation, periodic boundary conditions
and uniform meshes are used. The numerical results show that the numerical schemes with
P¥ elements give a (k + 1)th order of accuracy for u in the L?-norm, and kth order in H Ii
norm. That is the fact that H;i norm of u — uy, is equivalent to ||r — ry|| for the reason of
(u—up) = 0. This illustrates that our method is numerically optimal for # and ». Meanwhile,
as we analyzed before, these two schemes have a really tiny difference from each other on
account of the linearization of f(u) = 2/ (u)u with the operator u, and the experiment here
verifies this judgment: the numerical solutions for both schemes in Table 1 are close to each
other in acceptable error ranges. For the conservative scheme, people usually expect accuracy
reduction with odd order polynomials, but the optimal convergence rate has been found for
our conservative scheme. This may be caused by the degeneration of the “nonlinear” term
f(u) =2u(u)uy to “linear” term for the conservation of 1 (u). Also, it is found that the PO
case achieves some superconvergence than expected.

Example 5.2 Periodic one-peakon solution for uCH

Referring to the explicit expression (5.1) of the peakon solution, we take one peak with
M = 1, and set the initial data as

p1(0) =0.1, ¢'(0) = 0.

For x € [0, 1] and the solution will be extended periodically to R. We implement both
the conservative scheme and the dissipative one to simulate the peakon solution of the £DP
equation. The P* polynomial element, fourth order TVD Runge—Kutta method and a partition
with N = 160 cells are used in the process of computation. The Fig. 1, containing the peak
profiles at time ¢t = 0, 1, 5, 10, 15 clearly shows us that these two schemes can simulate the
periodic one-peakon solution well. The differences, |Eg(t) — Eo(0)] and |E1(t) — E1(0)],
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Table 1 Example 5.1, accuracy test for the #CH equation (5.7) with exact smooth solution (5.8)

N Dissipative scheme Conservative scheme

L2 Error Order H, li error Order L2 error Order H li error Order

po
10 1.8779e—01 - 7.4790e—01 - 9.8314e—02 - 6.9597e—01 —
20 9.4577e—02 0.9895 3.9228e—01 0.9310 2.8210e—02 1.8012 3.1496e—01 1.1438
40  4.7836e—02 0.9834 1.9349¢e—01 1.0196 7.4335e—03 1.9241 1.4070e—01 1.1625
80  2.4220e—02 0.9819 9.4650e—02 1.0316 1.8869e—03 1.9781 6.4903e—02 1.1163
160 1.2215e—02 0.9875 4.6652e—02 1.0207 4.7355e—04 1.9944 3.1011e—02 1.0655
pl
10 1.8965e—02 — 2.0286e—01 — 1.9663e—-02 - 2.2355e—01 -
20  5.2058e—03 1.8652 1.0581e—01 0.9391 5.2815e—03 1.8964 1.1183e—01  0.9992
40 1.3249e—03 19743 5.3963e—02 09714 1.3340e—03 19852 5.5565e—02 1.0091
80  3.3264e—04 1.9938 2.7313e—02 0.9824 3.3379e—04 1.9988 2.7722e—02 1.0031
160 8.3212e—05 1.9991 1.3749e—02 0.9903 8.3356e—05 2.0016 1.3852e—02 1.0009
P2
10 3.0757e-03 - 4.8825e—02 - 3.1012e—-03 - 5.0042e—-02 -
20 29183e—04 3.3977 6.2321e—03 2.9698 2.9340e—04 3.4019 6.3079e—03 2.9879
40  3.0741e—05 3.2469 1.2048¢—03 2.3709 3.0800e—05 3.2519 1.2111e—03 2.3808
80  3.5111e—06 3.1302 2.3230e—04 2.3747 3.5133e—06 3.1320 2.3282e—04 2.3791
160  4.0894e—07 3.1020 4.2573e—05 2.4480 4.0902e—07 3.1026 4.2611e—05 2.4499
p3
10 1.5357e—04 - 2.0634e—03 - 1.5395e—-04 - 2.0885e—03 —
20 1.2239e—05 3.6493 3.3285e—04 2.6321 1.2274e—05 3.6488 3.3556e—04 2.6378
40  7.8730e—07 3.9584 5.3099e—05 2.6481 7.8887e—07 3.9597 5.3407e—05 2.6515
80  4.4310e—08 4.1512 7.2458e—06 2.8735 4.4397e—08 4.1512 7.2797e—06 2.8751
160 2.7785e—09 3.9953 9.0301e—07 3.0043 2.7817e—09 3.9964 9.0548e—07 3.0071

Uniform meshes with N cells at time t = 0.5

describing the evolution of two invariants are showed in the last graph in Fig. 1. It shows that
Eo(up) and Ej(up) keep numerically conservative in both two schemes when simulating
one-peakon solution for the ©CH equation.

Example 5.3 Periodic three-peakons solution for uCH

In this example, we take M = 3 in (5.1) to study the case of three-peakons solution to the
1 CH equation (5.7) with the initial condition

3
uo(x) =Y pi(0)g(x — 4'(0)), (5.10)

i=1
where g, p; and qi, i =1,2,3, are set as follows:
p1(0) = 0.1, ¢'(0) = 0.5, p2(0) = 0.08, ¢>(0) = 0.2, p3(0) =0.12, ¢>(0) = 0.05.

The computational domain is [0, 1]. The P4 polynomial elements with N = 160 cells
is utilized in our numerical method. In Fig. 2, the numerical and exact solutions at t =
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t=0 t=1
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Fig. T The one-peakon profiles and evolution Eg(uy) and Eq(uy) of the wCH equation. Periodic boundary
condition in [0, 1]. P* elements and uniform mesh with N = 160 cells

0, 1,5, 10, 15 are showed. The evolution of two Hamiltonian invariants, Eq(u) and E (up),
of the «CH equation is also displayed with ¢ € [0, 15]. It illustrates that the moving peaks
interaction can be described well by our numerical methods, and both the invariants can keep
conservative in the time evolution.
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Fig.2 The three-peakons interaction, evolution of Eq(u},) and E (u},) of the ;#CH equation. Periodic boundary
condition in [0, 1]. P* elements and uniform mesh with N = 160 cells

5.2 The uDP Equation

In this part, we turn to test the conservative and dissipative schemes for the uDP equation

(4.1)

uy + uuy + 3M(u)(A;1u)x =0,
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Table 2 Example 5.4, accuracy test for the £ DP equation with sufficiently smooth solution

N Dissipative scheme Conservative scheme
L2 error Order L error Order  LZ error Order L error Order
po
11 2.0643e—01 - 3.4413e—-01 - 2.3220e—02 - 3.4064e—02 -

21 1.3454e—01 0.6177 2.3035e—01 0.5791 7.7197e—03 1.5888 1.3505e—02 1.3348
41 7.8905e—02 0.7698 1.3865e—01 0.7324 2.2120e—03 1.8032 4.1389¢—03  1.7062
81 4.3135e—02 0.8712 7.6670e—02 0.8547 5.8370e—04 1.9220 1.1339¢e—03 1.8679
161 2.2618e—02 0.9314 4.0385e—02 0.9248 1.4897e—04 1.9702 2.9178e—04 1.9584
p!
11 7.7703e—03 - 2.8610e—02 -
21 2.0347e—03 19332 6.8873e—03 2.0545 - - - -
41 5.1009e—04 1.9960 2.0135e—03 1.7742 - - - -
81 1.2807e—04 1.9938 5.4600e—04 1.8827 - - - -
161 3.2177e—05 1.9928 1.4075e—04 1.9558 - - - -
p2
11 7.0388e—04 — 3.7383e—03 - 1.7134e—03 - 6.4391e—03 -
21 9.4531e—05 2.8965 4.8204e—04 29552 9.9294e—05 4.1090 3.9912e—04 4.0120
41 1.2542e—05 29141 6.4311e—05 2.9060 1.2450e—05 2.9956 5.5058e—05 2.8578
81 1.6200e—06 2.9526 8.2482e—06 2.9629 1.6044e—06 2.9560 1.0268e—05 2.4228
161  2.0600e—07 2.9753 1.0503e—06 2.9732 2.0091e—07 2.9974 1.4368e—06 2.8372
p3
11 4.3209e—05 - 3.3676e—04 — - - - -
21 3.3349e—06 3.6956 2.606le—05 3.6918 - - - -
41 2.3286e—07 3.8401 2.0015e—06 3.7027 - - - -
81 1.5264e—08 39313 1.3211e—07 39212 - - - -
161  1.0326e—09 3.8858 8.6995¢e—09 3.9247 - - - -

Uniform meshes with N cells at time r = 0.5

As we discussed previously, the essential differences between these two schemes are the
choices of numerical fluxes, as described in (4.10) and (4.11), respectively. We firstly devote
to verify the accuracy of both schemes. Then we apply several examples to verify their
capability on the multi-peakons and multi-shocks solutions.

Example 5.4 Smooth periodic waves for uDP

For the lack of smooth travelling examples for the «DP equation, we just use the smooth
initial condition as described in Example 5.1 to start evolving our numerical schemes for
the «DP equation. Here we take the parameters as before and apply the same skills to get a
high-precision numerical solution of the ODE (5.8). We apply the piecewise P* polynomial,
the uniform mesh with N = 321 cells and the fourth-order TVD Runge—Kutta method
with the CFL number 0.05 in the dissipative scheme to get a sufficiently accurate numerical
simulation, which is regarded as a reference solution to the «DP equation in the process
of error computations. The L? and L errors and orders of accuracy for both schemes,
at time + = 0.5 are showed in Table 2. The periodic boundary conditions and uniform
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Fig.3 The evolution of one-peakon solution for the «DP equation with initial data (5.11). Periodic boundary
condition in [0, 1]. P2 elements and uniform mesh with N = 81 cells

meshes are used in the implementation of both methods. The numerical results verify that
the dissipative LDG method for the wDP equation obtains the optimal order of accuracy,
which is better than the suboptimal order of accuracy k + % as illustrated in Theorem 4.34.
It is also found that the conservative scheme of PO case achieves some superconvergence
than expected. However, the desired results of the conservative scheme are only obtained
with restrictions on the parity of order of Pk polynomial (k is even) and number of cells (N
is odd), which are assumptions declared in the error estimates for the conservative scheme

a
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Fig.4 The interaction of two-peakon solution for the tDP equation with initial data (5.12). Periodic boundary
condition in [0, 1]. P2 elements and uniform mesh with N = 81 cells

in (4.35). In the process of implementation of the conservative scheme, we find the matrix
D=A,- BqA*IBU, defined in Algorithm Flowchart 3.1.1, is invertible only in case of k
being even and N being odd. So we only display valid results of the conservative scheme in
Table 2.
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t=0 =1

0.42 T T T T T T T T T 0.42 T T T T T T T

A LDG(osv)
LDG(dsp)
Exact

04 1

T T T T T

Fig.5 The groﬁles of one-shock wave of the uDP equation with initial data (5.13). Periodic boundary condition
in [0, 1]. P< elements and uniform mesh with N = 161 cells

Example 5.5 Peakon solutions for uDP

Now we turn to verify the capability of the two LDG schemes for the uDP equation to
simulate the peakon solutions. Initializing the expression we mentioned in (5.1) by setting
parameters as follows

p1=0.333, ¢' =-05, (5.11)

we get an example for the one-peakon wave of the uDP equation. The numerical simulations
with time ¢ € [0, 15] are depicted in Fig. 3. The evolution of two invariants, Hy(u;) and
Hi(up), of the uDP equation is also showed together.

We also apply the initial condition settings as

p1 =0.1, po =0.08,

q' =04, ¢ =0.1, (5.12)
to validate the two-peakons interactive example for the £ DP equation. The numerical results
and the evolution of Hy(uy) and Hj (uj,) are depicted in Fig. 4. In both examples, P2 clement,
an uniform mesh with N = 81 cells and the third order TVD Runge—Kutta method with CFL
number 0.1 are utilized. It illustrates that both conservative and dissipative schemes are

qualified to simulate the peakon solutions in a long time. And the invariants of u; keep
numerically conservative in both examples.
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t=0 t=1

A LDG(csv)
LDG(dsp
Exact 1

0 01 02 03 04 05 06 07 08 09 1

T T T
A LDG(csv)
LDG(dsp;
Exact

o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig. 6 Interaction of two-shocks solution of the uDP equation with initial data (5.14). Periodic boundary
condition in [0, 1]. P2 elements and uniform mesh with N = 161 cells

Example 5.6 Multi-shocks wave solutions for uDP

In this part, we pay attention to the different solutions with multi-shocks for the £ DP equation
with the initial settings in (5.5) as follows

e One shock
p1(0) = 0.333, ¢'(0) = 0.1, 5(0) = 0.1, (5.13)
e Two shocks
p1(0) =03, ¢'(0) = 0.2, 51(0) = 0.4,
p2(0) = 0.1, ¢%(0) = 0.5, 52(0) =0.2, (5.14)
e Three shocks
p10) =1, ¢'(0) =0.1, 51(0) = 0.12,
p2(0) = 0.8, ¢%(0) = 0.5, 52(0) = 0.8,
p3(0) = 0.12, ¢>(0) = 0.4, 53(0) = 0.2. (5.15)

Implement the conservative and dissipative schemes to solve the uDP equation with these
three initial conditions successively, then we can obtain the respective simulations displayed
in Figs. 5, 6 and 7. Other information about simulations is gathered as follows: the domain
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t=0 t=1
24 : : : : : : : : : 215 : : : : : :

T T T
A LDG(esv)
X LDG(dsp)
23F 1 21k Exact |

22 1

2.054

24+ 1

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig. 7 Interaction of three-shocks solution of the uDP equation with initial data (5.15). Periodic boundary
condition in [0, 1]. P2 elements and uniform mesh with N = 321 cells

[0, 1], the P2 piecewise element and the third order TVD Runge—Kutta method with CFL
number 0.1. And we use N = 161 cells of uniform mesh for the one-shock and two-shocks
waves, yet a more refined mesh with N = 321 cells are applied for the three-shocks solution.
The TVB limiter in [6] is adopted to modify the shock solutions. In the experiments of one-
shock and two-shocks waves, the conservative and dissipative schemes simulate well for the
uDP equation. But for the three-shocks solution, the dissipative scheme performs slightly
better than the conservative one.

6 Conclusion

In this paper, we have developed a series of LDG schemes, including the conservative and
dissipative ones, for both the p-Camassa—Holm and p-Degasperis—Procesi equations. The
conservation of the Hamiltonian invariants for each equation has been analyzed and a priori
error estimates for the schemes have also been given. Several numerical examples in different
circumstances were shown to illustrate the accuracy and capability of these LDG schemes.
Besides, these LDG schemes inherit the nice properties of DG methods on the flexibility
for general geometry meshes, the hp-adaptivity, and excellent parallel efficiency. The LDG
method possesses a good potential in solving the p-version equations and other similar
problems.
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A Appendix
A.1 Proof of the Equivalence of (1.2) and (1.11)

Proof Notice that

(A;Lu)t = w(u)r — Uxxs

A ((1142) ) = —l(uz) = —3Buylyy — Uuu
2 2 - 2 XXX — XXX XXX
X

due to the periodicity, then (1.2) can be rewritten as

and

Au_(ur) + A;L(’/”/lx) +3u@uy =0.

Apply the invertible operator A;l to above equation and take into consideration of ()
being a conservative quantity, then we have

ur + uttg + 3 A; (uy) =0.

Comparing the above equation and our desired (1.11), it remains to check the following
claim:

A ) = (A W)y

Setv = A;lu, in other word, u = A, v = (v) — vxy. v is obviously periodic like u
and we know that p(v) = (), which means that ©(v) is also a conservative quantity. On
account of the periodicity and conservation, the mean value pu(v) = fol vdx is a constant no
matter where and when, so we have u(v), = 0; furthermore, owing to the periodicity, we
also get u(vy) = 0.

Now we apply A, to A;l(ux) — (A;lu)x, then

ApA ) — Ap(Ay ),
=Ux — Au(vx)
= (Apv)x — Ap(vy)
= (M(U)x — (Vxx)x) — (M(Ux) — (Vx)xx)
= )y — u(vy)
=0.

Thus we have proven the claim, and further completed the equivalence of (1.11)
and (1.2). ]

A.2 Proof of Lemma 3.7

Proof By the Proposition 3.2, we know
w(up): = 0.
Then by the orthogonality of L2 projection,
s¢ = (PTu—u) L P,
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/se-ldx:().
I

Then we can get pt(s¢) = u(P+u) — w(u) = 0. In addition to the fact u(u); = 0, we have
w(P*u), = 0.

SO

Taking consideration of the definitions of s and s¢, we easily get

d ()=0 d (s)=0
at ot ="

A.3 Proof of Lemma 3.8

Proof

N
D Bj(s — s & — v =08 — 8% =5, 8,5, —8,v)
j=1

N N
= Bj(s.& 0,8 =5, 8,5, =8, v) — Y Bj(s*, £, 0%, 8 —s5, 8,5, =8, v) (A.D)
j=1 j=1

By the same argument as that used for the stability in Proposition 3.2 and on account of the
results in Lemma 3.7, the first term of the right-hand side in (A.1) becomes

Bj(s,&,v,6; —s,S,,s,—(S,v):f(8t6)dx+\llj+1 — V.
I

1
Jj=3’

(S]]

where W = vs™ — s~ —§v™ + 8, s~ — 8,5~ — 35, .
As to the second term of the right-hand side in (A.1), we have

Bj(sev gev Uea 86; -3, 8[9 s, _83 U)

= / §¢8,dx +/ (8%v —v8)dx —|—/ (87 sx + 59(8¢)x + v°sx + s°vy)dx
I; I I

J

+ ((ﬁe + 55)[S])j_% + (56[31])j_% + (Ee[v])j_% + <bj+% - CD]»_%, (A.2)
where ® = V%5~ — §¢v™ — ;S\fs_ — 58, . Because P is a local L? projection, and P,

although not a local L? projection, does have the property that s — P is locally orthogonal
to all polynomials of degree up to k — 1, we have

/ 8¢8,dx —I—/ (8%v — v°8)dx +f (87 sx + 5(8¢)x + v°sx + s%vy)dx = 0.
I I I

J

Noticing the special interpolation property of the projection P+, we have
(Ee[at])j,l + (§e[v])j,l =0.
2 2
Then equation (A.2) becomes

Bj(s®, £, v¢, 8% —s, 8,5, —8,v) = (0 +8D)[s]),_1 +®,, 1 — @

. 1.
Jj—3 Jjt3 J—3
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Combining the above equation with (A.1), summing over j, taking into account the periodic
boundary condition, we obtain the desired equality (3.47). O

A.4 Proof of Lemma 3.9

For the proof of this lemma, we follow the idea of Lemma 3.4 and 3.5 in [19]. For f(u) =
2u(u)u in the uCH equation (1.1), we have f”(u) = 0 and f”'(u) = 0, then we could
simplify the proof.

Proof Review the equality (3.48), and the estimates for every part in the right-hand side of
(3.48) is as following

o Conservative scheme

For the last term, if fis chosen as (3.14), we get trivially

N
D () = F)Is1) 4y =0,
j=1

for the reason that f = 1 (f () + f(u;)) = 2po(u;, +u;) = f({un)).
e Dissipative scheme

Besides, when fis chosen as the Lax-Friedrichs flux (3.15), via the fact [u] = [up — u] =
[s¢ — 5], we have

N N
> ((fuh = P 1sD) 4 %Z ([unisD 40

j=1
o N o
=5 (M) =5 Z (515D 41
Jj=1 Jj=l1
N
<=3 2 (1) g +CHH,
j=1

where @ = max,,, | f'(up)| > 0.

For the other two terms Zﬁ-v:l flj (f(u)—f(u;,))sxdx—i-zy=l (f(up) — f(({uh}))[s])H%,
observing that f'(u) = 2u(u)u where p(u) is conservative, denoting C,, = 2u(u), we can
obtain

f@) = fup) = Culs —s°),
fa) = fup}h) = Cu({s} — {s°D,

then

Z / (f ) = fup))sxdx + Z (f ) = F(upD)lsD

j=1

N
= Z/ Cpusscdx + Z Culsilsh ;1 — Z/ Cussxdx + ) Cu((sYsD ;1
=174 =1 T =174 =1 .
=N+ P,
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where

N
T

N
| Cussiar + 3" CuttslsD

j=1"7% j=1

N N
A=Y [ Custndx+ Y Cutts s
j=1"1i j=1

Making further analysis, we can get

N 1 N s++s,
CM Z/]‘ E(Sz)xdx + Z <T(_§'+ — S_)> . = 0,
j=1°" j=1

Jj+

A

Nl—=

N N
7=—Cu Y /, sesedx + ) (Y sD 41

j=1"1i j=1
Culls®Isxll + Cullslr, Islir,
< C|s||> + Ch* .

IA

Combining them and we can get the conclusion of Lemma 3.9

N
Y Hi(fruus) < Clis|? + Ch*,
j=1
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