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Abstract 
Forums have been one of the most important internet services since the 21st century. However, 
Forum users have to receive information in a passive way currently. The topics in forums are ordered 
by last update time (last reply time), thus the information that a user is interested in may be 
overwhelmed by a large number of other information. Users always have to scan many pages to find 
a minority of information they need. In this paper, based on the analysis of users' needs, I have 
designed a personalized forum topic ranking system. This personalized ranking system first calculates 
all the factors that will influence the user’s decision-making as to whether or not to view a topic by 
using his/her browsing history. Then the system predicts the click probability for each topic according 
to all the influence factors using a learned maximum entropy model. Finally, forum topics can be 
ranked by the predicted click probability, so as to make users find their favorite information easier. As 
shown by the experiments, the precision of the personalized ranking system is about 60% to 75%, 
which improves the traditional method (ordered by last update time) by 50% to 85%. In addition, 
with the normalization of the indicator functions of the maximum entropy model and the selection 
of the iterative endpoint, the training time can be lowered to an average of 0.01 seconds for each 
user. It indicates that such a model is able to meet the requirements of practical applications. 

Innovations 
1) First personalized ranking system for forum topics (There are some previous works for news and 

commodities) 
2) First maximum entropy model based personalized system (Use maximum entropy model to 

integrate the influence factors) 
3) Using multiple influence factors to describe the user’s preferences (Previous works usually only 

consider the influence of the article contents or use collaborative recommendation algorithm) 
4) Handling users' multiple interest areas and new interest areas using vector dimension selection 

(Previous works usually use clustering method or forgetting algorithm) 
5) Improving the training speed of the maximum entropy model with iterative endpoint selection 
6) Improving the training speed of the maximum entropy model with indicator function 

normalization 
According to the novelty retrieval performed by China Machinery Industry Information Institute, 
which was authorized as the national level Sci-tech novelty retrieval institution, there is no previous 
work on section 1 to 5 in the world. Section 6 was proposed after the novelty retrieval. According the 
retrieval performed by myself, there is no previously published papers on section 6. 
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1. Introduction 
1.1 Background of Personalized Forum Topic Ranking 
According to the statistics from China Internet Network Information Center [1], there are 338 million 
netizens in China, and 43.2% of them often use forums (as of June 2009). It shows that forums have 
become one of the most important internet services. Yet, at present, forum systems build topic lists 
with topics ordered by last update time (last reply time). Then, they show the list to all the forum 
users. As different users have different preferences, topics needed by each user are not the same. 
Under the current topic list ranking scheme, the information that a user is interested in may be 
overwhelmed by a large number of other information. Users always have to scan many pages to find 
a minority of information they need. Especially in some large forums, when someone posts a new 
topic that only interests a few users, it will be soon pushed beyond the first 10 pages within one or 
two days, due to the topic is not attractive to other users. Such a condition makes users miss many 
opportunities to access the information they are interested in. 
  The investigation by Xiao-Ming Li [2] has analyzed almost 500,000 click-throughs from Tianwang, 
which is a large-scale general search engine in China. He found that in the search results lists, there 
are 47.3% of the click-throughs occurred in the first pages and 75.6% of them occurred in the first 
five pages. Thus, it shows that only a few users will scan many pages in the search results list, and 
most of the users will only focus on the results in the first few pages. According to my experience and 
the feedback from other users, although there are no relevant investigations in forum systems, the 
situation in forums are similar. Consequently, users will miss many topics they may interest in, but 
with an earlier last update time. 
  The current topic list ranking scheme has greatly reduced people's efficiency when obtaining 
information from forums. People prefer to browse forums in a more convenient way, which forum 
systems can provide the information they need automatically. And each user can get a topic list 
based on his/her preferences so as to make every forum user easier to find the information he/she 
wants. 
1.2 Definition of the Personalized Forum Topic Ranking 
This personalized forum topic ranking system will first builds the preferences data for each user by 
using his/her browsing history. Then the system will display a personalized topic list for each user, 
which makes the topics ordered in accordance with the user's preferences. That is, based on the 
prediction by the ranking system, topics meet the user's preferences better will have higher ranks in 
the topic list. 
1.3 Previous Work on Personalized Browsing System 
According to previously published papers, there is no existing research on personalized forum topic 
browsing system. Nevertheless, there are plenty of work on the personalized web page browsing. 
However, most of the work [3~7] only considered the influence of the article contents on the users' 
browsing preferences, without taking account of other influence factors. The shortcomings of these 
works are that many factors will influence users' browsing preferences. For example, a user may like 
to view a topic, as the topic is posted by his/her favorite author or the author is very famous in the 
forum, although the topic is not in the user’s interest area. In some other studies [8][9], the system will 
recommend some articles focused by other users who have similar browsing behavior to the current 
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user. However, sometimes the user may not interested in the articles, as the recommendation is 
made without considering the user's own preferences. 
1.4 Previous Work on Maximum Entropy Model 
Maximum entropy model was established by E. T. Jaynes in 1957. In 1992, D.Pietra introduced it into 
natural language processing [10]. At present, maximum entropy model has been widely used in many 
areas such as phrase recognition, syntactic parsing, POS tagging and text classification. The maximum 
entropy model can integrate all the factors affecting on the target event, without taking into account 
the structure of the factors. Weights of the factors can be obtained throughout the training. After 
training, the occurrence probability of the target event under the influence of all the factors can be 
obtained. Such a perfect mathematical attribute makes the maximum entropy model have a 
wonderful performance in a variety of areas [10]. For example, in spam filtering [11], the maximum 
entropy model is significantly better than other methods such as SVM, Bayesian, and decision tree. In 
the text classification [12], the maximum entropy model is significantly better than the Bayesian 
method, and has similar performance to the SVM method. Nonetheless, maximum entropy model 
has not been used in personalized browsing according to previously published papers. 

Although the maximum entropy model has a perfect performance, its practical application has 
been greatly limited due to the tremendously slow training speed. Many innovative training 
algorithms have been described in order to improve the training speed, but the training speed is still 
too low to meet the requirements of practical applications. In addition, the indicator function 
normalization and the iterative endpoint selection have not been introduced to improve the training 
speed in the previously published papers. 
1.5 Overview of the Work in This Paper 
In order to describe users’ preferences comprehensively, I have proposed 10 factors that will 
influence users' browsing preferences based on the analysis of users’ browsing habit. Moreover, I 
have established the calculation methods of the influence factors’ occurrence probabilities. Bayesian 
network or maximum entropy model is commonly used to calculate the occurrence probability of the 
target event under the effects of multiple factors. Since the performance of the maximum entropy 
model is better than the Bayesian network in theory and in practice in other areas, we choose to use 
the maximum entropy model to integrate the 10 influence factors. 

This personalized ranking system first calculates all the factors that will influence the user’s 
decision-making as to whether or not to view a topic by using his/her browsing history. Then the 
system predicts the click probability for each topic according to all the influence factors using a 
learned maximum entropy model. Finally, forum topics can be ranked by the predicted click 
probability. The architecture of the personalized ranking system is as follows: 
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Figure 1: Architecture of the Personalized Forum Topic Ranking System 

In order to handle users’ multiple interest areas and new interest areas, I have proposed using vector 
dimension selection to supersede the clustering method, which has been widely used previously. In 
the experiment part, I have drawn a comparison of the precision between the personalized ranking 
system and the traditional ranking scheme. I have evaluated the effects of the vector dimension 
selection and the user’s browsing history amount. 

In addition, with the aim of improving the training speed of the maximum entropy model, I have 
optimized the SCGIS algorithm and proposed using the indicator function normalization and the 
iterative endpoint selection to accelerate the training process. Moreover, in the experiments, I have 
evaluated the effects of these two methods. 

2. Building Training Data and Resource Data 
In order to provide personalized forum topic lists for the user, user’s browsing history is needed to be 
collected. The browsing history record is divided into two parts: 1. User-focused topic list; 2. 
User-unfocused topic list. Subsequently, the training data and the resource data can be obtained 
from the browsing history record. 

2.1 Building User-Focused/Unfocused Topic List 
First of all, we need to define the users’ behavior. If a user replied a topic, he/she is considered to 
have focused on the topic. If a user has viewed a topic over a specified time, it can also be considered 
that the user has focused on the topic. Moreover, users should also be able to choose to focus on a 
topic. Using user-focused topic list instead of user-clicked topic list is aimed to avoid the adverse 
effect of wrong clicks. For example, a user may find he/she does not like the topic once he/she 
clicked on the tittle of the topic. 
  When a user has focused on a topic posted by him/herself, many occurrence probabilities of the 
factors in the topic feature will be constant equal to one. Therefore, we do not put a topic posted by 
the user into his/her user-focused/unfocused topic list. 
  In the experiment part, since users are not able to choose to focus on a topic in the current forum 
system and the current forum system also not able to record users’ viewing time, we will only regard 
a topic as user-focused after the user has replied the topic, and the user-focused time is defined as 
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the replied time. Thus, user-focused topic list can be obtained from the replies database or collected 
whenever a user first replies a topic. 
  When a topic is not focused by the user, it does not always indicates the user is not interested in 
the topic. Instead, the user may not have noticed the topic or he/she is planning to view the topic in 
the future. Therefore, we use the following method to obtain the user-unfocused topic list: 
1) If a user has focused on a topic, therefore we can consider that 20 other topics around the topic 

have been noticed by the user. 
2) If a topic has not been focused by a user after the topic was noticed by the user 3 or more than 3 

times, we can consider that the user is not interested in the topic. That topic will be put into the 
user-unfocused topic list, and the user-unfocused time is defined as the last time when the user 
noticed the topic. 

Where, the 20 topics that can be noticed by the user consist of the following parts: 
1) 10 topics that have an earlier last reply time than the user-focused topic 
2) 10 topics that have a later last reply time than the user-focused topic and the last reply time is 

earlier than the user-focused time 
Note: We only select topics that closest to the user-focused topic. 

2.2 Building Training Data 
Since user-focused topics and user-unfocused topics are required as training instances in the 
maximum entropy model training, we use all available topics in user-focused/unfocused topic list as 
the training data when training the model. 

2.3 Building Resource Data 
When calculating topic features in training data or unranked forum topic list, user-focused topics are 
required to obtain some of the influence factors’ occurrence probabilities. Thus, we generally use all 
available topics in the user-focused topic list as the resource data. Only when calculating topic 
features for the user-focused instances in the training data, since the user-focused instance itself is in 
the user-focused topic list, we only use other topics in the user-focused topic list as the resource data, 
except for the instance itself. 
  Moreover, when calculating some influence factors in the topic feature, topics posted by the user 
are also required. In these cases, we also use all available user posted topics as the resource data. 
The influence factors that required user posted topics will be noted in the following chapters. 

3. Definition of Topic Feature 
When a user surfing a forum, topic feature will influence the user’s decision-making as to whether or 
not to view a topic. Thus, the topic feature is different for each user, and it is not an intrinsic property 
of a topic. With the investigation and analysis of users’ browsing habit, I have proposed 10 factors 
that will influence a user’s decision-making, and we use the 10 factors’ occurrence probabilities as 
the topic feature. A topic feature is defined as an n-tuple x = (P1, P2, …, Pn). Where P1, P2, …, Pn are 
the occurrence probabilities of influence factors. The description of P1, P2, …, Pn are as follows: 
1) Occurrence Probabilities of Influence Factors Related to the Topic P1: The probability that the topic semantic feature is similar to the user’s content preference P2: The probability that the post time of the topic satisfies the user's requirement of timeliness 
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P3: The probability that the last update (last reply) time of topic satisfies the user's requirement 
of timeliness 

2) Occurrence Probabilities of Influence Factors Related to the Topic Author P4: The probability that the topic author’s content preference is similar to the user’s content 
preference P5: The probability that topics posted by the topic author are always focused by the user P6: The probability that topics posted by the topic author are always focused by forum users 
(including all the forum users) P7: The probability that the topic author’s registration time satisfies the user's requirement of 
registration length P8: The probability that the topic author always post original articles 

3) Occurrence Probabilities of Influence Factors Related to the users Topic Replier P9: The probability that the replies count of the topic satisfies the user's requirement of replies 
count P10: The probability that the topic replier feature is similar to the user’s replier preference 

3.1 Calculation Methods of the Influence Factors’ Occurrence Probabilities 
Calculation methods of the influence factors’ occurrence probabilities can be divided into three 
classes. The occurrence probabilities and their corresponding calculation methods are as follows: 

Occurrence Probabilities Corresponding Calculation Method P1, P4, P10 Calculate cosine of the angle using the vector space model, and then 
obtain the probability. P2, P3, P7, P9 Use topics in the resource data as standards, and then obtain the 
probability using “counting method”. P5, P6, P8 Obtain the probability using a relatively simple expression. 

Table 1: Calculation Methods of the Influence Factors’ Occurrence Probabilities 

3.2 Calculation of P1, P4 and P10 
Note: P1 refers to the probability that the topic semantic feature is similar to the user’s content 
preference; P4 refers to the probability that the topic author’s content preference is similar to the 
user’s content preference; P10 refers to the probability that the topic replier feature is similar to the 
user’s replier preference. 

3.2.1 Creating Topic Semantic Feature Vector 
1) Building Word Segmentation Dictionary 

Before extracting the semantic information from topics, we need to first segment the topic 
contents and the topic tittle into words. With the aim of handling the internet language in forum 
topics, we build the word segmentation dictionary based on the internet word frequency 
database from Sogou Labs. We choose to use IDF as the weight of word, and define Di as the 
frequency (occurrence count in webpages) of the ith word in the word frequency database. Then, 
the weight of the word can be expressed as [13]: ۷۲۴ܑ = ܖܔ ۲ܑ۲ܑܠ܉ۻ , where MaxDi is the maximum Di in the word frequency database. Finally, we put the 150,000 word weights obtained from the 
calculation into the word segmentation dictionary. 
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2) Extracting Keywords 
We choose to use the Chinese word segmentation tool from Hyland Information Technology with 
the word segmentation dictionary described above to segment the topic contents and the topic 
tittle. Then, keywords in the topic can be obtained and we use TF/IDF [13] as the weights of the 
keywords. We sort the keywords by TF/IDF value in descending order, and put the first 50% 
keywords in the topic contents into the keywords database of the topic. Since the tittle express 
more semantic information in the topic, we put the first 50% keywords in the topic tittle into the 
keywords database and replace all the TF/IDF values with 1. After keywords extraction, some 
noise words are removed from the keywords database manually. 

3) Creating Topic Semantic Feature Vector 
We use a multidimensional space vector to describe the semantic feature of a topic. Then we 
make each keyword in the keywords database corresponds to a dimension of the vector and set 
each dimension value to the keyword TF/IDF. Synonym expansion and dimension reduction are 
efficient ways to improve the performance of the vector space model [14][15]. However, they will 
not be discussed here as they are out of the research area of this paper. 

3.2.2 Creating Users’ Content Preference Vector 
A user’s content preference can be defined as the user’s preference of topic content semantics. We 
can obtain a user’s content preference vector by accumulating the semantic feature vectors of the 
topics in the user’s resource data (including user posted topics). With the increase of resource data, 
user’s content preference vector will get closer and closer to the user’s real topic content preference. 

3.2.3 Creating Topic Replier Feature Vector 
We use a multidimensional space vector to describe the replier feature of a topic. Then we make 
each replier of the topic corresponds to a dimension of the vector and set the dimension values to 1. 
When comparing the topic replier feature vector with a user’s replier preference vector, the 
corresponding dimension is needed to be removed from the topic replier feature vector if the user 
him/herself is a replier of the topic. 

3.2.4 Creating Users’ Replier Preference Vector 
A user’s replier preference can be defined as the user’s preference of topic replier features. We can 
obtain a user’s replier preference vector by accumulating the replier feature vectors of the topics in 
the user’s resource data (including user posted topics). The corresponding dimension is needed to be 
removed from the user’s replier preference vector if the user him/herself is a replier in the vector. 
With the increase of resource data, user’s replier preference vector will get closer and closer to the 
user’s real replier preference. 

3.2.5 Vector Space Model and Vector Dimension Selection 
In order to calculate P1, P4 and P10, we need to make the following comparison between the vectors: P1: Comparison between the user’s content preference vector and the topic semantic feature vector P4: Comparison between the user’s content preference vector and the topic author’s content 
preference vector P10: Comparison between the user’s replier preference vector and the topic replier feature vector 
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Since the cosine similarity has been widely used and has a very good performance [16][17], we choose 
to use cosine similarity as the comparison method. Cosine similarity is designed to calculate the 
cosine of the angle between the vectors. Thus, the lengths of the vectors will not affect the compare 
results, so as to avoid the adverse effect on the compare results while comparing vectors that have a 
significant difference in length, especially when comparing a vector belonging to a user with a vector 
belonging to a topic. 
  Forum users usually have multiple interest areas. Different interest areas in the user’s preference 
vector will affect each other when comparing the preference vector with other vectors. Specifically, if 
there are some keywords existed in the user’s content preference vector but not existed in the topic 
semantic feature vector (or the topic author’s content preference vector), keywords irrelevant to the 
topic (or the topic author) will have an adverse effect on the compare results. Similar problems are 
also existed when handling the user’s replier preference vector. Moreover, when a user begin to be 
interested in a new area, since the dimension values for the user’s new interest area are much lower 
than those for the existing interest areas, new dimensions in the user’s preference vector will only 
have a very limited influence on the compare results. 

In order to handle users’ multiple interest areas, clustering has been widely used in the previous 
works. Articles are merged into clusters and the semantic feature vectors of the clusters are used as 
user’s content preference [3][5][7][9][17][18]. As regards the new interest areas, forgetting algorithm has 
also been used to delete user’s existing preferences regularly [7][18]. However, these techniques are 
low in speed and can not fully resolve the problems. For example, clustering method can not handle 
the keywords belonging to more than one area, and the forgetting algorithm may cause loss of some 
areas that the user is still interested in. In addition, there is no previously published solution to the 
problem of user’s multiple replier preference in the published papers. 

With the aim of resolving these problems, I have proposed a new technique called vector 
dimension selection, which has a much higher speed and does not have the shortcomings described 
above. When using the vector dimension selection, different interest areas will not affect each other 
in the comparison, and new interest areas are able to affect the compare results immediately. The 
approach of the vector dimension selection is described as follows: 
1) When calculating the similarity between the user’s content preference vector and the topic 

semantic feature vector, remove the dimensions existed in the user’s content preference vector 
but not existed in the topic semantic feature vector. 

2) When calculating the similarity between the user’s content preference vector and the topic 
author’s content preference vector, remove the dimensions existed in the user’s content 
preference vector but not existed in the topic author’s content preference vector. 

3) When calculating the similarity between the user’s replier preference vector and the topic replier 
feature vector, remove the dimensions existed in the user’s replier preference vector but not 
existed in the topic replier feature vector. 

After vector dimension selection, the cosine similarity between the vectors can be calculated with 
the following expression: ܛܗ܋ ી = ∑ ∑ୀ૚ඥܓܕܓܡܓܠ ୀ૚ܓܕ૛ܓܠ ඥ∑ ୀ૚ܓܕ૛ܓܡ ܛܗ܋        ી ∈ [૙, ૚] 

Where, m is the count of dimensions. 
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  According to the research by Dong-Bo Zhan [16], the probability that two articles are similar 
increases linearly and monotonously with the increase of the cosine similarity between the semantic 
feature vectors of the two articles. Thus, the probability that two articles are similar can be 
approximately equal to the cosine similarity between the vectors. Furthermore, we can regard the 
comparison between the vectors of other types as the comparison between the semantic feature 
vectors. Therefore, we can obtain P1, P4 and P10 by calculating the cosine similarity between the 
vectors and use the cosine similarity as the value of P1, P4 or P10 approximately. 

3.3 Calculation of P2, P3, P7 and P9 
Note: P2 refers to the probability that the post time of the topic satisfies the user's requirement of 
timeliness; P3 refers to the probability that the last update (last reply) time of the topic satisfies the 
user's requirement of timeliness; P7 refers to the probability that the topic author’s registration time 
satisfies the user's requirement of registration length; P9 refers to the probability that the replies 
count of the topic satisfies the user's requirement of replies count. 
1) First, we define a topic condition as a set of the post time, last update time, author’s registration 

time and replies count of a topic. In order to calculate the probability that a given topic condition 
satisfies the user's requirements. We need to establish the comparison standards of the user's 
requirements. If a topic has been focused by the user, it can be considered that the condition of 
the topic satisfies the user's requirements, and such a condition can be used as a standard in 
comparison. We use An, Bn, Cn and Dn (n ≥ 1) to represent the topic conditions in the user’s 
resource data, and define them as follows: An: The difference value between the user-focused time and the post time of the nth topic in the 
user’s resource data Bn: The difference value between the user-focused time and the last update time of the nth topic 
in the user’s resource data Cn: The difference value between the user-focused time and the author’s registration time of the nth topic in the user’s resource data Dn: The replies count of the nth topic in the user’s resource data 

2) We use A0, B0, C0 and D0 to represent the condition of the topic needed to calculate P2, P3, P7 
and P9, and define them as follows: A0: The difference value between the current time and the post time of the topic B0: The difference value between the current time and the last update time of the topic C0: The difference value between the current time and the author’s registration time of the topic D0: The replies count of the topic 
Note: When calculating A0, B0 and C0 for topics in the unranked topic list, use the time when 
creating the personalized topic list as the current time, whereas when calculating for topics in the 
user’s training data, use the user-focused time or user-unfocused time as the current time. 3) The calculation of P2, P3, P7 and P9 are based on the following assumption:  a) If A0 (or B0) ≤ An (or Bn), it can be considered that the topic needed to calculate P2 or P3 

satisfies the user's requirements of timeliness. b) If C0 (or D0) ≥ Cn (or Dn), it can be considered that the topic needed to calculate P7 or P9 
satisfies the user's requirements of author’s registration length or replies count. 
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Thus, we define the following expression: ۾૛ = ૙ۯ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂ ≤ ૜۾ ܉ܜ܉܌ ܍܋ܚܝܗܛ܍ܚ ܛ’ܚ܍ܛܝ ܍ܐܜ ܖܑ ܛ܋ܑܘܗܜ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂ܖۯ = ۰૙ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂ ≤ ૠ۾ ܉ܜ܉܌ ܍܋ܚܝܗܛ܍ܚ ܛ’ܚ܍ܛܝ ܍ܐܜ ܖܑ ܛ܋ܑܘܗܜ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂ܖ۰ = ۱૙ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂ ≥ ૢ۾ ܉ܜ܉܌ ܍܋ܚܝܗܛ܍ܚ ܛ’ܚ܍ܛܝ ܍ܐܜ ܖܑ ܛ܋ܑܘܗܜ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂ܖ۱ = ۲૙ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂ ≥  ܉ܜ܉܌ ܍܋ܚܝܗܛ܍ܚ ܛ’ܚ܍ܛܝ ܍ܐܜ ܖܑ ܛ܋ܑܘܗܜ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂ܖ۲

Where, the value of n is 1 to m, respectively. 

3.4 Calculation of P5, P6 and P8 
Note: P5 refers to the probability that topics posted by the topic author are always focused by the 
user; P6 refers to the probability that topics posted by the topic author are always focused by forum 
users (including all the forum users); P8 refers to the probability that the topic author always post 
original articles. 

“The author” mentioned below refers to the author of the topic needed to calculate P5, P6 or P8. All 
the calculations described below are needed to be done with the data up to the user-focused time of 
the last topic in the user’s resource data. 
1) Calculation of P5: ۾૞ = ܉ܜ܉܌ ܍܋ܚܝܗܛ܍ܚ ܛ’ܚ܍ܛܝ ܍ܐܜ ܖܑ ܛ܋ܑܘܗܜ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂ܚܗܐܜܝ܉ ܍ܐܜ ܡ܊ ܌܍ܜܛܗܘ ܛܑ ܌ܖ܉ ܉ܜ܉܌ ܍܋ܚܝܗܛ܍ܚ ܛ’ܚ܍ܛܝ ܍ܐܜ ܖܑ ܛܑ ܜ܉ܐܜ ܛ܋ܑܘܗܜ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂  

2) Calculation of P6: 
The calculation of P6 is based on the following assumption: If a topic has been focused by all the 
forum users, it can be considered that the topic is always focused by forum users. Then, the 
probability that the topic is always focused by forum users can be expressed as:  ۾૟′ = ܛܚ܍ܛܝ ܕܝܚܗ܎ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂܋ܑܘܗܜ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܛ܍ܛܝ܋ܗ܎ ܍ܐ܂  

Therefore, the value of P6 can be considered as the average P6’ of the topics posted by the author, 
and the expression is defined as follows: ۾૟ = ܛܚ܍ܛܝ ܕܝܚܗ܎ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂ܚܗܐܜܝ܉ ܍ܐܜ ܡ܊ ܌܍ܜܛܗܘ ܛ܋ܑܘܗܜ ܍ܐܜ ܎ܗ ܛܜܖܝܗ܋ ܛ܍ܛܝ܋ܗ܎ ܍ܐܜ ܎ܗ ܖܗܑܜ܉ܕܕܝܛ ܍ܐ܂ ×  ܚܗܐܜܝ܉ ܍ܐܜ ܡ܊ ܌܍ܜܛܗܘ ܛ܋ܑܘܗܜ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂

Note: The count of the forum users does not include the users that have not focused on any topic. 
3) Calculation of P8: ۾ૡ = ܚܗܐܜܝ܉ ܍ܐܜ ܡ܊ ܌܍ܜܛܗܘ ܛ܋ܑܘܗܜ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂ܚܗܐܜܝ܉ ܍ܐܜ ܡ܊ ܌܍ܜܛܗܘ ܛ܋ܑܘܗܜ ܔ܉ܖܑ܏ܑܚܗ ܍ܐܜ ܎ܗ ܜܖܝܗ܋ ܍ܐ܂  

Note: The approach of determining the originality of a topic is as follows: Calculate the cosine 
similarities between the new topic and the existing topics, after a user has posted a topic. If all the 
cosine similarities are less than 0.95, the new topic can be considered as an original topic. 
Moreover, the semantic fingerprint can also be used to accelerate the comparison. However, it 
will not be discussed here as it is out of the research area of this paper. 

3.5 Smoothing of the Probabilities 
Sometimes, the actual probability may not be 0 when the calculation result of Pn equals to 0. This 
problem is due to data sparseness, and it is often occurs when the user’s browsing history data is not 
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enough. Moreover, some errors will be caused in the following calculation if all the Pn equals to 0. 
Therefore, we need to replace the value of Pn with a non-zero value when Pn equals to 0. This 
approach is called smoothing technique. Some smoothing methods have been proposed previously, 
such as absolute discounting and deleted interpolation [19]. However, most of these methods are 
quite complex and designed for natural language processing. Thus, I have proposed a simple 
smoothing method, and the orderliness of the probabilities can be remained. After calculating Pn, 
replace the value of Pn using the following expression: ܖ۾ = ൜૙. ૚                               ܖ۾ = ૙ܖ۾ × ૙. ૢ + ૙. ૚         ܖ۾ > ૙ ܖ        ∈ {૚, ૛, … , ૚૙} 

4. Maximum Entropy Model and Personalized Ranking 
The personalized forum topic ranking system is based on the prediction of the click probability for 
each topic. Therefore, we need to integrate the factors that will influence the user’s decision-making 
as to whether or not to view a topic. The conditional maximum entropy model can integrate all the 
factors affecting on the target event, without taking into account the structure of the factors. 
Weights of the factors can be obtained throughout the training. After training, the occurrence 
probability of the target event under the influence of all the factors can be acquired. 

We choose to use the conditional maximum entropy model to obtain the click probability under a 
given topic feature, namely, to calculate P(Focused|x). Where, x is the given topic feature. 

4.1 Principle of the Maximum Entropy Model 
The principle of the maximum entropy model is to build a model that satisfies all the observed data 
while making no assumptions, namely, keeping the maximum uncertainty. Specifically, it is to seek a 
model that has the maximum entropy probability distribution, while satisfies all the observed data. 
Therefore, the indicator functions are needed to be introduced to represent the properties of each 
instance in the observed data or the instance for the unranked topic. In this paper, we use 10 
indicator functions and make each indicator function corresponds to an influence factor’s occurrence 
probability. The indicator function is denoted by f୧(x, y), where i is the ordinal number of the 
influence factor, x is the topic feature, y denote whether the topic is focused by the user, and y ∈{Focused, Unfocused}. Then, we define f୧(x, y) as follows: ܠ)ܑ܎, (ܡ = ቄܡ)     ܑ۾ = ܑ۾)⋀(܌܍ܛܝ܋ܗ۴ ≠ ૙)૙                                  ܍ܛܑܟܚ܍ܐܜܗ        ܑ ∈ {૚, ૛, … , ૚૙} 

The target of the maximum entropy model is to obtain the model P(y|x). For each i, the expected 
value of f୧ in the model P(y|x)P(x) should equal to the expected value of f୧ in the observed 
distribution P(x, y). This is called the constraint, which can be expressed as the following form: ۳(ܑ܎)۾ = ܑ       (ܑ܎)۾۳ ∈ {૚, ૛, … , ૚૙} 
Where, ۳(ܑ܎)۾ = ෍ ܡ,ܠ(ܠ|ܡ)۾(ܠ)۾ ,ܠ)ܑ܎ (ܡ ≈ ෍ ܡ,ܠ(ܠ|ܡ)۾(ܠ)۾ ,ܠ)ܑ܎  (ܡ

(ܑ܎)۾۳ = ෍ ,ܠ)۾ ܡ,ܠ(ܡ ,ܠ)ܑ܎  (ܡ
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The target model P(y|x) should satisfy the constraint described above and has the maximum entropy 
distribution. The conditional entropy of P(y|x) can be expressed as follows: ۶(۾) = − ෍ ܡ,ܠ(ܠ|ܡ)۾(ܠ)۾ ܏ܗܔ  (ܠ|ܡ)۾

4.2 Introduction of the Lagrange Multiplier 
According the description above, seeking the maximum entropy model P(y|x) is a constrained 
optimization problem: ܘ∗ = ۱∋ܘܠ܉ܕ܏ܚ܉ (ܘ)۶        ۱ = ܘ} ∈ (ܑ܎)۾۳|۾ = ,(ܑ܎)۾۳ ܑ ∈ {૚, ૛, ૜, … , ૚૙} 

Where, p∗ is the target model P(y|x). Then we need to introduce a weight λ୧ (Lagrange multiplier) 
for each f୧, so as to convert the constrained optimization problem into an unconstrained optimization 
problem. Therefore, we can get the following expression: (ܠ|ܡ)۾ = ܘܠ܍ ∑ ,ܠ)ܑ܎ܑૃ ∑ܑ(ܡ ܘܠ܍ ∑ ,ܠ)ܑ܎ܑૃ ᇱܡܑ(′ܡ  

4.3 Training Maximum Entropy Model 
The solutions of λs can be obtained by iterations, and the process is called the maximum entropy 
model training. Iteration algorithms such as GIS, IIS and SCGIS are commonly used in the previous 
works [10]. We choose to use the SCGIS algorithm [20] as the training method, since it has a faster 
convergence rate than other algorithms. According to the condition of our model, we have made the 
following optimization to the SCGIS algorithm: 
1) In the SCGIS algorithm, slowing factor ଵ୫ୟ୶ౠ,౯୤౟൫୶ౠ,୷൯ is introduced to avoid excessive updates to the λ୧s. However, in our model, f୧(x, y) ≤ 1. Therefore, max୨,୷f୧൫x୨, y൯ = 1, and we do not need the 

slowing factor. 
2) The SCGIS algorithm need to loops over all the outputs, y. However, in our model, f୧(x, Unfocused) is constant equal to 0. Thus, exp ∑ λ୧f୧(x, Unfocused)୧  is constant equal to 1, 

and we can simply use 1 instead of calculating the value of exp ∑ λ୧f୧(x, Unfocused)୧ . Therefore, 
we only need to calculate when y equals to Focused, and we do not need the loop. 

3) In the SCGIS algorithm, a two-dimensional array s[j, y] is used to hold ∑ λ୧f୧൫x୨, y൯୧ , and a 
one-dimensional array z[j] is used to hold ∑ exp(s[j, y]୷ ). According to the discussion in above, 

we can only use a one-dimensional array s[j] to hold the values when y equals to Focused, 
and z[j] can be replaced with exp(s[j]) + 1. 

The following description of the SCGIS algorithm is based on the Goodman’s version [20] and has 
optimized according to the previous discussion. Moreover, we have corrected a serious mistake in the 
Goodman’s description. 

//N is count of the training instances (including user-focused and user-unfocused) 

s[1..N]=0, observed[1..10]=0 
for i = 1 to 10 
    for j = 1 to M  //ܑ܎൫ܒܠ, ൯ corresponds to the focused instance when j≤Mܒܡ  
observed[i]+= ܑ܎൫ܒܠ,  ൯܌܍ܛܝ܋ܗ۴

Figure 2: Initialization of the SCGIS Algorithm 
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for i= 1 to 10 
    expected=0 
    for j = 1 to N 
        expected+=ܑ܎൫ܒܠ,  ൯*exp(s[j])/(exp(s[j])+1)܌܍ܛܝ܋ܗ۴

    ઼ܑ=log(observed[i]/expected) 
    ૃܑ+=઼ܑ 
    for j = 1 to N 
        s[j]+=ܑ܎൫ܒܠ,  ઼ܑ*൯܌܍ܛܝ܋ܗ۴

Figure 3: One Iteration of the SCGIS Algorithm 
With the iterating of the program in Figure 3, λs will gradually converge to certain values, and |δ|s 
will gradually get smaller. We stop the iterative process when |δ୧| < E for each i, and E is defined as 
the iterative endpoint. In order to minimize the performance loss, we check the endpoint every 100 
iterations. The selection of the iterative endpoint will be discussed in the following chapters. 

4.4 Calculation of (ܠ|܌܍ܛܝ܋ܗ۴)۾ and Personalized Ranking 
According to the expressions in chapter 4.2 and the λs discussed in chapter 4.3, we can obtain the 
value of P(Focused|x), where x is the topic feature of the unranked topic. Moreover, according to 
the discussion in chapter 4.3, we can replace ∑ exp ∑ λ୧f୧(x, y′)୧୷ᇱ  with exp ∑ λ୧f୧(x, Focused) + 1୧ .  

Thus, we can get the following expression: (ܠ|܌܍ܛܝ܋ܗ۴)۾ = ܘܠ܍ ∑ ,ܠ)ܑ܎ܑૃ ܘܠ܍ܑ(܌܍ܛܝ܋ܗ۴ ∑ ,ܠ)ܑ܎ܑૃ (܌܍ܛܝ܋ܗ۴ + ૚ܑ  

When a user browsing the forum, the latest n topics will be regarded as unranked topics. In order to 
reduce the influence on the precision of the ranking system, n should be as large as possible, and the 
update frequency of the forum also need to be considered when determine the value of n. Typically, n should be greater than 100. Subsequently, we need to calculate the conditional probability P(Focused|x) for the unranked topics. λs can be obtained by training the maximum entropy model 
with the latest training data regularly. User-focused and user-unfocused topics in the training data 
can be used as training instances (x, Focused) and (x, Unfocused), respectively. Finally, we can sort 
the unranked topics by the value of P(Focused|x) in descending order and provide the personalized 
forum topic list to the user. 

4.5 Accelerating the Training Speed 
Since the tremendously slow training speed has greatly limited the practical applications of the 
maximum entropy model, many innovative training algorithms have been described in order to 
improve the training speed. However, the training speed is still too low to meet the requirements of 
practical applications. In this paper, I have proposed two methods to accelerate the training speed: 1. 
Iterative endpoint selection; 2. Indicator function normalization. According to previously published 
papers, these two methods have not been introduced to improve the training speed. 

4.5.1 Iterative Endpoint Selection 
According to the discussion in chapter 4.3, the maximum entropy model is trained with the optimized 
SCGIS algorithm, and the iterative endpoint E significantly determines the training speed. Since we 
only need to compare the values of the conditional probabilities for the topics and do not need the 
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exact values, we can accelerate the training speed with incomplete iteration. When the iterative 
process is incomplete, although the conditional probabilities obtained are not accurate, the 
orderliness of the predicted probabilities can be mostly remained. Thus, the precision of the 
personalized ranking system can be mostly remained too. The impact of the iterative endpoint on the 
ranking precision and training speed will be discussed in the experiment part. 

4.5.2 Indicator Function Normalization 
According to the discussion in chapter 4.3, a slowing factor is used in the SCGIS algorithm to avoid 
excessive updates to the λs. Although we don’t use it in our training method since f୧(x, y) ≤ 1, the 
slowing factor is implicitly equal to 1. In the SCGIS algorithm, the update value of each λ୧ in one 
iteration is calculated through multiplying log(observed[i]/ expected) by the slowing factor (the 
slowing factor is not added to our algorithm description). In the personalized system, since some 
influence factors in the topic feature often have very low occurrence probabilities (such as P5 and P6), 
their corresponding f୧(x, y)s are also significantly smaller than 1. Therefore, these indicator 
functions should have used a smaller slowing factor. When the slowing factor is too much larger than 
the values of these indicator functions, updates to the corresponding λs will be much smaller than 
what they could be. Thus, these corresponding λs will need more iteration counts than other λs to 
reach convergence. The global training speed will also get slow due to the low convergence rates of 
these λs. 

According to the discussion above, I have proposed using the indicator function normalization to 
improve the training speed. The target of the indicator function normalization is to linearly adjust the 
instance values of all the indicator functions to the interval [0.1, 1] (the minimum occurrence 
probability after smoothing is 0.1). The procedures of the indicator function normalization are as 
follows: 
1) Selection of the Start Point and End Point: 

The instance set of an indicator function is mainly distributed in a certain distribution interval. 
However, a few instance values in the instance set are distributed far away from the others. If we 
use the maximum and minimum value of instance values as the start and end point, the interval 
range will be too large and the performance of the indicator function normalization will be 
limited. Therefore, we use the following rule to determine the distribution interval of the 
instance set of an indicator function: The distribution interval needs to contain 90% of the 
instance values. The specific procedures are as follows: 
a) Sort the instance values in ascending order. 
b) Use the maximum value of the first 5% instance values as the start point of the distribution 

interval, and the start point is denoted by SP. 
c) Use the minimum value of the last 5% instance values as the end point of the distribution 

interval, and the end point is denoted by EP. 
2) Linear Adjustment of the Instance Values 

The linear adjustments of the instance values need to conform to the following rules:  
a) Linearly expand (or contract) the instance values that in the distribution interval to the 

middle 90% of the interval [0.1, 1], namely, (0.145, 0.955). 
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b) Linearly expand (or contract) the instance values that are smaller than SP to the first 5% of 
the interval [0.1, 1], namely, [0.1, 0.145]. 

c) Linearly expand (or contract) the instance values that are larger than EP to the last 5% of the 
interval [0.1, 1], namely, [0.955, 1]. 

According to the rules above, the indicator function normalization can be expressed as follows: 

(ܠ)܎ =
ەۖۖۖ
۔ۖ
ۓۖۖ ૙. ૚                                                         ܠ = ۾܁ = ૙. ૚ ૙. ૙૝૞(ܠ − ૙. ૚)۾܁ −  ૙. ૚ + ૙. ૚                    ܠ ≤ ,۾܁ ۾܁ ≠ ૙. ૚           ૚                                                             ܠ = ۾۳ = ૚૚ − ૙. ૙૝૞(૚ − ૚(ܠ − ۾۳ ܠ                             ≥ ,۾۳ ۾۳ ≠ ૚  ૙. ૞૞                                                      ܠ = ۾۳ = .૙۾܁ ૡ૚(ܠ − ۾۳(۾܁ − ۾܁ + ૙. ૚૝૞                   ۾܁ < ܠ < ,۾۳ ۾۳ ≠ ۾܁

 

Where, x is the instance value of the indicator function. The impact of the indicator function 
normalization on the ranking precision and training speed will be discussed in the experiment 
part. 

5. Experiments 
The experiments were done in offline mode. We have calculated the precision of the personalized 
ranking system based on the historical data of the forum database. The experiments are divided into 
two parts: 1. Compare of the precision between the personalized ranking system and the traditional 
ranking scheme, and evaluate the impacts of the vector dimension selection and the user’s browsing 
history amount; 2. Evaluate the impacts of the training optimization methods on the ranking 
precision and training speed. 
  Moreover, in the experiments, we did not use the influence factor corresponding to P8, since most 
of the topics in our database are discussions between the students and most of them are original. 

5.1 Experimental Database and Running Environment 
The experimental database comes from the forum of Beijing No.8 Middle School, which was existed 
from April 2003 to July 2006 and managed by me. There were 773 registered users and 2302 topics 
(not included the replies) in the forum. After excluded the users that had not focused on any topic, 
there were 221 users in the forum. 
  In the experiment, our applications were developed in C#, and running on Microsoft .NET 
Framework 3.5. The experimental database was running on Microsoft SQL Server 2008. The 
computer used in the experiments was equipped with Intel Core2 Q9300 (2.53 GHz) and 8 GB RAM. 
All the running time data in the experimental results is based on the system described above. 

5.2 Building Resource Data, Training Data and Test Data 
In order to build the resource data, training data and test data, we need to first create the 
user-focused/unfocused topic list according to the method described in chapter 2.1. We select 20 
latest user-focused topics from the user-focused topic list and 20 latest user-unfocused topics from 
the user-unfocused topic list, respectively. Then, we use the 40 topics selected from the topic lists as 
the test data. 

In order to evaluate the impact of the user’s browsing history amount on the ranking precision, we 
need to select some topics from the rest of the user-focused/unfocused topic list, and use these 
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topics as the available user-focused/unfocused topic list. In the experiments, topics in the available 
user-focused/unfocused topic list are used to build the resource data and training data.  

We select the earliest n topics from the rest of the user-focused topic list as the available 
user-focused topic list, and denote the count of the user-focused topics as Nn. Then, we use the 
user-focused time of the last topic in the available user-focused topic list as the reference time. 
Moreover, when the topics posted by the user is needed to calculate some of the influence factors, 
we will also select the topics that posted by the user and the post time is earlier the reference time 
as the resource data. 
  We select the topics whose user-unfocused time is earlier than the reference time from the rest of 
the user-unfocused topic list as the available user-unfocused topic list. The following figure is shown 
the division of the user-focused/unfocused topic list. 

                       Earliest                                           Latest
User-Focused Topic List: Available User-Focused Topic List Unavailable Data Test Data
User-Unfocused Topic List: Available User-Unfocused Topic List Unavailable Data Test Data

The user-focused time is equal to the user-unfocused time
Figure 4: The Division of the User-Focused/Unfocused Topic List 

Since the resource data and training data are built from the available user-focused/unfocused topic 
list and the user-unfocused topic list is built from the user-focused topic list, the amount of the 
resource data and training data is determined by the count of the user-focused topics. Thus, in the 
experiments, user’s browsing history amount is expressed by Nn. 

5.3 Evaluation Indicators of the Personalized Ranking System 
After ranking the topics in the test data according to the method described in chapter 4.4, we used 
the precision of first 5/10/15/20 topics as indicators to evaluate the precision of the personalized 
ranking system, since there are 20 user-focused topics in the 40 test topics. The precision of first n 
topics can be calculated by: n’/n, where n’ is the count of the topics that actually focused by the user 
in the first n topics. 
  In the experiments, we have also used the current ranking scheme, which ranks the topics by last 
update time, as a control ranking method. In the following chapters, the current ranking scheme will 
be called as “traditional ranking”. The calculation method of the evaluation indicators of the 
traditional ranking is similar to that for the personalized ranking system. 

5.4 Precision Evaluation of the Personalized Ranking System 
5.4.1 Experimental Setting 
In the precision evaluation, we have evaluated the impacts of the browsing history amount Nn and 
the vector dimension selection. Moreover, we have compared the results with the traditional ranking. 
We set the initial value of Nn to N10, and incremented n by 5. The experiments were stopped when Nn reached N60, since only 10 users could meet the requirements of N60. 
  As shown by a small-scale experiment, when we use 0.0005 as the iterative endpoint, the 
difference value between the predicted probability and the probability obtained from a completely 
converged model is less than 1%. Therefore, in all the precision evaluation, we used 0.0005 as the 
iterative endpoint and disabled the indicator function normalization, so as to ensure the model 
training is complete. 
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5.4.2 Experimental Results 
Since the forum database is obtained from the current forum system, some users in the forum 
database have an “abnormal behavior”, which is replying all the topics in the first page of the forum. 
This “abnormal behavior” is existed in the current ranking scheme, and used to achieve popularity. 
Since most of the topics replied by the user is existed in the first page, the precision of the traditional 
ranking is relatively high. Although the maximum entropy model is able to increase the weight of P3 
(related to the last update time) according to the user’s behavior, the “abnormal behavior” is often 
irregular and not continuous, and sometimes even only presented in the test data. Thus, the 
precision of the personalized ranking system is low in the users with “abnormal behavior”. 
  However, the “abnormal behavior” is only existed in the current ranking scheme. If forum systems 
build topic lists according the personalized ranking system, every user will get a unique topic list. 
Then the “abnormal behavior” will be meaningless and no longer existed. Therefore, we have 
excluded the users with “abnormal behavior” from the following statistics. 

After excluded 6 users with “abnormal behavior”, there were 26 users in the N10 group and 10 
users in the N60 group. The average number of the users in groups was 16. 
  In the experiments, we have calculated the average precision of all the users for each group and its 
increment rate (compared to traditional ranking). The experimental results are shown in the 
following figures. The legend of the figures is defined as “enabled/disabled the vector dimension 
selection (-increment rate)”. In the figures, “traditional ranking” is abbreviated to “TR”. 

 
Figure 5: Average Precision of First 5 Topics and its Increment Rate (Compared to TR) 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

TR N10 N15 N20 N25 N30 N35 N40 N45 N50 N55 N60

Enabled-Increment Rate Disabled-Increment Rate Enabled Disabled

119



  

 
Figure 6: Average Precision of First 10 Topics and its Increment Rate (Compared to TR) 

 
Figure 7: Average Precision of First 15 Topics and its Increment Rate (Compared to TR) 
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Figure 8: Average Precision of First 20 Topics and its Increment Rate (Compared to TR) 

As shown in the figures above, the precision of the traditional ranking is about 37% to 47%. However, 
the precision of random ranking is 50% in theory. It indicates that the precision of the traditional 
ranking is quite low. Users in current forums are not able to find the topics they needed conveniently. 
  On the other hand, when a user has focused on 10 or more than 10 topics, the personalized 
ranking system will be able to provide personalized forum topic lists to the user. In all the 
experimental groups, the average precision of first 5/10/15/20 topics is significantly higher than that 
in the traditional ranking. Moreover, when a user has focused on more than 25 topics and the vector 
dimension selection is enabled, the precision of the personalized ranking system is about 60% to 75%, 
which improves the traditional ranking by 50% to 85%. It indicates that such a personalized ranking 
system has significantly improved users’ efficiency when obtaining information from forums. With 
the increase of user-focused topics, the precision of the personalized ranking system will slightly 
increase or generally remain stable. 
  After enabled the vector dimension selection, the precision of the personalized ranking system is 
generally increased. It indicates that the vector dimension selection has a very good performance in 
handling users’ multiple interest areas and new interest areas. 
  Furthermore, since the database used in the experiments was obtained from the current forum 
system, topics with later last update time have acquired more opportunities to be browsed by the 
users. Therefore, users may have missed some topics that they are interested in, which makes the 
experiments inequitable to the personalized ranking system. Thus, in practice, the personalized 
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ranking system will have a better performance than the experimental results, whereas the traditional 
ranking will have a lower precision than the experimental results. 

5.5 Evaluation of the Training Optimization Methods 
5.5.1 Experimental Setting 
In the experiments, we have evaluated the impacts of the iterative endpoint and the indicator 
function normalization. We set the initial value of Nn to N10, and incremented n by 5. The 
experiments were stopped when Nn reached N60. 
  As shown by a small-scale experiment, when we use 0.0005 as the iterative endpoint, the 
difference value between the predicted probability and the probability obtained from a completely 
converged model is less than 1%. Therefore, we use 0.0005 as the baseline of the iterative endpoint. 
In the experiments, when we use 0.02 as the iterative endpoint, most of the users will only need 100 
iterations (we check the endpoint every 100 iterations). Thus, we choose 0.02 as the end point of the 
iterative endpoint. 
  In order to avoid the influence of the vector dimension selection, we have disabled the vector 
dimension selection in all the experimental groups. 

5.5.2 Experimental Results 
In the experiments, we have calculated the average precision of first 10 topics of all the users for 
each group. The experimental results are shown in the following figures. The legend of the figures is 
defined as “iterative endpoint-enabled/disabled the indicator function normalization”. 

 
Figure 9: Average Precision of First 10 Topics 
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Figure 10: Average Training Time of the Maximum Entropy Model (Seconds) 

 
Figure 11: Magnifying Part of Figure 10 (0s to 0.7s) 

 
Figure 12: Magnifying Part of Figure 10 (0s to 0.05s) 
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As shown in the figures above, the iterative endpoint has little or no influence on the precision of the 
personalized ranking system. When we use 0.02 as the iterative endpoint, the model training is very 
incomplete (tens of thousands of iterations are needed to reach endpoint 0.0005, whereas only 
hundreds of iterations are needed to reach endpoint 0.02). Since we only need to compare the 
values of the conditional probabilities for the topics and do not need the exact values, the precision 
of the personalized system is generally stable. On the other hand, with the increase of the iterative 
endpoint, the training time has greatly decreased. When we use 0.02 as the iterative endpoint, the 
training time of all groups are less than 0.02 seconds, which makes the training time no longer be the 
bottleneck of the maximum entropy model. 

After enabled the indicator function normalization, the training time in all the experimental groups 
has decreased by about 50%. However, the precision of the personalized ranking system is generally 
stable or sometimes even slightly higher. If only very limited training time is allowed in the running 
environment, we can use both of the iterative endpoint selection and the indicator function 
normalization to achieve a higher speed improvement, since the indicator function normalization is 
able to reduce the iteration counts that are needed to reach a iterative endpoint. When we use 0.02 
as the iterative endpoint and using the indicator function normalization, the training time can be 
lowered to an average of 0.01 seconds for each user 

6. Conclusion and Discussion 
We have proposed a personalized forum topic ranking system based on the maximum entropy model. 
As shown by the experiments, when the user has focused on more than 25 topics and the vector 
dimension selection is enabled, the precision of the personalized ranking system is about 60% to 75%, 
which improves the traditional ranking by 50% to 85%. It indicates that such a personalized ranking 
system has significantly improved the quality of the topic list. Therefore, users are able to find their 
favorite topics easier and have a better efficiency when obtaining information from forums.  
  According to previously published papers, there is no existing research on personalized forum topic 
browsing system or maximum entropy model based personalized browsing system. Thus, we can only 
make comparisons with the existing personalized web page browsing systems [3][4][5] [8]. The precision 
of these systems with the optimum parameters are about 55% to 85%, which are similar to our 
forum topic ranking system. 

In order to handle users’ multiple interest areas and new interest areas, I have proposed using 
vector dimension selection to supersede the clustering method. The new method has a much higher 
speed than the clustering method. And in the experiments, the vector dimension selection has 
presented a very good performance. 

In other research areas, the main shortcoming of the maximum entropy model is the 
tremendously slow training speed. Such a problem has greatly limited the practical applications of 
the maximum entropy model. However, we only use 10 factors in our personalized ranking system, 
while most of the natural language processing systems will use tens or even hundreds of thousands 
of factors. Moreover, with the normalization of the indicator functions and the selection of the 
iterative endpoint, the training speed has been significantly improved. When we use 0.02 as the 
iterative endpoint and using the indicator function normalization, the training time can be lowered to 
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an average of 0.01 seconds for each user. It indicates that such a model is able to meet the 
requirements of practical applications. 
  With the rapid increase of information, people need a more convenient way to obtain the 
information they need. People hope the computer can provide the information they want 
automatically. The personalized forum topic ranking system will give users a new way to find their 
favorite topics easily. Although the personalized ranking system is designed for forums, it can also be 
used in other areas after some modifications, such as personalized library and personalized news. It 
can also be used in personalized search, if we add some factors related to the similarity. 

7. Research Prospect 
7.1 Improvement of the Maximum Entropy Model Training 
Although the maximum entropy model has a very high training speed, we are still trying to improve 
the training speed with the following ways: 
1) Training algorithm for Incremental Instances 

A user’s training instances are developing with his/her browsing process. The new instances also 
have some relationship to the existing instances. However, the current training algorithm need to 
perform a new training process if there are some updates in the training data, without using the 
existing results. We are planning to design a new training algorithm that is able to perform the 
new training process based on the existing training results, so as to further improve the training 
speed. 

2) Parallel Training algorithm 
With the increasing of the number of CPU cores, parallel computing will play an important role in 
the future. We are planning to design a parallel training algorithm so as to utilize the advantages 
of the parallel computing. 

7.2 Improvement of the Personalized System 
1) Forgetting Algorithm 

The user’s preference is changing all the time. Moreover, too much preference data will slow 
down the personalized ranking system. Thus, we need to design a forgetting algorithm and 
selectively delete some of the user’s browsing history regularly. 

2) Feature Selection Algorithm 
As shown in the experiments, some weights of the influence factors are very low in some users. 
Thus, calculating of these factors is a waste of the system resources. We can design a feature 
selection algorithm [10][22] and only calculate the factors that the user is needed. 

8. Practical Application Plan 
In practical application, the developer of the personalized forum system will establish a center server. 
All the forums using the personalized forum system will be regard as member forums. Users’ 
browsing history that in the member forums will be sent to the center server, and the center server 
will record the browsing history for each user. The center server will train the maximum entropy 
model for each user regularly, and then send the factor weights and the resource data to every 
member forums. When a user surfing a member forum, the member forum will be able to provide 
personalized forum topic lists for the user, according to the data received from the center server. 
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Moreover, when a user begins to surf a new forum, the forum system will also be able to use the 
preference data collected in other member forums. 
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Appendix: Screenshots of the Demo 
The following screenshots are a user’s real browsing experience. The demo has made a comparison 
between the traditional ranking and the personalized ranking system. The yellow highlighted topics 
are the topics that actually focused by the user, namely, the topics that the user is interested in. The 
screenshots has also shown the impacts of the iterative endpoint, the indicator function 
normalization and the vector dimension selection. 
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