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Abstract

This work focuses on the problem of high quality style transfer for Chinese characters,
converting Chinese printed with standard typograph into those in calligraphic style.
Traditional approaches include employing derivative network structures of CNN,
RNN, and GAN, yet generation results are not satisfactory enough.

In this paper, we proposed an integrated system of pix2pix structure, auxiliary
classifier, and WGAN. Trials were run to evaluate the performance of traditional CNN
and GAN. Cross-comparative sets of experiments among GAN, AC-GAN, and our
proposed AC-WGAN have been conducted to test the capabilities of our proposed
model. Inference and interpolation tests are conducted as well.

Our proposed model outperformed existing style transfer system in generation’s
delicacy, similarity, and efficiency. Incorporated with WGAN, the model also
demonstrated a strong ability in providing a truthful training indicator with its loss.
Study also suggested that AC and pix2pix adaption hold huge significance in
accelerating the training process.

Research validates the viability of fulfilling Chinese character transformation
with style transfer. With handwriting recognition network, fast, high-quality Chinese
character style transfer forms the basis for instantaneous conversion between printed
and written work. Optimization on algorithm may be another direction for further

exploration.
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1 Introduction

Reading and writing are two of the most fundamental linguistic skills of all
human beings, with their counterpart in artificial intelligence as text (or character)
recognition and generation. There has been a long history in automatic recognition of
characters, and significant achievements have been obtained, especially during the
past decades. However, the field of text generation (non-semantical) remains
relatively under-explored.

This unbalanced situation is disadvantageous for the development of information
processing of all languages, especially Chinese, the most widely used language in the
world that even has its characters incorporated into many other Asian languages, such
as Japanese and Korean, etc. The main difficulties lying in the way include not only
the massive efforts required to gather, classify and label the samples, but also the
complexity of the physical appearances of Chinese characters.

In order to bridge the gap between the development of these two mutually
complementary skillsets, researchers have successfully introduced the concept of style
transfer, which is originally proposed regarding images and pictures ™. The neural
networks designed to perform such tasks are primarily consisted of convolutional
network (CNN) and its derivatives.

With the ability to extract high-level features from images, CNNs have shown
impressive capability handling most problems in the field of computer vision.
However, generative adversarial network (GAN) has outperformed CNN in a recent
piece of work regarding style transfer .

In this paper, optimization on the conditional GAN solution has been proposed
based on the Wasserstein GAN (WGAN) . Other major components in the proposed
network structure are the pix2pix architecture ® and category embedding enabled
with auxiliary classifier (AC) '), The performance of such modified network system
in Chinese character style transfer tasks is investigated.

The rest of the paper is organized as follow. Section 2 introduces background

information of previous works related to the field of Chinese character style transfer.

1



Section 3 describes in detail the network architecture and algorithm involved in our
proposed model. Experimental settings and results are presented in section 4, and then

further discussed in section 5. Final conclusions are drawn in section 6.

2 Research Background

2.1 Chinese character recognition

In order to generate high-quality output, machines are required to be able to
receive inputs. Similarly, the foundation of character generation is text recognition.
Current works in Chinese recognition are mainly based on two types of databases:
offline and online ones. Similarly, two types of networks are used to handle the offline
and online data respectively: the recurrent neural networks (RNNs) and CNNs.

The primary difference between these two sources of data is that the online
database records the coordinates of the pen-tip during the writing of characters in a
time-sequential manner, while the offline database focuses merely on the physical
appearances of the characters. In this way, the online database is able to offer more
information of how specifically each character is formed.

Based on the distinctive natures of these two databases, different approaches
have been taken to tackle the problems. While the offline database stores information
with graphic representation, the online database uses numbers. As a result, CNNs are
usually employed dealing with offline data, since Chinese characters resemble images
whereas CNN demonstrates strong abilities with image and audio recognition 110,
This analogy proves to be a logical one as CNN generates satisfying results for
Chinese character recognition ® ™! under various circumstances. Derivatives of
recurrent neural networks (RNNs), on the other hand, have been employed studying

the online Chinese character database 7,

2.2 Chinese character generation
RNNs are tested to be able to generate cursive, hand-print text in both English

and Chinese "% ™ as shown in Figure 1. However, results yielded under such
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framework are not as ideal as the ones produced with CNNS.

Drawing of Character UFJ
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Figure 1 (a): Hlustration of one partlcular character generated by a RNN 2 in different epochs
during the training process. (b): Illustration several samples generated by a prediction RNN 31,

The reason behind such an amorphous is because that the sampling of online
type of data is conducted in a discrete manner. The physical appearances of RNN
generated characters are re-constructed by connecting neighboring sampling points,
which cause the characters to loss their thickness and soft contour.

Generation of high quality hand-written style texts is still a missing puzzle. It
will be of great significance if realistic characters can be generated automatically as
such model will be able to save tremendous amount of human efforts in repetitive

tasks, such as font designing and human transcription.

2.3 Previous works with convolutional neural network

CNN has become the choice for complex vision recognition problems for several
years. This network architecture was inspired by biological processes ™ in which the
connectivity pattern between neurons imitates the organization of animal visual
cortex.

Progresses have been made with variants of CNN in the field of style transfer
for images ). CNN based structure has also been successfully incorporated into
Chinese character recognition as a feature extractor *°. It has also been proved that
CNN possesses the ability to learn typographic styles of English characters M1 as

shown in Figure 2.
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Figure 2 Results generated by CNN in English character style transfer "1 compared with

their ground truths (target fonts).

[8 " Current

CNN has also been employed in Chinese character generation
structure of CNN in Chinese character style transfer works acceptably for the majority
of the fonts. However, all generated characters look blurrier and thicker compared

with ground truth, as shown in Figure 3.

- 4, +/
T EREMR R E R
B M HFIEEL S MM
Figure 3 Results generated by CNN in Chinese character style transfer 8, compared with their
ground truths

2.4 Generative adversarial network

Meanwhile, improvement in generated results quality has been achieved with
GANs P The concept of GAN was first introduced by Goodfellow™. A GAN
consists of two neural networks is trained in opposition to one another: a generative
model G that captures the data distribution, and a discriminative model D that
estimates the probability that a sample came from the training data rather than G. The
training procedure is for D to maximize the probability of assigning the correct label
to both training examples and samples from G. Simultaneously, G is trained to
minimize term log(1 — D(G(2))), where z is a prior noise generated by G.

The objective of GAN is shown as follow in Equation (1).

mGin max V(D,G) = B x~pagea) [log D(x)]

1)
+ & z~paata(2) [lOg(l - D(G(Z)))]



The continual competition between D and G urges both networks to evolve,
thus forming a more robust system yielding more satisfying results. GANs have been
widely employed to deal with image-related problems, including design visualization
[20] and text-to-image synthesis .

GAN suggest a promising direction to conduct style transfer beyond simple CNN,

and this paper aims to provide a few modifications to the basic structure of

traditional GAN.

2.5 Wasserstein GAN (WGAN)
WGAN is a freshly proposed piece of work in the area of GAN investigations !,
Its contributions to the optimization of the current GAN structure are significant.
There are many urging problems that the traditional GAN model is facing®?:
difficulties in training, lack of a truthful indicator of the training progress, and lack of
diversity in generated samples, etc. Researchers have been searching for solutions to
these deficiencies, yet with no satisfying results. The most well-known improvement
of the current GAN structure by far is the deep convolutional GAN (DC-GAN) 11,
which relies heavily on laborious enumeration of all possible discriminator and
generator set.
Compared with the previous modification on GAN, WGAN manages to:
a) formulate a meaningful loss metric that correlates with the generator’s
convergence and sample quality.
b) basically solve the mode collapse of GAN, ensuring the diversity of
generated fake samples.
c) improve the stability of the optimization process 4,
It is here provided an approach toward style transfer for Chinese characters via

WGAN’s algorithm. With small changes and modifications, it can actually help to

speed up the training significantly yielding more exquisite generations.



3 Network Architecture and Algorithm

The overall structure of the proposed model, as shown in Figure 4, can be divided
into 3 parts: a base architecture of pix2pix model, an auxiliary classifier, and a

WGAN algorithm. Details regarding each one of the three component parts will be

Loss
Generator

4 e 4 o v » o s
= ENCODE ENCODE ENCOCE ENCODE ENCODE ENCODE ENCODE ENCODE
ECTIONS { +
L

discussed in subsections.

Discriminator

. |_,4_. }s] -] |- | - T/F Loss
True CONCAT ENCODE ENCODE ENCODE ENCODE ENCODE
N corwokton siide=1 <
- Cat Loss

Figure 4 Overall architecture of proposed system (generator and discriminator structure ©).

3.1 Pix2pix architecture

Proposed in Isola’s work !, the pix2pix uses conditional GAN (cGAN) to learn
from a mapping image to an output image. Similarly, this structure, incorporated in
proposed system, is able to learn from a mapping Chinese character to an output
character. The pix2pix architecture is composed of two main pieces, a “U-Net”

generator and a patch GAN discriminator.

3.1.1 U-Net: generator with skips
In the case of style transfer, though the input and output differ in physical
appearances, both are renderings of the same underlying structure. This understanding
of the relationship between input and output information is exceptionally critical as it
points out a path for algorithm optimization for existing style transfer systems.
Encoder-decoder networks are usually adopted in solutions addressing the

problem described above 112411251 1 such systems, the input passes through a series
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of layers that progressively down-sample until a bottleneck layers at which point the

process is reversed, as show in Figure 5.

@ |

Figure 5 Two types of generator architecture. (a): a typical encode-decoder. (b): the “U-Net” [26],

an encoder-decoder with skip connections between mirrored layers in the stack.

Requiring all information flow through every layer compromises the quality of
information exchange greatly. The “U-Net” *® shaped network offers a mean to
bypass the information bottleneck with additional connections concatenating all
channels in layer No. i with those in layer No. n-i (n stands for the total number of

layers in the structure, which is 16 in our proposed structure).

3.1.2 Patch GAN: discriminator

The motivation of adding the “patch” correction mechanism to current
discriminator structure is the fact that L1 and L2 losses produce blurry results in
image generation problems 7).

The patch GAN only penalizes structure at the scale of patches adopted. Instead
of evaluating the whole image, this discriminator tries to classify if each N X N
patch is real or fake. Patch GAN runs convolutionally across the entire image,
averaging all responses to provide the ultimate D output.

A 3-layer Patch GAN is involved in our Chinese character style transfer system

as a discriminator.



3.2 Category Embedding with AC

Inspired by the previous work !, an auxiliary classifier (AC) is adapted, which
allows the system to realize one-to-multiple training.

The basic GAN framework can be augmented using side information. There are
generally two categories of strategies: to supply both the generator and the
discriminator with class labels, or to task the discriminator with reconstructing side
information 22,

While GANs learn a mapping from random noise vector z to output image y
(G:z - y), cGANs learn a mapping from observed image x and a random noise

vector z,t0 y (G:{x,z} — y). The objective of a cGAN can be expressed as:

L 6an(G D) = B xy~Paataey) 108D (x, ¥)]

+B x~Paata(z~p(z) [108(1 = D(x, G(x,2))], (2)

where G tries to minimizes this objective against an adversarial D that tries the
maximize it.

However, providing Gaussian noise z as an input to the generator is proved to be
ineffective as the generator simply learned to ignore the noise %\, Therefore, a class
conditional model is here proposed, with an auxiliary decoder that is tasked with
reconstructing class labels !,

In AC-GAN, every generated sample has a corresponding class label, c~p(c)

in addition to noise z. The discriminator gives both a probability distribution over

sources and class labels. The objective function of can be expressed in two parts: £

and ¢ c:
Ly=E xy~paaeatey) 109 D(x, ¥)]
(3)
+ B iata@p@ [log (1 - D(x,G(x, z)))],
Lo=B, etmepollogP(c DG y))] .

+ E X~Paata(X),z~p(z),c~p(C) [lOgP( c |(1 - D(X, G(x, Z))))]
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D is trained to maximize Lo+ & while G is trained to maximize Ls— L

c’ (o0
AC-GANS learn a representation for z that is independent of class label 22,

The AC mechanism is used to tag and sign different font types in proposed
system, which means that aside from conventional true or false loss, the discriminator
will also generate a category loss. This loss is expected to urge the discriminator to
further involve its discriminative power.

Moreover, the AC mechanism manages to expand the size of the training sets by
a great deal without actually introducing more Chinese characters, thus improving the

performance of the overall system.

3.3 Wasserstein GAN (WGAN)

As mentioned before in section 2.5, the basic framework of a GAN corresponds
to a minimax two-player game with function of V(G, D). Ultimately, the “game”
between G and D shall reach an equilibrium, where a unique solution exists, with
G recovering the training data distribution and D equals to 0.5 everywhere within
the domain.

However, it is observed in practice that as the discriminator improves, the

updates to the generator get consistently worse 2

. To solve the problems, the
Earth-Mover (EM) distance or Wasserstein-1 is included in the proposed architecture
to replace the Jenson-Shannon (JS) divergence.

The objective of a WGAN can be expressed as:

Loem=maxB _ px)-E, ,,DG®), (5)

wew
In general, following modifications are added in our final proposal during
WGAN implementation:
a) Cancel the sigmoid applied the original output of D
b) Clipped the weight of parameters in D at the end of every epoch
c) Train D more before training the whole model in a whole package
d) Adapt root mean square propagation (RMSProp) instead of momentum

based optimizer such as Adam



Last but not the least, the constant loss (see in Figure 4) also accelerates the
training of propose model . The basic idea of the constant loss is that
generator-produced fake samples should not differ dramatically from the input, or the
generator is deemed unqualified. This loss forces the generator to continuously

improve itself, and thus shortens the training period.

4 Experiments and Results

In this section, experiment procedures and results will be presented in detail. All
experiments are conducted on NVIDIA Titan X GPU with 12GB memory.

The model is trained using the RMSProp optimizer in Tensorflow with Python
2.7 interface. The initial learning rate (a hyper parameter to RMSProp), set to 0.005
as initial state, decreases by half after a schedule (a parameter defined in the training
process) number of epochs. Schedule is set to 20, with a minimum learning rate
guaranteed 0.0002. Other parameter settings include L1 penalty set to 100,
Lconst_penalty set to 15, a clipping bottom-line for parameters 6 in D, clip_D, set to

0.01, and the source_font as SIMSUN. Figure 6 listed some typical example of the

X ) 77 77 °

Figure 6 CJK samples included in training set, printed with source font SIMSUN from CJK.

training set elements.

4.1 Dataset and preprocess procedure
This section describes the source of data, and the way in which they are

processed before fed into the model.

4.1.1 Characters and fonts
All samples are generated from the CJK (Chinese, Japanese, Korean) family
(primarily Chinese characters). The .json file for CIK family is available at source

cited in references ). Fonts involved in the model are up to users.
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Independent single font models and a 32-fonts trained model are constructed in
the experiment. The 32 different fonts and the arbitrarily selected 4 independent fonts

=M I E FEH

B A &R &ZDH K
EXA 28 MK E
H 4 & 5 28 HB

Figure 7 first 8 sentences of Thousand Character Classic printed with all 32 target fonts

4.1.2 Preprocess

The preprocess procedure includes two stages. The style information is first
converted into imagery files. 1000 characters from the CJK family are randomly
generated for each font. The same character is printed twice in both the source font
(SIMSUN) and the designated target font on a 512>256 canvas, tagged with a label.

Examples of training set elements are shown in Figure 8 below.

Figure 8 sample No. 730, font label 13, No. 380, font label 1, and No. 579, font 19 from the
learning set. In the sample are Chinese character of “guan” printed in in both source font (on the
right) and target fonts

Sample imagery files with their corresponding labels are then packaged into

binary object files, which are later fed into the system.

4.2  One-to-one style transfer
This section presents the generated results of a CNN ™ a GAN ¥, and the WGAN in
a one-to-one Chinese character style transfer task, and casts a comparison among

them. Shown in Figure 9 are CNN generated results during training. It can be seen
1



that CNN generated results are generally blurry. However, there does exist noticeable

resemblance between the target and source fonts.

step 1000 step 2000 step 3000
Ay rauman e RV A AT LA (IR ORI RN R
N AT g U TR A TR LY Y S B IS I SN -0 S S
IR L U U VA S C T R TR LI LI SE L B L7 S =
(OO T AL A B BT Wy 1F v 94 #2001 e N B 4% oy 3% F0 4 # 40 R &
LIRS APURR RS BN | LR ST RRT R LTI R G AR E Y
YO T I L I I (Y VT Lo AL Ry bt Bt g e AR DA DIET DU O B S T 4
b0 Y8y 200NN i T B 0 (PR T U S V2 BD BRI L T (S 7
O I YR VI [ TR AU TR I AN S L V) R 3 U T LI O T R
AL e AT (1 PRI T L L Y B By 38 b (b 49 45 AT 4 4%
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Figure 9 Results generated at step 20, 1000, 2000, and 3000 of a CNN. Target font: 77 1E 755 i
TR f 4.
Shown in Figure 10 are results generated by GAN and the proposed model

respectively at the end of the training. More results can be found in appendix.
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target learned source target learned source

MBI HFEE
B & B &
BEAH m&Kit
I Y

Figure 10 Results generated by a simple GAN and our proposed WGAN system. From left to
right printed are ground truth (target fonts), generated results and source fonts. The network has
been trained for 60 epochs respectively for every font.

Within the same number of epochs, results generated by the proposed model have
clearly contour, more intact structure and higher resemblance to the target font.
Although performances of both networks regarding some specific fonts are not so
satisfying, results generated with the proposed model are at least readable while its
counterpart’s generation seems to be rather chaotic.

In order to offer comparison between the presences of AC in the network, an
experiment has been conducted using a training set of 32000 characters of the same

font. Presented in Figure 11 are the results.

B R XA &
# | @ K &
L %A % & &
t & & N &

® & F T d

Figure 11 Results generated at the end of the training session by a simple GAN with a
training set size of 32000.
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4.3 One-t0-32 style transfer
This section presents the results generated by a one-to-multiple AC-GAN and our

proposed modified structure. As shown in Figure 12

GAN WGAN
Epoch 20 Epoch 30 Epoch 20 Epoch 30

B OAE B % WNE
& 2k A [ sk %8
® RIE B R JE
& et v B BH H

Figure 12 Characters in different fonts generated at epoch 20 and epoch 30 during training by
two GANS.

-

It can be seen that the generation quality of both networks increase along time.
However, WGAN?’s results do have a higher resolution and resemblance to the target
font compared with results generated simultaneously by its counterpart. The model is
further tested under the inferring mode. Shown in Figure 13 are inference results of

characters targeting to learned fonts\

T R B HUAF BT 2 F N W
Lo R KR BRI TR
KR AR X # W F® L
TN R
Figure 13 Inference of learned fonts, labeled 7 and 31 respectively.

More inference tests are made on targeting fonts that have not been included in

the training set. Part of the results are shown in Figure 14.

14



%H % %
9 % B® M
ot @ % B
P BB &
iEW R HITAE &%
TR AN S A I

Inference of characters in fonts that have not been included in training sets.

W % v &
how o E
ot o 3%
& & #®

e B 3
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~

N

Figure 14

Shown in Figure 15 below is interpolation from one non- acquainted font to

another.
T gg EEBEME OEBHM
OE W D B W B B W
¥ 2 % B I X B ZE %
T ESH ¥ B K E B
BB W g og w BB M

E2 % B2 B2 X
T BE ETEBNE LTBMN
BE W EBEW BB WM

Figure 15 Interpolation from one non- acquainted font to another

Last but not the least, the discriminator and generator losses of the proposed
structure during training are investigated here and further compared with those of a

non-modified network. The loss vs. time (in sec) figures are presented below in

Figure. 16.
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Figure 16 Discriminator loss during the training process base on the 32 fonts sample sets.

200

Generator Loss 180
160
140
120
100
80
60
40
20
0

140 |

120

100

80 t/s

60
11 137 270 402

40
- GAN —WGAN

20
m m m R oy Ty
0 LA RAL AT VL LM;L;LAAAAALAMMAWEFT TJJ!LA..!fj
8 2669 6571 9192 11816 14438 17058 19173
Figure 17 Generator loss during the training process base on the 32 fonts sample sets

While the losses of GAN take about more than 2.5 hours to grow steady, those of
WGAN take less than 5 minutes to grow into a relative steady curve. The convergence

time is tremendously reduced with WGAN implementation.
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5 Discussion

5.1 Auxiliary classifier

From Figure 10, Figure 11, and Figure 13, it could be easily seen that the
performance of an AC-GAN greatly surpasses that of a simple GAN, even if the
training set of both networks are of the same size. This performance difference is
especially significant when it comes to inferring and interpolation involving fonts and
styles that have never been studied in the training progress. Learning fonts other than
the target ones also seems to be able to improve the performance of the network
system. This improvement is probably brought about by the introduction of the

constant loss, which helps to speed up the generator’s training time.

52 WGAN

As described by Arjovsky ™ the WGAN algorithm does have the ability to
stabilize the training of GANS. It can be observed from loss graphs that the proposed
model, equipped with WGAN, converges significantly faster than a GAN before
modification. Although the training time that every epoch takes grows longer (less
than 10%) after WGAN implementation (mainly because that the originally cross
entropy algorithm is embedded in Tensorflow and can be called upon directly), the
proposed system converges at least twice as fast as the non-modified network.

From Figure 12, Figure 16, and Figure 17, it is clear that WGAN seems to
provide a reliable indicator of the training progress as the generated sample’s quality
is actually improving as the losses drop.

It is not hard to imagine that in reachable feature, such proposed WGAN system
can be integrated with a style-transfer text recognition network, and thus produce a
system that can truly function as an in-situ handwritten style transfer program.
Another improvement that can be made to this architecture is to design and add some
reliable and universal quantitative indicator of the quality of generated results. In fact,
the lack of an objective indicator has long been a problem for generative tasks. It is

more than welcome if such authoritative quantity can be created some day.
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5.3 Choice of method

As a matter of fact, there is more than one way to approach the problem of
Chinese character style transfer. For one, vector operation could be considered for
potential solutions. However, different types of methods have been identified with the
methods proposed, in consideration of artistic elements and truthfulness in character
overall outline. Vector operation does not take into account of the frequent
transformations of radicals in characters with different structure. For example, K
(Mu) in # (Sen) and #& (Lin) would appear differently.

After thorough consideration, it has been evaluated that directly handling
characters as incoming images would neither compromise its imagery quality nor
cause inaccuracy in outline. Therefore, this work adapts direct image style transfer

method to accomplish the goal.

6 Conclusion

In this paper, the performance of the proposed WGAN incorporated structure
surpasses those of an ordinary CNN and a non-modified network. Results of
simulation are presented to illustrate the effectiveness of WGAN. Not only does the
quality of the ultimate generated sample improve, but also the efficiency of the whole
system.

The overall approach to problem of Chinese character style transfer is a novel. It
has been proved that a AC-WGAN system could carry out both demanding high
quality and high efficiency at the same time. Moreover, the significance of the AC
mechanism is proven by comparing results generated by a 32-font model and a
single-font model (training set sizes both 32000).

With rapid development in the area of GAN studies, different algorithms could be
adapted to further promote the system’s performance. Admittedly, the current
architecture still depends on a moderate combination of various configurations.

Another potential direction of further investigation would be the applied area of

18



such a network. Together with a handwriting recognition framework and a style
extractor, Chinese character style transfer neural net would be able to perform in-situ
handwriting-printed style transformation. A style transfer network could also be used

in various fields such as cultural relic restorations and designs.
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@ Appendix (b)

Epoch16 24 32 40 48 56 64 72 Epochl16 24 32 40 48 56 64 72
. X = B ME LA E AR LR BHA F oM Ao s oM RO % B/ R OR
* X #HE PHHE OB A B TN B KRB W F YO RR B E FE ot R
Ho® F = Mo R OFF R BE A FHF O o FE R ¥ ¥ LR T i d R
o8 %= B B 2 E OB R OB OREF R R Ui AL % % % 5 O B &
B @ Bk = &2 E oM o B %k 4 o K A o o 3 #®o@ # oM B v W@ N R OROE R KM
T O£ OB E ko S KR AR R BB P Mo o2 H#Hnr F ¥ ki KR
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B R M= # E F O KR WO oot H ¥ OZ Zi L S SR A TR A AR T S T S M|
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Performances of an AC-GAN, as shown in (a), and by the proposed AC-WGAN, as shown in (b) during an 80-epoch training session in a one-to-ton style transfer task. On
the left side of each column is the ground truth, on the right side generated sample. Target font: 75 IE 7&iSFHIHE 1272, label 15.
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