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1 Introduction

Rational Double affine Hecke algebras (RDAHA for short) have been intro-

duced by Etingof and Ginzburg in 2002. They are associative algebras

associated with a complex reflection group W and a parameter c. Their rep-

resentation theory is similar to the representation theory of semi-simple Lie

algebras. In particular, they admit a category O which is analogous to the

BGG category O. This category is highest weight with the standard modules

labeled by irreducible representations of W . Representations in O are infinite

dimensional in general, but they admit a character. An important question is

to determine the characters of simple modules.

One of the most important family of RDAHA’s is the cyclotomic one

(CRDAHA for short), where W = G(ℓ, 1, n) is the wreath product of Sn

and Z/ℓZ. One reason is that the representation theory of CRDAHA’s is

closely related to the representation theory of Ariki–Koike algebras, and that

the latter are important in group theory. Another reason is that the category

O of CRDAHA’s is closely related to the representation theory of affine Kac–

Moody algebras, see e.g. [17,43,46]. A third reason, is that this category has a

very rich structure called a categorical action of an affine Kac–Moody algebra.

This action on O was constructed previously in [41]. Such structures have been

introduced recently in representation theory and have already had remarkable

applications, see e.g. [9,29,40].

The structure of O depends heavily on the parameter c. For generic values

of c the category is semi-simple. The most non semi-simple case (which is

also the most complicated one) occurs when c takes a particular form of ratio-

nal numbers, see (6.2). For these parameters Rouquier made a conjecture to

determine the characters of simple modules in O [39]. Roughly speaking, this

conjecture says that the Jordan–Hölder multiplicities of the standard modules

in O are given by some parabolic Kazhdan–Lusztig polynomials. This conjec-

ture was known to be true in the particular case ℓ = 1 [39]. Motivated by this

conjecture, Varagnolo–Vasserot introduced in [46] a new category A which is
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a subcategory of an affine parabolic category O at a negative level and should

be viewed as an affine and higher level analogue of the category of polynomial

representations of GL N . They conjectured that there should be an equivalence

of highest weight categories between O and A.

In this paper we prove Varagnolo–Vasserot’s conjecture (Theorem 6.9). A

first consequence is a proof of Rouquier’s conjecture (Theorem 7.3). A second

remarkable application is a proof that the category O is Koszul (Theorem 7.4),

yielding a proof of a conjecture of Chuang–Miyachi [8], because the affine

parabolic category O is Koszul by [42].

Our proof is based on an extension of Rouquier’s theory of highest weight

covers developed in [39]. Basically, [39] says that two highest weight covers

of the same algebra are equivalent as highest weight categories if they satisfy

a so called 1-faithful condition and if the highest weight orders on both covers

are compatible. Here, given a situation where the highest weight covers are

not necessarily 1-faithful, we construct bigger functors to which we can apply

Rouquier’s theory (see Proposition 2.20).

The category O is a highest weight cover over the module category H of the

Ariki–Koike algebra via the KZ functor introduced in [22]. It is a 0-faithful

cover and if the parameters of the RDAHA satisfy some technical condition,

then it is even 1-faithful. A similar functor � : A → H was introduced in

[46] using the Kazhdan–Lusztig fusion product on the affine category O at a

negative level. A previous work of Dunkl and Griffeth [16] allows to show

without much difficulty that there is a highest weight order on O which refines

the linkage order on A. A difficult part of the proof consists of showing that

the functor � is indeed a cover, meaning that it is an exact quotient functor,

and that it has the same faithfulness properties as the KZ functor. Once this is

done, the equivalence between O and A follows directly from the unicity of

1-faithful covers if the technical condition on parameters mentioned above is

satisfied. To prove the equivalence without this condition, we need to replace

KZ and � by some other covers, see the end of the introduction for more

details on this.

A key ingredient in our proof is a deformation argument. More precisely, the

highest weight categories A, O admit deformed versions over a regular local

ring R of dimension 2. Some technical results prove that the Kazhdan–Lusztig

tensor product can also be deformed properly, which allows us to define the

deformed version of �. Next, a theorem of Fiebig asserts that the structure

of the category O of a Kac–Moody algebra only depends on the associated

Coxeter system [20]. In particular, the localization of A at a height one prime

ideal p ⊂ R can be described in simpler terms. Two cases appear, either p

is subgeneric or generic. In the first case, considered in Sect. 5.7.2, the cate-

gory A reduces to an analog subcategory A inside the parabolic category O

of glN associated with a Levi subalgebra of glN with 2 blocks. The latter is
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closely related to the higher level Schur–Weyl duality studied by Brundan and

Kleshchev in [5]. In the second case, considered in Sect. 5.7.3, the category

A reduces to the corresponding category for ℓ = 1, which is precisely the

Kazhdan–Lusztig category associated with affine Lie algebras at negative lev-

els. Finally, we show that to prove the desired properties of the functor � it is

enough to check them for the localization of � at each height one prime ideal

p and this proves the main result.

Now, let us say a few words concerning the organization of this paper.

Section 2 contains some basic facts on highest weight categories and some

developments on the theory of highest weight covers in [39].

Section 3 is a reminder on Hecke algebras, q-Schur algebras and categori-

fications.

Section 4 contains basic facts on the parabolic category O of glN and the

subcategory A ⊂ O introduced in [5]. The results in [5] are not enough for us

since we need to consider a deformed category A with integral deformation

parameters. The new material is gathered in Sect. 4.7.

In Sect. 5 we consider the affine parabolic category O (at a negative level).

The monoidal structure on O is defined later in Sect. 8. Using this monoidal

structure we construct a categorical action on O in Sect. 5.4. Then, we define

the subcategory A ⊂ O in Sect. 5.5. The rest of the section is devoted to the

deformation argument and the proof that A is a highest weight cover of the

module category of a cyclotomic Hecke algebra satisfying some faithfulness

conditions.

In Sect. 6 we first give a reminder on the category O of CRDAHA’s, follow-

ing [22,39]. Then, we prove our main theorems in Sects. 6.3.2, 6.3.3 using the

results from Sect. 5.8. This yields a proof of Varagnolo–Vasserot’s conjecture

[46]. For the clarity of the exposition we separate the cases of rational and

irrational levels, although both proofs are very similar.

In Sect. 7 we give some applications of our main theorem, including proofs

for Rouquier’s conjecture and Chuang–Miyachi’s conjecture.

Section 8 is a reminder on the Kazhdan–Lusztig tensor product on the affine

category O at a negative level. We generalize their construction in order to get a

monoidal structure on arbitrary parabolic categories, deformed over an analytic

two-dimensional regular local ring. Several technical results concerning the

Kazhdan–Lusztig tensor product are postponed to the appendix.

To finish, let us explain the relation of this work with other recent works.

The case of irrational level (proved in Theorem 6.11) was conjectured in [46,

rem. 8.10(b)], as a degenerate analogue of the main conjecture [46, conj. 8.8].

There, it was mentioned that it should follow from [5, thm. C]. In the dominant

case, this has been proved recently [24, thm. 6.9.1].

While we were writing this paper I. Losev made public several papers

with some overlaps with ours. In [31,32] he developed a general formalism
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of categorical actions on highest weight categories. Then, he used this for-

malism in [33] to prove that the category A is equipped with a categorical

action, induced by the categorical action on O introduced in [46] (using the

Kazhdan–Lusztig fusion product). The categorical action on A gives an inde-

pendent proof of Theorem 5.37(a), (b). Finally, he proposed a combinatorial

approach to prove that A is a 1-faithful highest weight cover of the cyclo-

tomic Hecke algebra under some technical condition on the parameters of the

CRDAHA.

A first version of our paper was announced in July 2012 and has been

presented at several occasions since then. There, we proved this 1-faithfulness

for A (and the Varagnolo–Vasserot’s conjecture) under the same condition on

the parameters by a deformation argument similar, but weaker, to the one used

in the present paper.

The proof which we give in this article avoids this technical condition on the

parameters. It uses an idea introduced later, in [33]. There, I. Losev replaces

the highest weight cover A of the cyclotomic Hecke algebra H by a highest

weight cover, by A, of a bigger algebra than H, which has better properties.

After this paper was written, B. Webster sent us a copy of a preliminary

version of his recent preprint [47] proposing another proof of Rouquier’s con-

jecture which does not use the affine parabolic category O.

Note that our construction does not use any categorical action on A. It only

uses representation theoretic arguments. However, since Theorem 6.9 yields

an equivalence between A and O, we can recover a categorical action on A

from our theorem and the main result of [41]. This is explained in Sect. 7.4.

2 Highest weight categories

In the paper the symbol R will always denote a noetherian commutative domain

(with 1). We denote by K its fraction field. When R is a local ring, we denote

by k its residue field and by m its maximal ideal.

2.1 Rings and modules

For any R-module M, let M∗ = HomR(M, R) denote the dual module. An

S-point of R is a morphism χ : R → S of commutative rings with 1. If

χ is a morphism of local rings, we say that it is a local S-point. We write

SM = M(χ) = M ⊗R S. If φ is a R-module homomorphism, we abbreviate

also Sφ = φ ⊗R S.

Let P, M be the spectrum and the maximal spectrum of R. Let P1 ⊂ P

be the subset of height 1 prime ideals. For each p ∈ P, let Rp denote the

localization of R at p. The maximal ideal of Rp is mp = Rp p and its residue

field is kp = Frac(R/p).
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A closed k-point of R is a quotient R → R/m = k where m ∈ M. To

unburden the notation we may write k ∈ M.

A finite projective R-algebra is an R-algebra which is finitely generated and

projective as an R-module.

We will mainly be interested in the case where R is a local ring. In this case,

any projective module is free by Kaplansky’s theorem. Therefore, we’ll use

indifferently the words free or projective.

2.2 Categories

Given A a ring, we denote by Aop the opposite ring in which the order of

multiplication is reversed. Given C is a category, let C op be the opposite

category.

An R-category C is an additive category enriched over the tensor category

of R-modules. All the functors F on C are assumed to be R-linear. We denote

the identity element in the endomorphism ring End(F) again by F . We denote

the identity functor on C by 1C . We say that C is Hom-finite if the Hom spaces

are finitely generated over R. If the category C is abelian or exact, let K0(C )

be the Grothendieck group and write [C ] = K0(C ) ⊗Z C. If C is additive,

it is an exact category with split exact sequences and [C ] is the complexi-

fied split Grothendieck group. Let [M] denote the class of an object M of

C .

Assume now that C is abelian and has enough projectives. We say that

an object M ∈ C is projective over R if HomC (P, M) is a projective R-

module for all projective objects P of C . The full subcategory C ∩ R-proj

of objects of C projective over R is an exact subcategory and the canonical

functor Db(C ∩ R-proj) → Db(C ) is fully faithful. An object X ∈ C which

is projective over R is relatively R-injective if Ext1
C
(Y, X) = 0 for all objects

Y of C that are projective over R.

If C is the category A-mod of finitely generated (left) modules over a finite

projective R-algebra A, then an object X ∈ C is projective over R if and only

if it is projective as an R-module. It is relatively R-injective if in addition

the dual X∗ = HomR(X, R) is a projective right A-module. If there is no

risk of confusion we will say injective instead of relatively R-injective. We

put C ∗ = Aop-mod. The functor HomR(•, R) : C op → C ∗ restricts to an

equivalence of exact categories C op ∩ R-proj
∼→C ∗ ∩ R-proj.

We denote by Irr(C ) the sets of isomorphism classes of simple objects

of C . Let C proj,C inj ⊂ C be the full subcategories of projective and of

relatively R-injective objects. If C = A-mod, we abbreviate Irr(A) = Irr(C ),

A-proj = C proj and A-inj = C inj.

Given an S-point R → S and C = A-mod, we can form the S-category

SC = S A-mod. Given another R-category C ′ as above and an exact (R-linear)
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functor F : C → C ′, then F is represented by a projective object P ∈ C . We

set SF = HomSC (S P, •) : SC → SC ′.
Let A be a Serre subcategory of C . The canonical embedding functor

h : A → C has a left adjoint h∗ which takes an object M in C to its

maximal quotient in C which belongs to A . It admits also a right adjoint h!

which takes an object M in C to its maximal subobject in C which belongs

to A . The functor h∗ is right exact, while h! is left exact. The functor h is

fully faithful. Hence the adjunction morphisms h∗h → 1A and 1A → h!h
are isomorphisms. By definition, the adjunction morphisms 1C → hh∗ and

hh! → 1C are respectively an epimorphism and a monomorphism.

Here, and in the rest of the paper, we use the following notation: a composi-

tion of functors E and F is written as E F while a composition of morphisms

of functors ψ and φ is written as ψ ◦ φ.

2.3 Highest weight categories over local rings

Let R be a commutative local ring. We recall and complete some basic facts

about highest weight categories over R (cf [39, §4.1] and [11], [15, §2]).

Let C be an abelian R-category which is equivalent to the category A-mod

of finitely generated modules over a finite projective R-algebra A.

The category C is a highest weight R-category if it is equipped with a

poset of isomorphism classes of objects (�(C ),�) called the standard objects

satisfying the following conditions:

• the objects of �(C ) are projective over R

• given M ∈ C such that HomC (D, M) = 0 for all D ∈ �(C ), we have

M = 0

• given D ∈ �(C ), there is P ∈ C proj and a surjection f : P ։ D such

that ker f has a (finite) filtration whose successive quotients are objects

D′ ∈ � with D′ > D

• given D ∈ �, we have EndC (D) = R

• given D1, D2 ∈ � with HomC (D1, D2) �= 0, we have D1 ≤ D2.

The partial order� is called the highest weight order ofC . We write�(C ) =
{�(λ)}λ∈	, for 	 an indexing poset. Note that if ≤′ is an order coarser than ≤
(i.e., λ ≤ μ implies λ ≤′ μ), then C is also a highest weight category relative

to the order ≤′.
An equivalence of highest weight categories C ′ ∼−→ C is an equivalence

which induces a bijection �(C ′)
∼−→ �(C ). A highest weight subcategory is

a full Serre subcategory C ′ ⊂ C that is a highest weight category with poset

�(C ′) an ideal of �(C ) (i.e., if D′ ∈ �(C ′), D ∈ �(C ) and D′ < D, then

D′ ∈ �(C ′)).
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Highest weight categories come with associated projective, injective, tilting

and costandard objects, as described in the next proposition.

Proposition 2.1 Let C be a highest weight R-category. Givenλ ∈ 	, there are

indecomposable objects P(λ) ∈ C proj, I (λ) ∈ C inj, T (λ) ∈ C and ∇(λ) ∈ C

(the projective, injective, tilting and costandard objects associated with λ),

unique up to isomorphism such that

(∇) HomC (�(μ),∇(λ)) ≃ δλμR and Ext1
C
(�(μ),∇(λ)) = 0 for all

μ ∈ 	,

(P) there is a surjection f : P(λ) ։ �(λ) such that ker f has a filtration

whose successive quotients are �(μ)’s with μ > λ,

(I ) there is an injection f : ∇(λ) →֒ I (λ) such that coker f has a filtration

whose successive quotients are ∇(μ)’s with μ > λ,

(T ) there is an injection f : �(λ) →֒ T (λ) and a surjection g : T (λ) ։

∇(λ) such that coker f (resp. ker g) has a filtration whose successive

quotients are �(μ)’s (resp. ∇(μ)’s) with μ < λ.

We have the following properties of those objects.

• ∇(λ), �(λ), P(λ), I (λ) and T (λ) are projective over R.

• Given a commutative local R-algebra S, then SC is a highest weight

S-category on the poset 	 with standard objects S�(λ) and costandard

objects S∇(λ). If R → S is a local S-point, then the projective, injective

and tilting objects associated with λ are S P(λ), SI (λ) and ST (λ).

• C ∗ is a highest weight R-category on the poset 	 with standard objects

�∗(λ) = ∇(λ)∗ and with P∗(λ) = I (λ)∗, I ∗(λ) = P(λ)∗, ∇∗(λ) =
�(λ)∗ and T ∗(λ) = T (λ)∗.

Proof Note that the statements of the proposition are classical when R is a

field.

The existence of the objects ∇(λ) giving C op the structure of a highest

weight category and satisfying the Hom and Ext conditions is given by [39,

Proposition 4.19]. The unicity follows from Lemma 2.7 below. The description

of the projective, tilting and injective objects of C ∗ is clear.

It is shown in [39, Proposition 4.14] that SC is a highest weight category with

�(SC ) = S�(C ). We denote by PS(λ), IS(λ), etc. the projective, injective,

etc. of SC associated with λ.

The existence of P(λ) is granted in the definition of highest weight cate-

gories. We show by descending induction on λ that kP(λ) ≃ Pk(λ). This is

clear if λ is maximal, for then P(λ) = �(λ). We have kP(λ) = Pk(λ) ⊕ Q,

where Q is a direct sum of Pk(μ)’s withμ > λ. By induction, Pk(μ) = kP(μ),

hence Q lifts to Q̃ ∈ C proj, and there are maps f : Q̃ → P(λ) and

g : P(λ) → Q̃ such that k(g f ) = idQ . Since R is local and Q̃ is a finitely

generated projective R-module, we deduce that g f is an automorphism of Q̃,
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hence Q̃ is a direct summand of P(λ), so Q̃ = 0 and kP(λ) = Pk(λ).

The unicity of P(λ) is then clear, since given M, N ∈ C proj, we have

k HomC (M, N )
∼→ HomkC (kM, kN ).

Given R → S a local point, the residue field k′ of S is a field extension of k.

Since k A is a split k-algebra, it follows that given P a projective indecompos-

able k A-module, then k′ P is a projective indecomposable k′ A-module. We

deduce that Pk′(λ) ≃ k′ ⊗k kP(λ), hence PS(λ) ≃ S P(λ).

The statements about I (λ) follow from those about P(λ) by duality.

The statements about T (λ) are proven in the same way as those for P(λ),

using Proposition 2.4(b) below. ⊓⊔

Note that (C ,�(C )) is a highest weight R-category if and only if

(kC , k�(C )) is a highest weight k-category and the objects of �(C ) are

projective over R, see [39, thm. 4.15]. Note also that �(λ) has a unique simple

quotient L(λ), and Irr(C ) = {L(λ)}λ∈	.

Let C � and C ∇ be the full subcategories of C consisting of the �-filtered

and ∇-filtered objects, i.e., objects having a finite filtration whose successive

quotients are standard, costandard respectively. These are exact subcategories

of C . Note that every object of C � has a finite projective resolution, where

the kernels of the differentials are in C �. As a consequence, the canonical

functor Db(C �) → Db(C ) is fully faithful. Similarly, the canonical functor

Db(C ∇) → Db(C ) is fully faithful, as every object ofC ∇ has a finite relatively

R-injective resolution.

Lemma 2.2 Let C ,C ′ be highest weight R-categories. An exact functor � :
C → C ′ which restricts to an equivalence � : C � ∼→C ′� is an equivalence

of highest weight categories C
∼→C ′.

Proof Since � identifies the projective objects in C and C ′, it induces an

equivalence of their bounded homotopy categories, hence an equivalence

Db(C ) → Db(C ′). Since � is exact, we are done. ⊓⊔

Let C tilt = C � ∩ C ∇ be the full subcategory of C consisting of the tilting

objects, i.e., the objects which are both �-filtered and ∇-filtered.

Let T =
⊕

λ∈	 T (λ). The Ringel dual of C is the category C ⋄ =
EndC (T )op-mod. It is a highest weight category on the poset 	op. The functor

Hom(T, •) : C → C ⋄ restricts to an equivalence R : C ∇ ∼→(C ⋄)�, called

the Ringel equivalence. We have R(∇(λ)) = �⋄(λ), R(T (λ)) ≃ P⋄(λ) and

R(I (λ)) ≃ T ⋄(λ) for λ ∈ 	, see [39, Proposition 4.26]. The highest weight

category C is determined, up to equivalence, by C ⋄ and we put (C ⋄)� = C .

There is an equivalence of highest weight categories C
∼→C ⋄⋄ such that the

composition
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C
proj ∼→(C ⋄⋄)proj R

−1

−−→
∼

(C ⋄)tilt R
−1

−−→
∼

C
inj

is isomorphic to the Nakayama duality HomA(•, A)∗. This provides also an

equivalence of highest weight categories C � ∼→C ⋄.

Now, for M ∈ C we set

lcdC (M) = min{i; ∃μ ∈ 	,Exti (M, T (μ)) �= 0},
rcdC (M) = min{i; ∃μ ∈ 	,Exti (T (μ), M) �= 0}.

(2.1)

Lemma 2.3 Assume R is a field. Let λ ∈ 	. Then

min{i; ∃μ ∈ 	,Exti (L(λ), T (μ)) �= 0}
= min{i; ∃μ ∈ 	,Exti (L(λ),�(μ)) �= 0}
= min{i; ∃M ∈ C

�,Exti (L(λ), M) �= 0}.

Proof Let c1, c2 and c3 be the quantities defined by the terms involving respec-

tively T (μ)’s, �(μ)’s and M ∈ C � in the first two equalities. It is clear that

c1 ≥ c2 = c3.

Take μ minimal such that Extc2(L(λ),�(μ)) �= 0. There is an exact

sequence 0 → �(μ) → T (μ) → M → 0 where M has a filtration with

subquotients �(ν)’s where ν < μ. We deduce that Extc2(L(λ), T (μ)) �= 0,

hence c1 ≤ c2. ⊓⊔

Let us recall a few facts on base change for highest weight categories.

Proposition 2.4 Let C be a highest weight R-category, and let R → S be a

local S-point. For any M, N ∈ C the following holds:
(a) if S is R-flat then S Extd

C
(M, N ) = Extd

SC
(SM, SN ) for all d ∈ N,

(b) if either M ∈ C proj or (M ∈ C � and N ∈ C ∇), then we have S HomC

(M, N ) = HomSC (SM, SN ),

(c) if M is R-projective then M ∈ C proj (resp. M ∈ C tilt, C �, C inj) if and

only if kM ∈ kC proj (resp. kM ∈ kC tilt, kC �, kC inj),

(d) if either (M ∈ C proj and N is R-projective) or (M ∈ C � and N ∈ C ∇)

then HomC (M, N ) is R-projective.

Proof Part (a) is [Bourbaki, Algèbre, ch. X, §6, prop. 7.c].

The statements in (b), (d) are clear if M is a free A-module, and are preserved

under taking direct summands, so they hold for M ∈ C proj.

Let M ∈ C � and N ∈ C ∇ . We have Ext1
C
(M, N ) = Ext1

SC
(SM, SN ) = 0.

As a consequence, if M is an extension of M1, M2 ∈ C � and the statements (b),

(d) hold for Mi , N , then they hold for M, N . We proceed now by descending

induction on λ to prove that the statement for M = �(λ). There is an exact
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sequence 0 → M ′ → P(λ) → �(λ) → 0, where M ′ is an extension of

�(λ′)’s with λ′ > λ. The statements (b), (d) hold for P(λ) and, by induction,

for M ′. Hence, they hold for M .

Part (c) is [39, prop. 4.30]. ⊓⊔
Proposition 2.5 The indecomposable projective (resp. relatively R-injective,

tilting) objects of C are the P(λ) (resp. I (λ), T (λ)), for λ ∈ 	.

Proof The statements are classical for kC , and Proposition 2.4(b), (c) reduce

to that case. ⊓⊔
Let us quote the following easy result for a later use.

Proposition 2.6 (a) Let C1,C2 be highest weight k-categories. An equiva-

lence of abelian k-categories F : C1 → C2 which induces a morphism of

posets Irr(C1) → Irr(C2) is an equivalence of highest weight categories.

(b) Let C1,C2 be highest weight R-categories. An equivalence of abelian R-

categories F : C1 → C2 which induces an equivalence of highest weight

k-categories kF : kC1 → kC2 is an equivalence of highest weight R-

categories.

Proof For part (a) we need to prove that F maps �(C1) to �(C2). An equiv-

alence of abelian categories F takes indecomposable projective objects to

indecomposable projective objects. So it preserves the standard modules, as

�(λ) is the largest quotient of P(λ) all of whose composition factors are

L(μ)’s with μ < λ. Part (b) follows from Proposition 2.4(c). ⊓⊔
Next, we state some basic facts on ∇ and �-filtered modules. The situation

over a base ring that is not a field is slightly more complicated.

Lemma 2.7 Let C be a highest weight category over R and let M ∈ C . The

following conditions are equivalent:
(a) Ext1

C
(�(λ), M) = 0 for all λ ∈ 	

(b) there is a filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mr = M and there are

elements λi ∈ 	 such that Mi/Mi−1 ≃ ∇(λi )⊗R HomC (�(λi ), M) with

λi �= λ j for i �= j and λi < λ j implies i < j

(c) there is a filtration 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mr = M, there are elements

λi ∈ 	 and there are R-modules Ui such that Mi/Mi−1 ≃ ∇(λi ) ⊗R Ui .

If the conditions above hold and M is projective over R, then M ∈ C ∇ .

Proof Assume (b). Let λ,μ ∈ 	 and U ∈ R-mod. We have Ext>0
C

(�(λ),

∇(μ)) = 0 and HomC (�(λ),∇(μ)) ∈ R-proj. We deduce that

Ext>0
C

(�(λ),∇(μ) ⊗R U ) = H>0(R HomC (�(λ),∇(μ) ⊗L
R U ))

≃ H>0(R HomC (�(λ),∇(μ)) ⊗L
R U ) = Ext>0

C
(�(λ),∇(μ)) ⊗R U = 0.

This shows (b) ⇒ (a).
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Now, assume (a). Let λ ∈ 	 be minimal such that HomC (∇(λ), M) �= 0.

Fix an element μ � λ (no assumption on μ if HomC (∇(λ), M) = 0 for

all λ ∈ 	). There is an exact sequence 0 → �(μ) → T (μ) → M ′ → 0,

where M ′ is filtered by �(ν)’s with ν < μ. So, we have Ext1
C
(M ′, M) = 0.

Hence the canonical map HomC (T (μ), M) → HomC (�(μ), M) is sur-

jective. There is an exact sequence 0 → M ′′ → T (μ) → ∇(μ) → 0,

where M ′′ is filtered by ∇(ν)’s with ν < μ. Since HomC (M ′′, M) = 0, the

canonical map HomC (∇(μ), M) → HomC (T (μ), M) is an isomorphism.

Consequently, the composition �(μ) → T (μ) → ∇(μ) induces a surjective

map HomC (∇(μ), M) → HomC (�(μ), M).

If μ �= λ, we have HomC (∇(μ), M) = 0, hence HomC (�(μ), M) = 0.

This shows that the canonical map HomC (T (λ), M) → HomC (�(λ), M) is

an isomorphism. Hence, we have canonical isomorphisms

HomC (∇(λ), M)
∼→ HomC (T (λ), M)

∼→ HomC (�(λ), M).

Now, set U = HomC (�(λ), M). We have

HomC (∇(λ) ⊗R U, M) ≃ HomR(U,HomC (∇(λ), M))

≃ HomR(U,HomC (�(λ), M))

≃ HomC (�(λ) ⊗R U, M).

So, the canonical map �(λ)⊗R U → M factors through a map f : ∇(λ)⊗R

U → M .

If μ �= λ, we have HomC (�(μ),∇(λ)) = 0. Further, we have an isomor-

phism

HomC (�(λ), f ) : HomC (�(λ),∇(λ)) ⊗R U
∼→ HomC (�(λ), M).

Consequently, the map f = HomC (A, f ) is injective. Hence, since

Ext2
C
(�(μ),∇(λ) ⊗R U ) = 0

for all μ, the long exact sequence gives a surjective map

Ext1
C
(�(μ), M) → Ext1

C
(�(μ),Coker( f )).

The left hand side is 0 by assumption, we deduce that Ext1
C
(�(μ),

Coker( f )) = 0. We have

{μ∈	; HomC (�(μ),Coker( f )) �= 0} ⊂ {μ∈	; HomC (�(μ), M) �= 0} \ {λ}.
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Therefore, by induction on the set {μ ∈ 	; HomC (�(μ), M) �= 0}, we get

that Coker( f ) has a filtration as required. Since we have an exact sequence

0 → ∇(λ) ⊗R U → M → Coker( f ) → 0,

we deduce that M has also a filtration as required.

Assume now M is projective over R and consider a filtration as in (b).

We show that HomC (�(λ), M) is projective over R for all λ by induc-

tion on r . There is an exact sequence 0 → L → P(λr ) → �(λr ) → 0

where L is filtered by �(μ)’s with μ > λr , so we have Hom(�(λr ), M) ≃
Hom(P(λr ), M). We deduce that Hom(�(λr ), M) is projective over R. By

induction, given i ≤ r − 1, then Hom(�(λi ), Mr−1) ≃ Hom(�(λi ), M) is

projective over R and the result follows. ⊓⊔

2.4 Highest weight covers

2.4.1 Definition and characterizations

Let C be a highest weight R-category and let B be a finite projective R-algebra.

Consider a quotient functor F : C → B-mod in the general sense of [23,

sec. III.I], i.e., there is P ∈ C proj and there are isomorphisms B
∼→ EndC (P)op

and F
∼→ HomC (P, •). We denote by G a right adjoint of F and byη : 1 → G F

the unit.

We say that F is

• a highest weight cover if it is fully faithful on C proj

• d-faithful for some d ∈ Z�−1 if Exti
C
(M, N ) = 0 for all M ∈ C with

F(M) = 0, N ∈ C � and i � d + 1.

As Lemma 2.8 below shows, if F is d-faithful for some d ≥ 0, then it is a

highest weight cover.

We denote by (B-mod)F� the full exact subcategory of B-mod of objects

with a filtration whose successive quotients are in F(�). Let F� : C � →
(B-mod)F� be the restriction of F .

We provide some characterizations of d-faithfulness.

Lemma 2.8 Let F be a quotient functor. Let d ∈ Z≥0 and let E = C �,E =
�(C ) or E = C tilt. The following conditions are equivalent

(i) F is d-faithful

(ii) given M ∈ C with F(M) = 0 and N ∈ E , we have Ext
≤d+1
C

(M, N ) = 0

(iii) given N ∈ E , we have H�d(cone(N
η−→ RG F(N ))) = 0

(iv) given M ∈ C , N ∈ E and i � d, then F induces an isomorphism

Exti
C
(M, N )

∼→ Exti
B(F M, F N )

123



R. Rouquier et al.

(v) given M ∈ C proj, N ∈ E and i � d, then F induces an isomorphism

Exti
C
(M, N )

∼→ Exti
B(F M, F N ).

If R is a field, these conditions are equivalent to

(vi) given λ ∈ 	 with F L(λ) = 0, then lcdC (L(λ)) > d + 1.

Proof Note that (ii) in the case E = C � is the statement (i). It is clear that

(ii) for E = �(C ) is equivalent to (ii) for E = C �, and these imply (ii)

for E = C tilt. Assume (ii) holds in the case E = C tilt. Let M ∈ C with

F(M) = 0. We prove by induction on λ that Ext
≤d+1
C

(M,�(λ)) = 0.

There is an exact sequence 0 → �(λ) → T (λ) → L → 0, where

L has a filtration by �(μ)’s with μ < λ. We have Ext
≤d+1
C

(M, T (λ)) =
0 and, by induction, we have Ext

≤d+1
C

(M, L) = 0. We deduce that

Ext
≤d+1
C

(M,�(λ)) = 0. So, (ii) holds for E = C �.

Let X = cone(N
η−→ RG F(N )). We have F(H i (X)) = 0 for all i . Given

Y ∈ Db(C ) such that F(Y ) = 0, we have

HomDb(C )(Y, RG F(N )) ≃ HomDb(B)(F(Y ), F(N )) = 0,

hence HomDb(C )(Y, X [i]) ≃ HomDb(C )(Y, N [i + 1]) for all i .

Assume (ii). As usual, let τ�m denote the canonical truncation which takes

a complex C = (Cn, dn) to the subcomplex

τ�m(C) = {· · · → Cm−1 → Ker(dm) → 0 → · · · }.

Taking Y = τ≤d(X) above, we obtain HomDb(C )(τ≤d(X), X) = 0, hence

τ≤d(X) = 0. So, (iii) holds.

Note that the canonical map Exti
C
(M, N ) → Exti

B(F M, F N ) is an iso-

morphism if and only if the canonical map Exti
C
(M, N ) → HomDb(C )(M,

RG F N [i]) is an isomorphism.

Assume (iii). Applying Hom(M,−) to the distinguished triangle N →
RG F(N ) → X �, we deduce that (iv) holds.

It is clear that (iv) ⇒ (v). Assume (v). It follows from Lemma 2.10 that

the canonical map Extd+1
C

(M, N ) → Extd+1
B (F(M), F(N )) is injective for

all M ∈ C , and (ii) follows.

Assume finally R is a field. The assertion (ii), in the case E = C tilt, follows

from the case M simple: that is assertion (vi). ⊓⊔

Remark 2.9 We leave it to the reader to check that the first three equivalences

in Lemma 2.8 hold when d = −1.

Lemma 2.10 Let F be an exact functor, let d ≥ −1 and let N ∈ C . Assume

F induces
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• an isomorphism Exti
C
(P, N )

∼→ Exti
B(F(P), F(N )) for P ∈ C proj and

i ≤ d

• an injection Extd+1
C

(P, N ) →֒ Extd+1
B (F(P), F(N )) for P ∈ C proj.

Then, F induces

• an isomorphism Exti
C
(M, N )

∼→ Exti
B(F(M), F(N )) for M ∈ C and i ≤

d

• an injection Extd+1
C

(M, N ) →֒ Extd+1
B (F(M), F(N )) for M ∈ C .

Proof We prove by induction on i the first statement of the lemma. Consider

an exact sequence 0 → M ′ → P → M → 0 with P ∈ C proj. We have a

commutative diagram with exact horizontal sequences

Exti
C

(P, N ) ��

∼

��

Exti
C

(M ′, N ) ��

��

Exti+1
C

(M, N ) ��

��

Exti+1
C

(P, N )

��

�� Exti+1
C

(M ′, N )

��
Exti

B (FP,FN) �� Exti
B (FM ′,FN) �� Exti+1

B (FM,FN) �� Exti+1
B (FP,FN) �� Exti+1

B (FM ′,FN)

where the fourth vertical map is an isomorphism for i + 1 ≤ d and is injective

for i = d. By induction, the second vertical map is an isomorphism, hence

the third vertical map is injective. So, we have shown that the canonical map

Exti+1
C

(L , N ) → Exti+1
B (F(L), F(N )) is injective for all L ∈ C , in partic-

ular for L = M ′. If i + 1 ≤ d, we deduce that the third vertical map is an

isomorphism. ⊓⊔

Let us summarize some of the results above.

Corollary 2.11 Let F : C → B-mod be a quotient functor.

• F is (−1)-faithful if and only if F� is faithful

• F is a highest weight cover if and only if η(M) : M → G F(M) is an

isomorphism for all M ∈ C proj

• F is 0-faithful if and only if F� is fully faithful if and only if η(M) : M →
G F(M) is an isomorphism for all M ∈ C �

• F is 1-faithful if and only if F� is an equivalence.

The next two lemmas relate highest weight covers of C , C ∗ and C ⋄.

Lemma 2.12 Consider a highest weight cover F = HomC (P, •) : C →
B-mod. Then F∗ = HomC ∗(HomA(P, A), •) : C ∗ → Bop-mod is a highest

weight cover.

Let d ≥ 0. Then, F is d-faithful if and only if F∗ induces isomorphisms

Exti
C ∗(M, N )

∼→ Exti
Bop(F∗M, F∗N ) for all M, N ∈ (C ∗)∇ and i ≤ d.
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Proof There is a commutative diagram

(C �)op
∼

HomR(•,R) ��

F
��

(C ∗)∇

F∗

��
(B-mod)op ∩ Rproj

HomR(•,R)

∼ �� Bop-mod ∩Rproj

since

HomAop(HomA(P, A),HomR(•, R)) ≃ HomR(HomA(P, A) ⊗A •, R)

≃ HomR(HomA(P, •), R).

The lemma follows, since (higher) extensions can be computed in the exact

subcategories appearing in the diagram. ⊓⊔

The next lemma is clear.

Lemma 2.13 Let T ∈ C ∇ and consider a finite projective R-algebra B with

a morphism of algebras φ : B → EndC (T )op. Let F = HomC (T, •), P =
R(T ) and F⋄ = HomC ⋄(P, •) : C ⋄ → B-mod .

The functor F⋄ is a highest weight cover if and only if T is tilting, F is fully

faithful on C tilt and φ is an isomorphism.

The functor F⋄ is d-faithful if and only if T is tilting, φ is an isomorphism

and F induces isomorphisms Exti
C
(M, N )

∼→ Exti
B(F M, F N ) for all M, N ∈

C ∇ and i ≤ d.

We say that an R-algebra B is self-injective if B is relatively R-injective.

Lemma 2.14 Let F = HomC (P, •) : C → B-mod be a 0-faithful functor. If

B is self-injective, then P is tilting.

Proof Let λ ∈ 	. By Lemma 2.10, we have an injection

Ext1
C
(�(λ), P) →֒ Ext1

B(F�(λ), F(P)).

Since F(P) = B is relatively R-injective and F�(λ) is projective over R, we

deduce that Ext1
B(F�(λ), F(P)) = 0, hence Ext1

C
(�(λ), P) = 0. It follows

from Lemma 2.7 that P is tilting. ⊓⊔

Lemma 2.15 Let C be a highest weight category, T ∈ C tilt and B =
EndC (T )op. Assume the restriction of HomC (T, •) to C ∇ is fully faithful and

B is self-injective. Then T is projective.

Proof This follows from Lemma 2.14 applied to C ⋄, cf Lemma 2.13. ⊓⊔
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2.4.2 Base change

Let S be a local commutative flat R-algebra. If F is d-faithful, then SF is

d-faithful, and the converse holds if S is faithfully flat over R (for example, if

it is a local S-point).

Lemma 2.16 Let F be a quotient functor.

If K F is (−1)-faithful, then F is (−1)-faithful.

Assume R is a regular local ring. If RpF is 0-faithful (resp. is a highest

weight cover) for all p ∈ P1, then F is 0-faithful (resp. is a highest weight

cover).

Proof The first statement is obvious, since objects of C � are projective over

R.

Assume now F is (−1)-faithful. Let M ∈ C �. Consider the exact sequence

0 → M
η(M)−−−→ G F M → coker η(M) → 0.

Assume Rp coker η(M) = 0 for all p ∈ P1. Then, the support of coker η(M)

has codimension ≥ 2, hence Ext1
R(coker η(M), M) = 0, since M is projective

over R. It follows that coker η(M) is a direct summand of the torsion-free

module G F(M), hence coker η(M) = 0. The lemma follows. ⊓⊔

The corollary below is immediate.

Corollary 2.17 Let C be a highest weight category, T ∈ C tilt and B =
EndC (T )op. Let F = HomC (T, •). Assume R is a regular local ring. Then,

the restriction of F to C ∇ is fully faithful if the restriction of RpF to RpC
∇ is

fully faithful for all p ∈ P1.

Proof Let P = R(T ) and F⋄ = HomC ⋄(P, •) : C ⋄ → B-mod. The restric-

tion of F to C ∇ is fully faithful if and only if the restriction of F⋄ to (C ⋄)∇

is fully faithful. Now, F⋄ is a quotient functor because T is tilting. Thus, by

Lemma 2.16, if RpF⋄ is 0-faithful for all p ∈ P1, then F⋄ is 0-faithful. Finally,

by Lemma 2.13, RpF⋄ is 0-faithful if the restriction of RpF to RpC
∇ is fully

faithful. ⊓⊔

The following key result generalizes [39, prop. 4.42].

Proposition 2.18 Assume R is regular. If kF is d-faithful, then F is d-faithful.

If in addition K F is (d + 1)-faithful, then F is (d + 1)-faithful.

Proof Assume kF is d-faithful. Let M ∈ C with F(M) = 0 and let

N ∈ C �. We have R HomkC (k M, k N ) ≃ k ⊗L

R R HomC (M, N ). Let C be a

bounded complex of finitely generated projective R-modules quasi-isomorphic
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to R HomC (M, N ) and with C<r = 0. We assume r is maximal with this

property. Then, ExtrkC
(kM, kN ) ≃ H r (kC) �= 0, hence r > d + 1, so

Ext
≤d+1
C

(M, N ) = 0. It follows that F is d-faithful.

Assume now K F is (d +1)-faithful. Then Hd+2(C) is a torsion R-module.

If it is non-zero, then Cd+1 �= 0 a contradiction. So, Hd+2(C) = 0 and F is

(d + 1)-faithful. ⊓⊔

2.4.3 Uniqueness results

We assume in this section that R is normal.

Let B ′ be an R-algebra, finitely generated and projective over R, and such

that K B ′ is split semi-simple.

Fix a poset structure on Irr(K B ′). Given E ∈ Irr(K B ′), let (K B ′)≤E (resp.

(K B ′)<E ) be the sum of the simple K B ′-submodules of K B ′ isomorphic to

some F ≤ E (resp. F < E).

We say that a family {S(E)}E∈Irr(K B′) of B ′-modules, finitely generated and

projective over R, are Specht modules for B ′ if

(B ′ ∩ (K B ′)≤E )/(B ′ ∩ (K B ′)<E ) ≃ S(E)dimK E for E ∈ Irr(K ′B).

Note that K S(E) ≃ E and EndB′(S(E)) = R. So, if {S′(E)}E∈Irr(K B′) is

another family of Specht modules, then S′(E) ≃ S(E) for all E : the Specht

modules are unique, up to isomorphism (if they exist).

The same construction with the opposite order on Irr(K B ′) leads to the dual

Specht modules S′(E) ∈ B-mod with K S′(E) ≃ E .

Assume that the K -algebra K B is semi-simple and that F is a highest

weight cover. Then the K -category KC is split semi-simple and we have an

equivalence K F : KC
∼→K B-mod. So, the functor K F induces a bijection

Irr(KC )
∼→ Irr(K B) and we put S(λ)K = K F(�(λ)) ∈ Irr(K B). The highest

weight order on Irr(KC ) yields a partial order on Irr(K B).

We will say that F is a highest weight cover of B for the order on Irr(K B)

coming from the one on Irr(KC ).

The next lemma follows from [39, Lemma 4.48].

Lemma 2.19 Let F be a highest weight cover and assume K B is semi-simple.

Then B has Specht modules S(λ) = F(�(λ)) and dual Specht modules

S′(λ) = F(∇(λ)).

Proposition 2.20 Let F : C → B-mod and F ′ : C ′ → B-mod be highest

weight covers. Assume R is regular, B is self-injective, and K B is semi-simple.

Assume that

• the order on Irr(K B) induced by (C , F) refines, or is refined by, the order

induced by (C ′, F ′)

123



Categorifications and cyclotomic rational double affine…

• F is fully faithful on C � and on C ∇

• F ′ is fully faithful on C ′� and on C ′∇

• (a) F(P(λ)) ∈ F ′(C ′proj) for all λ ∈ 	 such that lcdkC (L(λ)) ≤ 1 and

F(I (λ)) ∈ F ′(C ′inj) for all λ ∈ 	 such that rcdkC (L(λ)) ≤ 1 or

(b) F(T (λ)) ∈ F ′(C ′tilt) for all λ ∈ 	 such that lcdkC ⋄(L⋄(λ)) ≤ 1 or

rcdkC ⋄(L⋄(λ)) ≤ 1.

Then, there is an equivalence of highest weight categories � : C
∼→C ′ such

that F ′� ≃ F.

Proof Lemma 2.19 shows there is a bijection p : 	 ∼→	′ such that F(�(λ)) ≃
F ′(�′(p(λ))). Thus, both categories are highest weight for whichever of the

orders on Irr(K B) is coarser, and we may assume that the partial orders coin-

cide.

Let O = C ⋄ and O ′ = C ′⋄. Lemma 2.14 shows that P is tilting. So, R(P)

is tilting and projective and, identifying C � with C ⋄, we have R−1(P) ≃
R(P). Since F is fully faithful on C ∇ , it follows from Lemma 2.13 that

F⋄ = HomC ⋄(R(P),−) is 0-faithful. Similarly, we deduce that F⋄ is fully

faithful on (C ⋄)∇ , since F is 0-faithful. We prove in the same way that F ′⋄ =
HomC ′⋄(R(P ′), •) is fully faithful on (C ′⋄)� and on (C ′⋄)∇ .

We have F(P(λ)) ∈ F ′(C ′proj) if and only if F�(T �(λ)) ∈ F ′�((C ′�)tilt).

Similarly, we have F(I (λ)) ∈ F ′(C ′inj) if and only if F⋄(T ⋄(λ)) ∈
F ′⋄((C ′⋄)tilt).

Since C ⋄ ≃ C � as highest weight categories, we deduce that the case

(a) of the proposition for (C ,C ′, F, F ′) is equivalent to the case (b) of the

proposition for (C ⋄,C ′⋄, F⋄, F ′⋄). We assume from now on that we are in

case (a).

Let P̃ = P ⊕
⊕

lcdkC (L(λ))≤1 P(λ), let B̃ = EndC (P̃)op and let F̃ =
HomC (P̃, •) : C → B̃-mod. This is a 1-faithful cover by Lemma 2.8

and Proposition 2.18. So the functor F̃ restricts to an equivalence F̃� :
C � ∼→(B̃-mod)F̃�, with inverse Hom

B̃
(F̃(A), •).

Consider P̃ ′ ∈ C ′proj such that F ′(P̃ ′) ≃ F(P̃). Fixing such an isomor-

phism, we obtain an isomorphism B̃
∼→ EndC ′(P̃ ′)op. Note that P ′ is a direct

summand of P̃ ′, since F ′(P ′) ≃ B ≃ F(P). Let F̃ ′ = HomC ′(P̃ ′, •) : C ′ →
B̃-mod, a highest weight cover. Lemma 2.19 shows that F̃ ′(�′(λ)) ≃ F̃(�(λ))

for all λ ∈ 	.

Let i be the idempotent of B̃ such that P̃i = P . The right action of B

on P provides an isomorphism B
∼→i B̃i . This equips B̃i with a structure of

(B̃, B)-bimodule. Let F̂ = Hom
B̃
(B̃i, •) : B̃-mod → B-mod.

We have an isomorphism F̂ ◦ F̃
∼→ HomC (P̃ ⊗

B̃
B̃i, •), hence F̂ ◦ F̃

∼→F .

Similarly, we have an isomorphism F̂ ◦ F̃ ′ ∼→F ′. Consider the exact functor
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� = HomC ′(P̃ ′ ⊗
B̃

F̃(A), •) ≃ Hom
B̃
(F̃(A), •) ◦ F̃ ′� : (C ′)� → C

�.

We have an isomorphism F̃� ◦�
∼→F̃ ′� and there is a commutative diagram

C ′� � ��

F̃ ′�

������������������

F ′�

����
��

��
��

��
��

��
��

��
��

� C �

F̃�

∼���������������� ��

F�

����
��

��
��

��
��

��
��

��
��

�

(B̃-mod)F̃�

F̂�

��
(B-mod)F�

Since F� is fully faithful and F̃� is an equivalence, we deduce that F̂� is

fully faithful. Since F ′� is fully faithful, we deduce that F̃ ′� is fully faithful.

It follows that � is fully faithful. Note that �(�′(λ)) ≃ �(λ) for all λ ∈ 	.

Since F̃(P) = B̃i ≃ F̃ ′(P ′), we have �(P ′) ≃ P .

Define

�̃ = HomC (�(A′), •) : C → C
′

Since �(A′) ∈ C �, it follows that �̃ is exact on C ∇ . We have

�̃(P) ≃ HomC (�(A′),�(P ′)) ≃ HomC ′(A′, P ′) ≃ P ′.

Let us fix an isomorphism �̃(P)
∼→P ′. Let I ⊂ 	 be an ideal. Define (K P)I as

the sum of the simple submodules of K P isomorphic to K∇(μ) for some μ ∈
I . Let PI = P ∩ (K P)I . Given λ ∈ 	, we have P≤λ/P<λ ≃ ∇(λ)n for some

n > 0, since P is tilting (Lemma 2.14) and K P is a progenerator of KC . We

have K �̃((K P)I ) = (K P ′)I for all ideals I ⊂ 	, hence �̃(∇(λ)) ≃ ∇ ′(λ)
for all λ ∈ 	. We deduce that �̃ restricts to an exact functor � : C ∇ → C ′∇ .

We have

�(A′) ⊗C ′ P ′ ≃ HomC ′(P̃ ′ ⊗
B̃

F̃(A), P ′) ≃ Hom
B̃
(F̃(A), F̃ ′(P ′))

≃ Hom
B̃
(F̃(A), F̃(P)) ≃ HomC (A, P) ≃ P,

hence

F ′ ◦ �̃ = HomC ′(P ′,HomC (�(A′), •))
≃ HomC (�(A′) ⊗C ′ P ′, •) ≃ HomC (P, •) = F.

Since F∇ and F ′∇ are fully faithful, we deduce that � is fully faithful.
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We now apply what we have proven to C ∗ and C ′∗ (cf Lemma 2.12). We

obtain a full faithful exact functor �∗ : C ∗∇ → C
′∗∇ , hence a fully faithful

exact functor ϒ = �(•∗)∗ : C � → C ′� such that ϒ(�(λ)) ≃ �(λ′) for all

λ ∈ 	. The composition �ϒ is a fully faithful exact endofunctor of C � and

F�ϒ ≃ F . It follows that �ϒ fixes isomorphism classes of objects, hence it

is an equivalence. Similarly, ϒ� is an equivalence, hence � is an equivalence

(C ′)� → C �. The proposition follows from Lemma 2.2. ⊓⊔

2.4.4 Covers of truncated polynomial rings in one variable

Let I be a non-empty finite poset and {qi }i∈I a family of elements of R. We

denote by q̄i the image of qi in k. We assume that given i, j ∈ I , then q̄i = q̄ j

if and only i � j or j � i .

Let B = R[T ]/
(∏

i∈I (T − qi )
)
. This is a free R-algebra, with basis

(1, T, . . . , T d−1). Given j ∈ I , let S j = R[T ]/(T − q j ) and Y j =
R[T ]/

(∏
i� j (T − qi )

)
. We put Y =

⊕
j∈I Y j , A = EndB(Y )op, G =

HomB(Y, •) : B-mod → A-mod, P = G(B) and F = HomA(P, •) :
A-mod → B-mod. Let �( j) be the quotient of G(Y j ) by the subspace of

maps Y → Y j that factor through Y j ′ for some j ′ > j .

Proposition 2.21 (a) C = A-mod is a highest weight R-category on the

poset I with standard objects the �( j)’s. The functor F is a (−1)-faithful

highest cover of B and we have F(�( j)) ≃ S j , F(P( j)) ≃ Y j and

P( j) = G(Y j ). If qi �=q j for i �= j, then F is a 0-faithful cover of B.

(b) Assume C ′ is a highest weight R-category with poset I and F ′ : C ′ →
B-mod is a highest weight cover. If R is a field or K F ′(�( j)) ≃ K S j for

all j, then there is an equivalence of highest weight categories � : C
∼→C ′

such that F ′� ≃ F.

Proof Let Ī be the quotient of I by the relation i ∼ j if q̄i = q̄ j . We have a

block decomposition B ≃
⊕

J∈ Ī R[T ]/
(∏

i∈J (T −qi )
)
, and if the proposition

holds for the individual blocks, then it holds for B. As a consequence, it is

enough to prove the proposition when q̄i = q̄ j for all i, j ∈ I . Choosing

i ∈ I and replacing T by T − qi , we can assume further that q̄i = 0 for

all i ∈ I . Since the poset structure on I is now a total order, we can assume

I = {0, . . . , d − 1} with the usual order, for some d ≥ 1.

Assume first R is a field with B = R[T ]/T d . Note that Y j = R[T ]/T d− j

and that {Y j } j∈I is a complete set of representatives of isomorphism classes

of indecomposable B-modules. Denote by e j the idempotent of A corre-

sponding to the projection onto Y j . Then, the projective indecomposable

A-modules are the P( j) = Ae j , j ∈ I . Note that End(P(d − 1)) = R.

Let L = Aed−1 A. We have L2 = L , L ≃ P(d − 1)d as left A-modules and

A/L ≃ EndR[T ]/(T d−1)

(⊕
0≤i≤d−2 R[T ]/(T d−i−1)

)op
. It follows that A-mod
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is a highest weight category on the poset I , with �( j) = Ae j/Ae j+1 Ae j , see

[10, lem. 3.4]. Let us state some properties of C , that can be easily checked. The

module �( j) is uniserial, with composition series L( j), L( j − 1), . . . , L(0),

starting from the head. We have [P( j) : �(i)] = 1 if i ≥ j , and [P( j) :
�(i)] = 0 otherwise. The module P = P(0) is projective and injective, while

P(d −1) = �(d −1). Note that F is exact and its restriction to A-proj is fully

faithful. Since every �( j) embeds in P , it follows that F is (−1)-faithful.

Note that F(�( j)) ≃ R.

Consider now C ′ and F ′ as in the proposition. Since C ′ has d non-

isomorphic projective indecomposable modules, it follows that

{F ′(P ′( j))} j∈I = {Y j } j∈I . As a consequence, there is a permutation σ of

I and an equivalence � : C -proj
∼→C ′-proj such that �(P(σ ( j))) ≃ P ′( j)

and F ′� ≃ F . Such an equivalence extends to an equivalence� : C
∼→C ′, and

F ′� ≃ F . So, C is a highest weight category with the order given by i �′ j

if σ(i) � σ( j). Note that End(P( j)) = R if and only if j = d − 1. It follows

that d − 1 must be maximal for the order �′, and considering the quotient

algebra A/L as above, one sees by induction that �′=�, i.e., σ = 1, hence

� is an equivalence of highest weight categories. This shows the proposition

when R is a field.

Assume now R is a general local ring. The R-modules �( j) are free and

k A ≃ EndkB(kY ). We deduce that C is a highest weight category and F is

a (−1)-faithful highest weight cover. If K B is semi-simple, it follows from

Proposition 2.18 that F is 0-faithful (the regularity of R is not necessary here).

We consider finally C ′ and F ′ as in the proposition. Since the canonical

map k HomB(Yi , Y j ) → HomkB(kYi , kY j ) is an isomorphism for all i, j ,

we deduce that kF ′ is a highest weight cover, hence equivalent to kF . As a

consequence, F ′ is 0-faithful and kF ′(P ′( j)) ≃ kY j for all j . We deduce that

[P ′( j) : �(i)] = δi≥ j , and it follows that [K F ′(P ′( j))] = [K S j ] + · · · +
[K Sd−1] in K0(K B-mod). There is a surjective morphism of B-modules B →
kF ′(P ′( j)). It lifts to a surjective morphism of B-modules B → F ′(P ′( j)).

Since F ′(P ′( j)) is free over R, there is a subset J of I of cardinality j with

F ′(P ′( j)) ≃ B/
(∏

i∈J (T −qi )
)
. It follows that [K F ′(P ′( j))] =

∑
i /∈J [K S′

i ],
hence F ′(P ′( j)) ≃ Y j , as {qi }i∈J = {qi }i≥ j . The proposition follows. ⊓⊔

Similarly, set Z j = R[T ]/
∏

i� j (T −qi ). Then, we can prove the following.

Corollary 2.22 Assume further that C ′ is a highest weight R-category with

poset I and F ′ : C ′ → B-mod is a 0-faithful cover. If K F ′(�′( j)) ≃ K S j

for all j, then we have F ′(P ′( j)) ≃ Y j and F ′(T ′( j)) ≃ Z j .

Proof The isomorphism F ′(P ′( j)) ≃ Y j has been proved above. Let us prove

that F ′(T ′( j)) ≃ Z j . As above, we can assume that I = {0, . . . , d − 1}
with the usual order. Let (C ′)�i ⊂ C ′ be the highest weight subcategory
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associated with the ideal { j � i; j ∈ I } ⊂ I . By [39, prop. 4.26], under the

embedding (C ′)�i ⊂ C ′ we have T ′( j) = P ′(0)� j . The restriction of F ′

to (C ′)� j is 0-faithful. Hence, the proof above implies that F ′(P ′(0)� j ) =
R[T ]/

∏
i� j (T − qi ) = Z j . ⊓⊔

2.5 Complement on symmetric algebras

Let R be a commutative noetherian ring. Let B be an R-algebra. We say

that B is symmetric if it is a finitely generated projective R-module and B is

isomorphic to B∗ as a (B, B)-bimodule.

Proposition 2.23 Let B be a symmetric R-algebra. Assume R is a domain

with field of fractions K and K B is a split semi-simple algebra. Let ψ be an

R-algebra endomorphism of B.

If Kψ is an automorphism of K B that induces the identity map on K0(K B),

then ψ is an automorphism.

Proof Let t ∈ HomR(B, R) be a symmetrizing form for B, the image of 1

through an isomorphism of (B, B)-bimodules B
∼→B∗. Note that t ([B, B]) =

0.

Since K B is split semi-simple, the character map is an isomorphism

K ⊗Z K0(K B) → HomK (K B/[K B, K B], K ). We deduce that ψ induces

the identity on K B/[K B, K B], hence t ◦ ψ = t .

Consider a maximal ideal m of R, and let k = R/m. The k-algebra kB is

symmetric, with symmetrizing form kt and (kt) ◦ (kψ) = kt . It follows that

kt (ker(kψ)) = 0, hence ker(kψ) = 0, since the kernel of a symmetrizing

form contains no nonzero ideal. We deduce that kψ is an isomorphism.

We have shown that (R/m)ψ is onto for every maximal ideal m of R. It

follows thatψ is onto, hence it is an isomorphism, since B is a finitely generated

projective R-module. ⊓⊔

3 Hecke algebras, q-Schur algebras and categorifications

Let R be a C[q, q−1]-algebra. Let qR be the image of q in R. If no confusion

is possible, we may abbreviate q = qR .

3.1 Quivers

Assume that qR �= 1. For any subset I ⊂ R× we associate a quiver I (q)

with set of vertices I and with an arrow i → i qR whenever i, i qR ∈ I . We

may abbreviate I = I (q) when there is no risk of confusion. Note that we

do not assume I (q) to be connected or I to be finite. We will assume that

(qZI (q))/qZ is finite.
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Let Q R,1, . . . , Q R,ℓ ∈ I such that I =
⋃ℓ

p=1 Ip, where Ip =
I ∩ qZ

R Q R,p. We write i ≡ j if i ∈ qZ j . Each equivalence class has a

representative (possibly more than one) in the set {Q R,1, Q R,2, . . . , Q R,ℓ}.
If I (q) is stable under multiplication by qZ

R , and qR is not a root of 1, then

each Ip is isomorphic to the quiver A∞. If I (q) is stable under multiplication

by qZ

R , and qR is a primitive e-th of 1, then each Ip is isomorphic to the quiver

A
(1)
e−1.

For any subset I ⊂ R we consider also the quiver I1 with the set of vertices

I and with an arrow i → i+1 whenever i, i+1∈ I . We may abbreviate I = I1.

3.2 Kac–Moody algebras associated with a quiver

Let (ai j ) be the generalized Cartan matrix associated with the quiver I and let

slI be the (derived) Kac–Moody algebra over C associated with (ai j ). The Lie

algebra slI is generated by Ei , Fi with i ∈ I , subject to the usual relations.

Fix a subset � ⊂ [1, ℓ] such that I is the disjoint union I =
⊔

p∈� Ip. We

have a Lie algebra decomposition slI =
⊕

p∈� slIp .

For each i ∈ I , let αi , α̌i be the simple root and coroot corresponding

to Ei and let 	i be the i-th fundamental weight. Set Q =
⊕

i∈I
Zαi and

Q+ =
⊕

i∈I
Nαi . Set P =

⊕
i∈I

Z	i and P+ =
⊕

i∈I
N	i .

Let X be the free abelian group with basis {εi ; i ∈ I }. The assignment

αi �→ εi −εiq yields additive maps Q, Q+ → X . If I is bounded below then

we may identify 	i with the (finite) sum
∑

d∈N
εiq−d . So, we may consider

P, P+ as subsets of X .

We will write P = PI , Q = QI , Q+ = Q+
I

and X = XI if necessary. For

α ∈ Q+ of height d we write I α = {i = (i1, . . . , id) ∈ I d; αi1 +· · ·+αid
=

α}. The set I α is an orbit for the action of the symmetric group Sd on I d

by permutation. Each Sd -orbit in I d is of this form.

For any subset I ⊂ R we consider also the quiver I1 which yields in the

same way as above a Cartan datum and a Lie algebra slI .

3.3 Partitions

Set Zℓ(n) = {(ν1, . . . , νℓ) ∈ Zℓ; ν1 +· · ·+νℓ = n}, C ℓ
n = {ν ∈ Zℓ(n); νp �

0, ∀p}, and C
ℓ
n,+ = {ν ∈ Zℓ(n); νp > 0, ∀p}. An element of C ℓ

n is a

composition of n into ℓ parts. We will say that the composition ν is dominant

if it satisfies the inequalities ν1 � ν2 � · · · � νℓ, and that it is anti-dominant

if we have ν1 � ν2 � · · · � νℓ.

Let Pn be the set of partitions of n, i.e., the set of non-increasing sequences

of positive integers with sum n. For λ ∈ Pn , let |λ| = n be the weight of λ,

let l(λ) be the number of parts in λ and let tλ be the transposed partition.
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We associate to λ the Young diagram Y (λ) with λi boxes in the i-th row.

Let Pℓ
n be the set of ℓ-partitions of n, i.e., the set of ℓ-tuples of partitions

λ = (λ1, . . . , λℓ) with
∑

p |λp| = n. Let P =
⊔

n Pn and Pℓ =
⊔

n Pℓ
n .

For each ν ∈ C ℓ
n and d ∈ [1, n] we set Pν = {λ ∈ Pℓ; l(λp) � νp} with

P
ν
d = Pν ∩ P

ℓ
d .

Let A ∈ Y (λ) be the box which lies in the i-th row and j-th column

of the diagram of λp. Consider the element p(A) = p in [1, ℓ]. Given

Q R,1, Q R,2, . . . , Q R,ℓ ∈ I , we set q-resQ(A) = q
j−i
R Q R,p. For λ, μ ∈ Pℓ

we write q-resQ(μ − λ) = a if μ is obtained by adding a box of residue a to

the Young diagram associated with λ.

We may write q-ress(A) = q-resQ(A) and conts(A) = sp + j − i , where sp

is a formal symbol such that q
sp

R = Q R,p. We call q-ress(A) the shifted residue

of A and conts(A) its shifted content. We may also abbreviate Q p = Q R,p.

Let Ŵ be the group of ℓ-th roots of 1 in C×. Let Sd be the symmetric

group on d letters and Ŵd be the semi-direct product Sd ⋉ Ŵd , where Ŵd is

the Cartesian product of d copies of Ŵ. The group Ŵd is a complex reflection

group. The set Irr(CŴd) is identified with P
ℓ
d in such a way that λ is associated

with the module X (λ)C induced from the Ŵ|λ1| ×· · ·×Ŵ|λℓ|-module φλ1χℓ ⊗
φλ2χ ⊗ · · · ⊗ φλℓχ

ℓ−1. Here φλp is the irreducible CS|λp|-module associated

with the partition λp and χ p is the one dimensional Ŵ|λp|-module given by the

p-th power of the determinant.

Note that this labeling agrees with [39, sec. 6], [46, sec. 1.5] but it differs

from that of [24, sec. 2.3.4].

3.4 Hecke algebras

3.4.1 Cyclotomic Hecke algebras

Write HR,0 = R. For d � 1, the affine Hecke algebra HR,d is the R-algebra

generated by T1, . . . , Td−1, X±1
1 , . . . , X±1

d subject to the relations

(Ti + 1)(Ti − qR) = 0,

Ti Ti+1Ti = Ti+1Ti Ti+1,

Ti T j = T j Ti if |i − j | > 1,

X i X j = X j X i ,

X i X−1
i = X−1

i X i = 1,

Ti X i Ti = qR X i+1,

X i T j = T j X i if i − j �= 0, 1.
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The cyclotomic Hecke algebra is the quotient H
Q
R,d of HR,d by the two-sided

ideal generated by
∏ℓ

p=1(X1 − Q R,p).

If ℓ = 1, then the R-algebra H
Q
R,d is generated by Ti with i ∈ [1, d). It does

not depend on the choice of the unit Q R,1. In this case we write H+
R,d = H

Q
R,d .

Given s = (s1, . . . , sℓ) as above, we write Hs
R,d = H

Q
R,d . For any d < d ′,

the R-algebra embedding HR,d → HR,d ′ given by Ti �→ Ti , X j �→ X j

for i ∈ [1, d), j ∈ [1, d], induces an embedding Hs
R,d → Hs

R,d ′ . The R-

algebra Hs
R,d ′ is free as a left and as a right Hs

R,d -module. This yields a pair of

exact adjoint functors (Indd ′
d ,Resd ′

d ) between Hs
R,d ′-mod and Hs

R,d -mod . For

d � d ′ there is also an algebra embedding H+
R,d → Hs

R,d ′ given by Ti �→ Ti for

i ∈ [1, d). It yields a pair of exact adjoint functors (Ind
d ′,s
d,+,Res

d ′,s
d,+) between

H+
R,d -mod and Hs

R,d ′-mod.

Now, assume that R = K is a field. Any finite dimensional Hs
K ,d -module M

can be decomposed into (generalized) weight spaces M =
⊕

i∈I d Mi, with

Mi = {v ∈ M; (Xr − ir )
nv = 0, r ∈ [1, d], n ≫ 0}. See [6, sec. 4.1] and the

references there for details. Decomposing the regular module, we get a system

of orthogonal idempotents {1i; i ∈ K d} in Hs
K ,d such that 1i M = Mi for each

finite dimensional module M of Hs
K ,d .

Given α ∈ Q+ of height d, we set 1α =
∑

i∈K α 1i. The nonzero 1α’s are

the primitive central idempotents in Hs
K ,d , i.e., the algebra Hs

K ,α = 1αHs
K ,d is

either zero or a single block of Hs
K ,d [4,30].

3.4.2 Degenerate cyclotomic Hecke algebras

In the same way we can consider the degenerate Hecke algebra HR,d and the

degenerate cyclotomic Hecke algebra H s
R,d introduced in [5]. We assume here

s ∈ Rℓ. The algebra HR,d is generated by elements t1, . . . , td−1, x1, . . . , xd

subject to the relations

t2
i = 1,

ti ti+1ti = ti+1ti ti+1,

ti t j = t j ti if |i − j | > 1,

xi x j = x j xi ,

ti xi+1 = xi ti + 1,

xi t j = t j xi if i − j �= 0, 1.

The degenerate cyclotomic Hecke algebra H s
R,d is the quotient of HR,d by the

two-sided ideal generated by the element
∏ℓ

p=1(x1 − sR,p).
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The representation theory of H s
R,d is very similar to that of Hs

R,d . For

instance, if R = K is a field then the primitive central idempotents in H s
K ,d are

again labeled by the elements α ∈ Q+ of height d, which permits us to define

H s
K ,α = 1α H s

K ,d as above. For any subset I ⊂ K we set H s
I =

⊕
α∈Q+

I
H s

K ,α,

H s
I,d = H s

I ∩ H s
K ,d . See e.g. [6, sec. 3] for more details.

3.4.3 Representations

We will use the following properties of H s
R,d and Hs

R,d :

• the R-algebras Hs
R,d and H s

R,d are both symmetric by [34], [5, app. A],

• the K -algebra Hs
K ,d is split semi-simple if and only if

d∏

i=1

(1 + qK + · · · + q i−1
K )

∏

u<v

∏

−d<r<d

(qr
K QK ,u − QK ,v) �= 0. (3.1)

Now, set ζ = exp(2
√

−1π/ℓ). If qK = 1 and QK ,p = ζ p−1, then Hs
K ,d

is the algebra KŴd of the group Ŵd . Therefore, if Hs
K ,d is semi-simple, then

the set Irr(Hs
K ,d) is canonically identified with Irr(KŴd) by Tits’ deformation

Theorem. For each λ ∈ P
ℓ
d , one can define a Specht module S(λ)

s,q
R of Hs

R,d

as in Sect. 2.4.3, using the dominance order � on P
ℓ
d , cf Sect. 3.5 below. It

is free over R, and specializes to X (λ)C as qR �→ 1 and Q R,p �→ ζ p−1. The

Specht modules S(λ)s
R of H s

R,d with λ ∈ P
ℓ
d are defined similarly.

Now, assume that R is an analytic deformation ring in the sense of Sect. 5.1

below. Set I =
⋃ℓ

p=1 q
sp+Z

R and I =
⋃ℓ

p=1(sp + Z). The multiplication by

qR and the shift by 1 equips the sets I , I with structures of quivers I (q), I1

as explained in Sect. 3.1.

Proposition 3.1 Assume that R is a local ring.

(a) The blocks Hs
R,α of Hs

R,d (resp. the blocks H s
R,α of H s

R,d) are labeled by

the elements α ∈ Q+
I

(resp. α ∈ Q+
I ) of height d. We have kHs

R,α = Hs
k,α

and kH s
R,α = H s

k,α for each α.

(b) Assume that the map exp(−2π
√

−1 •/κ) yields an isomorphism of quivers

β : I1 → I (q). Given an element α ∈ Q+
I , let α denote also its image in

Q+
I
. Then, we have an R-algebra isomorphism αR : Hs

R,α

∼→ H s
R,α such

that αR(S(λ)s
R) ≃ S(λ)

s,q
R for each λ.

Proof Part (a) is obvious, because the primitive central idempotents of Hs
k,d ,

H s
k,d lift to Hs

R,d , H s
R,d since R is henselian.

More precisely, given α in Q+
Ik

or in Q+
Ik

, to lift the idempotent 1α in Hs
k,d ,

H s
k,d into an idempotent in Hs

R,d , H s
R,d , we first consider the idempotent in

123



R. Rouquier et al.

Hs
K ,d , H s

K ,d given by the sum of all 1i’s, with i in I d = I
d
R or in I d = I d

R,

such that the residue class of i in kd is a summand of α. Note that, although

there may be an infinite number of such tuples i, this sum contains only a finite

number of non zero terms. A standard computation in linear algebra implies

that it belongs indeed to Hs
R,d , H s

R,d , yielding an idempotent which specializes

to 1α .

Now, we concentrate on part (b). Note that [6, sec. 3.5, 4.5], [40, §3.2.6]

yield a K -algebra isomorphism αK : Hs
K ,α

∼→H s
K ,α . We will prove that the

isomorphism αK in [40] (which differs from the one in [6]) restricts to an

isomorphism αR : Hs
R,α

∼→H s
R,α .

We have the following formulae

α−1
K (1i) = 1j where j = β(i),

α−1
K (xr 1i) = ( j−1

r Xr − 1 + ir )1j,

α−1
K ((tr + 1)1i) = (Tr + 1)

Xr − Xr+1 − jr

Xr − q Xr+1

1j if ir = ir+1,

α−1
K ((tr + 1)1i) = (Tr + 1)

Xr − Xr+1

Xr − q Xr+1 + jr
1j if ir = ir+1 + 1,

α−1
K ((tr +1)1i)=(Tr + 1)

α−1
K (xr ) − α−1

K (xr+1) − 1

Xr − q Xr+1

Xr − Xr+1

α−1
K (xr ) − α−1

K (xr+1)
1j else.

Let P ⊂ Hs
R,d and P ⊂ H s

R,d be the R-subalgebras generated by the Xr ’s

and the xr ’s respectively. We may assume that R is in general position. Then,

the K -algebras Hs
K ,d , H s

K ,d are semi-simple, and the same is true for K P

and K P . Therefore, we have xr 1i = ir 1i and Xr 1j = jr 1j = β(ir )1j =
exp(−2π

√
−1α−1

K (xr ))1j. We deduce that α−1
K (P) = P.

Now, we have

α−1
K (xr ) − α−1

K (xr+1) − 1

Xr − q Xr+1

= q−1 X−1
r+1

α−1
K (xr ) − α−1

K (xr+1) − 1

exp(−2π
√

−1 (α−1
K (xr ) − α−1

K (xr+1) − 1)/κ) − 1
,

Xr − Xr+1

α−1
K (xr ) − α−1

K (xr+1)

= Xr+1

exp(−2π
√

−1 (α−1
K (xr ) − α−1

K (xr+1))/κ) − 1

α−1
K (xr ) − α−1

K (xr+1)
.

Therefore, both expressions are units in P. Hence αK restricts to an isomor-

phism αR : Hs
R,α

∼→H s
R,α .

123



Categorifications and cyclotomic rational double affine…

The isomorphism αR(S(λ)s
R) ≃ S(λ)

s,q
R follows from the unicity of Specht

modules. ⊓⊔

3.5 Cyclotomic q-Schur algebras

For each λ ∈ P
ℓ
d , we consider the elements wλ =

∑
w∈Sλ

Tw and

xλ =
∏ℓ

p=1

∏ap

i=1(X i − Q R,p) where ap = |λ1| + · · · + |λp−1| and Sλ

is the parabolic subgroup of Sd associated with λ. The R-algebra Ss
R,d =

EndHs
R,d

( ⊕
λ wλxλHs

R,d

)
is called the cyclotomic q-Schur algebra [13].

The category Ss
R,d -mod is a highest weight category whose standard objects

are the Weyl modules W (λ)
s,q
R labeled by multipartitions λ ∈ P

ℓ
d . The highest

weight order is given by the dominance order � on P
ℓ
d . The algebra Ss

R,d is

Ringel self-dual, see [37, prop. 4.3, cor. 7.3].

There is a double centralizer property for Ss
R,d and Hs

R,d which produces a

highest weight cover �s
R,d : Ss

R,d -mod → Hs
R,d -mod, called the cyclotomic

q-Schur functor [36, sec. 5], [39]. The Specht module S(λ)
s,q
R is the image of

W (λ)
s,q
R under this functor. If R = K is a field, then the K -algebra Ss

K ,d is

semi-simple if and only if condition (3.1) holds.

Using H s
R,d instead of Hs

R,d , we define the degenerate cyclotomic q-Schur

algebra Ss
R,d and the cyclotomic q-Schur functor �s

R,d : Ss
R,d -mod →

H s
R,d -mod in a similar way. See [2,5] for details. All the results on Ss

R,d

recalled above have direct analogues for Ss
R,d , see e.g., [24, sec. 6.6]. In par-

ticular, the Specht module S(λ)s
R is the image of the Weyl module W (λ)s

R by

the q-Schur functor.

3.6 Categorical actions on abelian categories

Let C be an abelian R-category.

Definition 3.2 A pre-categorification (or pre-categorical action) on C is a

tuple (E, F, X, T ) where (E , F) is an adjoint pair of exact functors C → C

and X ∈ End(E), T ∈ End(E2) are endomorphisms of functors such that

• for each d ∈ N, there is an R-algebra homomorphism φEd : HR,d →
End(Ed) given by Xk �→ Ed−k X Ek−1, Tl �→ Ed−l−1T E l−1 for k ∈
[1, d], l ∈ [1, d),

• the functor E is isomorphic to a right adjoint of F .

Remark 3.3 Given a pair of adjoint functors (E, F), the adjunction yields

a canonical R-algebra isomorphism End(Fd) = End(Ed)op for each d ∈
N, see e.g., [9, sec. 4.1.2]. Under this isomorphism, the morphisms X, T

yield morphisms X ∈ End(F), T ∈ End(F2) which induces an R-algebra

homomorphism φFd : HR,d → End(Fd)op.
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Now, assume that R = K is a field and that C is Hom-finite. Let I = I (q).

Definition 3.4 [9,40] An slI -categorification (or categorical action) on C is

the datum of a pre-categorification (E, F, X, T ) and a decomposition C =⊕
λ∈X Cλ. For i ∈ I let Fi , Ei be the generalized i-eigenspaces of X acting

on F, E respectively. We assume in addition that

• we have F =
⊕

i∈I
Fi and E =

⊕
i∈I

Ei ,

• the action of Ei , Fi , i ∈ I on [C ] gives an integrable representation of

slI ,

• we have Ei (Cλ) ⊂ Cλ+αi
and Fi (Cλ) ⊂ Cλ−αi

.

Remark 3.5 The constructions above have a degenerate analogue. Given I ⊂
R and slI as above, the definition of a pre-categorification and of an slI -

categorification is the same, with HR,d replaced by HR,d and slI by slI . In

particular, for each d ∈ N there is an R-algebra homomorphismφEd : HR,d →
End(Ed) given by Xk �→ Ed−k X Ek−1, Tl �→ Ed−l−1T E l−1.

Example 3.6 Let R = K be a field which is an analytic algebra, see Sect. 5.1.

Let s be as in Sect. 3.3, and 	 = 	s =
∑ℓ

p=1 	Q p . Let Hs
I ,d =

⊕
α Hs

K ,α ,

where α runs over elements of Q+
I

of height d.

The abelian K -category L (	)I =
⊕

d∈N
Hs

I ,d -mod decomposes as

L (	)I =
⊕

α∈Q+
I

L (	)I ,	−α with L (	)I ,	−α = Hs
K ,α-mod.

The endofunctors E =
⊕

d∈N
Resd+1

d and F =
⊕

d∈N
Indd+1

d of L (	)I
are exact and biadjoint. The right multiplication on Hs

I ,d+1 by Xd+1 yields

an endomorphism of the functor Indd+1
d , denoted again by Xd+1. The right

multiplication by Td+1 yields an endomorphism of Indd+2
d . We define X ∈

End(F) and T ∈ End(F2) by X =
⊕

d∈N
Xd+1 and T =

⊕
d∈N

Td+1.

The tuple (E, F, X, T ) and the decomposition above give an slI -

categorification of L(	) (the simple slI -module with highest weight 	) on

L (	)I , called the minimal slI -categorification of highest weight 	.

In the degenerate case, the induction and restriction functors give an abelian

slI -categorification of L(	) on L (	)I =
⊕

d∈N
H s

I,d -mod, called again the

minimal slI -categorification of highest weight 	.

4 The category O

Fix integers ℓ, N � 1 and fix a composition ν ∈ C
ℓ
N ,+.

4.1 Deformation rings

A deformation ring is a regular commutative noetherian C-algebra R with 1

equipped with a C-algebra homomorphism C[C× × Cℓ] → R. Let κR, τR,p

123



Categorifications and cyclotomic rational double affine…

be the images in R of the standard coordinates z, z1, . . . , zℓ on C× and Cℓ. Set

τR = (τR,1, . . . , τR,ℓ). Define sR,1, . . . , sR,ℓ ∈ R by sR,p = νp + τR,p. We

may abbreviate sp = sR,p, κ = κR and τp = τR,p. For any S-pointχ : R → S

we write κS = χ(κR) and τS,p = χ(τR,p).

A local deformation ring is a deformation ring R which is a local ring such

that the residue class τk,p of τR,p is 0 for each p. We will denote by −e the

residue class κk of κR . We will always assume that e is a positive integer.

Remark 4.1 Let R be a deformation ring. Then, for each p ∈ P, the local ring

Rp is regarded as a deformation ring with deformation parameters κRp , τRp . It

may not be a local deformation ring, since we may have τR,p /∈ p.

We will say that the deformation ring R is in general position if the elements

in {τR,u − τR,v + a κR + b, κR − c; a, b ∈ Z, c ∈ Q, u �= v} are pairwise

coprime.

Example 4.2 Given a tuple ζ = (ζ1, . . . , ζℓ) in Cℓ, we have the deformation

ring C[C× × Cℓ] → R = C[τ, κ, κ−1] such that z �→ κ and z p �→ ζp τ . It is

in general position if ζ is generic.

4.2 Lie algebras

Let R be a deformation ring.

Set gR = glR,N . Let U (gR) be the enveloping algebra (over R) of gR . Let

tR ⊂ bR ⊂ gR be the diagonal torus and the Borel Lie subalgebra of upper

triangular matrices. Let pR,ν ⊂ gR be the parabolic subalgebra spanned by bR

and the Levi subalgebra mR,ν = glR,ν1
⊕ · · · ⊕ glR,νℓ

.

Let ei, j ∈ gR be the (i, j)-matrix unit, and set ei = ei,i . Let (ǫi ) be the

basis of t∗R dual to (ei ). It identifies t∗R with RN . In a similar way we identify

tR = RN .

Let �, �+ be the sets of roots of gR and bR . We say that ν is regular if

mR,ν = tR . Let �ν be the set of roots of mR,ν . Set �+
ν = �+ ∩ �ν .

The dot action of the Weyl group W on t∗R is given by w•λ = w(λ+ρ)−ρ,

where ρ = (0,−1, . . . , 1 − N ). Two weights are linked if they belong to the

same orbit of the •-action.

Consider the partition [1, N ] = J ν
1 ⊔ J ν

2 ⊔ · · · ⊔ J ν
ℓ given by i p = 1 + ν1 +

· · · + νp−1, jp = i p+1 − 1 and J ν
p = [i p, jp] For each k ∈ J ν

p we define

pk = p. Set det p =
∑

i∈J ν
p
ǫi and det =

∑ℓ
p=1 det p.

The weights in the subset P = ZN of PR = RN are called integral weights.

Given a subset S ⊂ R, we write Sν = {λ ∈ SN ; λi − λi+1 ∈ N, ∀i �=
j1, j2, . . . , jℓ}. We call Pν

R = Rν the set of the ν-dominant weights in PR .
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An ℓ-partition λ ∈ Pν can be viewed as an element in Nν by adding zeroes

to the right of each partition λp such that l(λp) � νp, i.e., we identify the ℓ-

partition λ = (λ1, λ2, . . . , λℓ) with the N -tuple (λ10ν1−l(λ1) · · · λℓ0νℓ−l(λℓ)).

Similarly, we can view the tuple τR ∈ Rℓ as a weight in PR by identifying

it with τR =
∑

p τR,p det p. To simplify we may abbreviate τ = τR .

Set ρν = (ν1, ν1 − 1, . . . , 1, . . . , νℓ, νℓ − 1, . . . , 1). So, we have ρν + τ =
(s1, s1 − 1, . . . , τR,1 + 1, s2, s2 − 1, . . . , τR,2 + 1, . . . , τR,ℓ + 1). We identify

the set of ℓ-partitions Pν with a subset of Pν
R via the injective map

̟ : P
ν → Pν + τ, λ �→ λ + ρν + τ − ρ. (4.1)

The Casimir elements are ω =
∑N

i, j=1 ei j ⊗ e j i and cas =
∑N

i, j=1 ei j e j i .

We may write ωN = ω, casN = cas to avoid confusions.

4.3 Definition of the category O

A tR-module M is called a weight tR-module if it is a direct sum of its weight

submodules Mλ = {m ∈ M; xm = λ(x)m, x ∈ tR} as λ runs over PR . Let

O
ν
R be the R-category of finitely generated U (gR)-modules which are weight

tR-modules and such that the action of U (pR,ν) is locally finite over R.

For λ ∈ Pν
R, we consider the U (mR,ν)-module V (λ)R,ν = V (λ′)C,ν ⊗

Rλ−λ′, where λ′ ∈ Pν is such that λ − λ′ is a character of mR,ν , Rλ−λ′ is R,

equipped with the representation of mR,ν given by this character, and V (λ′)C,ν

is the finite-dimensional simple mν-module with highest weight λ′. We view

V (λ)R,ν as a pR,ν-module and define the parabolic Verma module M(λ)R,ν =
U (gR) ⊗U (pR,ν) V (λ)R,ν . If ν is regular, we abbreviate M(λ)R = M(λ)R,ν .

For λ ∈ Pν
K , let L(λ)K be the unique simple quotient of M(λ)K ,ν .

Let O
ν
R,τ be the full subcategory of O

ν
R consisting of the modules whose

weights belong to P +τ . Note that M(λ)R,ν ∈ O
ν
R,τ if and only if λ ∈ Pν +τ,

and that O
ν
K ,τ is the Serre subcategory of O

ν
K generated by all the simple

modules L(λ)K withλ ∈ Pν+τ . Forλ ∈ Pν we set�(λ)R,τ = M(̟(λ))R,ν .

If R = C or if τ = 0 we drop the subscripts R or τ from the notation.

4.4 Definition of the category A

Let R be a deformation ring. Assume that R is either a field or a local ring.

The category O
ν
R,τ is a highest weight R-category with �(Oν

R,τ ) =
{M(λ)R,ν; λ ∈ Pν + τ }. If R is a local ring with residue field k, the spe-

cialization at k identifies the poset �(Oν
R,τ ) with �(Oν

k,τ ).

The partial order is given by the BGG-ordering on Pν
R , which is the smallest

partial order such that λ � λ′ if [M(λ′)k,ν : L(λ)k] �= 0. It is equivalent to
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the linkage ordering on Pν
R , which is the transitive and reflexive closure of

the relation such that λ is smaller than λ′ if and only if there are β ∈ �(λ′),
w ∈ Wν such that β /∈ �ν and λ = wsβ • λ′ ∈ λ′ − N�+ modulo m P̂R . We

will use the orderings interchangeably in the rest of the text.

Definition-Proposition 4.3 Assume that τk,u − τk,v /∈ N× for each u < v.

There are unique highest weight R-subcategories Aν
R,τ , Aν

R,τ {d} of O
ν
R,τ with

�(Aν
R,τ ) = {�(λ)R,τ ; λ ∈ Pν} and �(Aν

R,τ {d}) = {�(λ)R,τ ; λ ∈ P
ν
d }.

Proof It is enough to assume that R = K is a field and to prove that �(Aν
K ,τ )

is an ideal of the poset �(Oν
K ,τ ). To do so, we must check that if λ ∈ Pν ,

μ ∈ Pν + τ and β ∈ � \ �ν, w ∈ Wν are such that μ = wsβ • ̟(λ) and

̟(λ) − μ ∈ N�+, then we have μ ∈ ̟(Pν). Write β = αk,l with k < l

and k = iu + x � ju , l = iv + y � jv . For each a, b ∈ K we write a > b if

and only if a − b ∈ N×. Then, we have u < v and

λk + sK ,u − x > λl + sK ,v − y, (4.2)

where λ is viewed as a N -tuple (λ1, λ2, . . . , λN ). We have

{(μ + ρ)a; iu � a � ju} = {λa + sK ,u − (a − iu); iu � a � ju, a �= k}
∪{λl + sK ,v − y},

{(μ + ρ)b; iv � b � jv} = {λb + sK ,v − (b − iv); iv � b � jv, b �= l}
∪{λk + sK ,u − x}.

To prove that μ ∈ ̟(Pν), we must check that

min{(μ + ρ)a; iu � a � ju} � τK ,u + 1,

min{(μ + ρ)b; iv � b � jv} � τK ,v + 1.

By (4.2) and the assumption in the lemma, we have τK ,v − τK ,u ∈ N. Hence,

the first inequality is true, because for any λ ∈ Pν, iu � a � ju, we have

λa + sK ,u − (a − iu) � τK ,u + 1, and λl + sK ,v − y � τK ,v + 1 � τK ,u + 1.

Now, to prove the second one, observe that by (4.2) we have

min{(μ + ρ)b; iv �b � jv}�min{λb + sK ,v−(b−iv); iv � b � jv}�τK ,v+1.

⊓⊔

4.5 The categorical action on O

Let VR be the natural representation of gR on RN . Let V ∗
R = HomR(VR, R)

be the dual representation. We have a pre-categorical action (e, f, X, T ) on

O
ν
R,τ such that
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e(M) = M ⊗R V ∗
R, f (M) = M ⊗R VR,

X M ∈ End( f (M)) is the left multiplication by the Casimir element ω, and

TM ∈ End( f 2(M)) is the left multiplication by 1 ⊗ ω, see e.g. [5, sec. 3.4].

Now, assume that R = K is a field. Set I = {τK ,1, . . . , τK ,ℓ} + Z.

For each μ ∈ Pν +τ, we write wt(μ) =
∑N

k=1 ε〈μ+ρ,ǫk〉. We have wt(μ) ∈
X I if and only if 〈μ, ǫk〉 ∈ I for all k. Note that wt(μ) =

∑
i∈I (mi (μ) −

mi+1(μ))	i , where mi (μ) = ♯{k ∈ [1, N ]; 〈μ + ρ; ǫk〉 = i}.
For each λ ∈ X I , let O

ν
K ,τ,λ ⊂ O

ν
K ,τ be the Serre subcategory generated by

the modules L(μ)K such thatμ ∈ Pν+τ and wt(μ) = λ. The linkage principle

yields the decomposition O
ν
K ,τ =

⊕
λ∈X I

O
ν
K ,τ,λ. This decomposition yields

an slI -categorical action on O
ν
K ,τ .

Let VI be the natural representation of slI . It is a representation with the

basis {vi ; i ∈ I }. We have the following formulas, see, e.g. [5, lem. 4.3].

Proposition 4.4 For λ,μ ∈ Pν
K we write λ

i→ μ if μ + ρ is obtained from

λ + ρ by replacing an entry equal to i by i + 1.

(a) fi (M(λ)K ,ν) has a �-filtration with sections of the form M(μ)K ,ν, one

for each μ such that λ
i→ μ,

(b) ei (M(λ)K ,ν) has a �-filtration with sections of the form M(μ)K ,ν, one

for each μ such that μ
i→ λ,

(c) the elements [L(μ)K ], [M(μ)K ,ν] in [Oν
K ,τ ] are homogeneous of weight

wt(μ),

(d) as an slI -module, we have [Oν
K ,τ ] =

⊗ℓ
p=1

∧ν
(VI ).

4.6 Definition of the functor �

Recall that R is a deformation ring which is either a field or a local ring.

Let h : Aν
R,τ → O

ν
R,τ be the canonical embedding. Its left adjoint is h∗.

Consider the endofunctors E, F of Aν
R,τ given by E = h∗eh and F = h∗ f h.

Since f preserves the subcategory Aν
R,τ , we have F = f |Aν

R,τ
. So F is exact

and (E, F) is an adjoint pair. Further, the endomorphisms X, T of f, f 2 yield

endomorphisms of F, F2.

Next, consider the module TR,d = T ν
R,τ {d} = f d(�(∅)R,τ ) in Aν

R,τ {d}. The

algebra homomorphism φ f d factors through an R-algebra homomorphism [5,

lem. 3.4]

ϕs
R,d : H s

R,d → EndAν
R,τ

(TR,d)
op = EndO

ν
R,τ

(TR,d)
op.

Composing HomAν
R,τ

(TR,d , •) with the pullback by ϕs
R,d we get a functor

�s
R,d : Aν

R,τ → H s
R,d -mod .
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Remark 4.5 To avoid confusions we may write Aν
R,τ (N ) = Aν

R,τ , TR,d(N ) =
TR,d .

Remark 4.6 For each p ∈ P, the pre-categorification (e, f, X, T ) on O
ν
R,τ

yields a pre-categorification on O
ν
Rp,τ

and O
ν
kp,τ

by base-change. It yields also

a tuple (E, F, X, T ) on Aν
Rp,τ

and Aν
kp,τ

as above. In particular, this yields

a module TRp,d in Aν
Rp,τ

, an Rp-algebra homomorphism ϕs
Rp,d

: H s
Rp,d

→
EndAν

Rp,τ
(TRp,d)

op, and a functor �s
Rp,d

: Aν
Rp,τ

{d} → H s
Rp,d

-mod.

Now, assume that R = K is a field and recall the following.

Proposition 4.7 [5] Let τK ,u − τK ,v /∈ Z× all u, v.

(a) Assume that νp � d for all p. Then, the map ϕs
K ,d is a K -algebra isomor-

phism H s
K ,d → EndAν

K ,τ
(TK ,d)

op.

(b) Assume that ν is either dominant or anti-dominant. Then, the category

Aν
K ,τ is a sum of blocks of O

ν
K ,τ , the functors E, F are biadjoint, the

module TK ,d is projective in Aν
K ,τ and a simple module of Aν

K ,τ is a

submodule of a parabolic Verma module if and only if it lies in the top of

TK ,d .

(c) Assume that τK ,u − τK ,v �= 0 for all u �= v and that νp � d for all p.

Then, the category Aν
K ,τ is split semi-simple. Assume further that ν is either

dominant or anti-dominant. Then �s
K ,d is an equivalence of K -categories

which maps �(λ)K ,τ to S(λ)s
K .

Proof For ν dominant, part (a) is proved in [5, thm. 5.13, cor. 6.7]. For non-

dominant ν, a proof is given in [4, lem. 5.5] using [5]. It can also be proved

using [40, lem. 5.4].

Part (b) is proved in [5]. For instance, the bi-adjointness of E, F is obvi-

ous because Aν
K ,τ is a sum of blocks of O

ν
K ,τ , and to prove the third claim

one checks first that TK ,0 is projective and then that the functor F preserves

projective modules. The last claim of (b) is proved in [5, thm. 4.8].

The first statement of (c) follows from the linkage principle. By [5, lem. 4.2],

the module TK ,d is a projective generator in this case. Therefore, the functor

�s
K ,d is an equivalence of K -categories. It maps �(λ)K ,τ to S(λ)s

K by [5,

thm. 6.12]. ⊓⊔

Remark 4.8 Assume that νp � d and τK ,u − τK ,v /∈ Z× for each p, u, v.

Then, the tuple (E, F, X, T ) define a pre-categorical action on Aν
K ,τ .

4.7 The category A with ℓ = 2

If τK ,u − τK ,v ∈ Z<0 for some u < v, then the category Aν
K ,τ is well defined

but it may not be a sum of blocks of O
ν
K ,τ . In this section we generalize
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Proposition 4.7 in order to allow integral deformation parameters. To simplify,

we’ll assume that ℓ = 2. This is enough for our purpose. Similar results can

be obtain for arbitrary ℓ. Note that, for ℓ = 2, the composition ν is always

either dominant or anti-dominant.

The aim of this section is to prove the following.

Proposition 4.9 Assume that ℓ = 2, ν1, ν2 � d and τK ,1 − τK ,2 /∈ N×. Put

s = ν + τ . Then, the following hold

(a) ϕs
K ,d is an isomorphism H s

K ,d → EndAν
K ,τ

(TK ,d)
op,

(b) TK ,d is projective in Aν
K ,τ ,

(c) a simple module of Aν
K ,τ is a submodule of a parabolic Verma module if

and only if it lies in the top of TK ,d .

In order to prove this, we first prove the following.

Proposition 4.10 Assume that ℓ = 2, ν1, ν2 � d and τK ,1 − τK ,2 ∈ Z<0.

Set ν′ = (ν′
1, ν

′
2) and τ ′

K = (τ ′
K ,1, τ

′
K ,2) with ν′ = ν + (0, 1), τ ′

K = τK −
(0, 1). Put s = ν + τ and s′ = ν′ + τ ′. Then, we have s = s′ and there

is an equivalence of highest weight categories Aν
K ,τ {d} ≃ Aν′

K ,τ ′{d} which

intertwines the morphisms ϕs
K ,d , ϕ

s′
K ,d and the functors �s

K ,d ,�
s′
K ,d .

Proof The proof is rather long and consists of several steps.

Write g = glK ,N , g′ = glK ,N+1 and eN+1 = diag(0, . . . , 0, 1). Set also

n =
⊕N

i=1 K eN+1,i and u =
⊕N+1

i=1 K ei,N+1.

Fix ̹ ∈ K . Let g-Mod be the category of all g-modules. We define the

functors

R : g′-Mod → g-Mod, M �→ KerM(eN+1 − ̹)

I : g-Mod → g′-Mod, M �→ U (g′) ⊗U (p) (M ⊗K K̹)

where p = pK ,N ,1 is the standard parabolic of type (N , 1) and K̹ is the

obvious glK ,1-module. Let m = mK ,N ,1 be the Levi subalgebra of p.

Let C�̹ ⊂ g′-Mod be the full subcategory of modules for which eN+1 is

semi-simple with weights in ̹+N. The functor R restricts to an exact functor

C�̹ → g-Mod, and since U (g′) = K [n] ⊗K U (p), the functor I takes values

in C�̹ .

Lemma 4.11 The functor I : g-Mod → C�̹ is exact, fully faithful, and is

left adjoint to R : C�̹ → g-Mod.

Proof Let us first prove the adjointness. Given M ∈ g-Mod, L ∈ g′-Mod,

we have Homg′(I(M), L) ≃ Homg(M,Homn̄(K̹, L)). If L ∈ C�̹ , then

we have Homn̄(K̹, L) = HomK eN+1
(K̹, L). We deduce that there is an

isomorphism Homg′(I(M), L) ≃ Homg(M,R(L)). So I is left adjoint to R.
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Now, let us prove the fully faithfulness of I. We have U (g′) ⊗U (u) K =
K [n]⊗K U (g) as (m, g)-bimodules. The left m-action comes from the adjoint

action of K eN+1 on n and the diagonal adjoint action of g. The right g-action

is the opposite of the adjoint action of g on itself. We have I(M) ≃ K [n] ⊗K

(M ⊗K K̹) as an m-module. We deduce that the unit 1 → RI is invertible.

⊓⊔

Lemma 4.12 Let A,A′ be two abelian artinian categories, and I : A → A′

a fully faithful functor with an exact right adjoint R. Then, the following hold

(a) the full subcategory Im(I) of A′ is extension closed,

(b) if R induces an isomorphism [A] → [A′] then R, I are inverse equiva-

lences of categories.

Proof The functor I is a right exact, hence IR is also right exact. Given an

exact sequence 0 → I(M) → L → I(M ′) → 0 in A′ with M, M ′ ∈ A, we

obtain a commutative diagram whose rows are exact sequences

0 �� I(M) �� L �� I(M ′) �� 0

IRI(M) ��

��

IR(L) ��

��

IRI(M ′) ��

��

0.

The vertical maps are given by the counit IR → 1. Since I is fully faithful,

the unit 1 → RI is an isomorphism. Thus, the left and right vertical maps

are invertible. It follows that the two sequences are actually isomorphic, hence

Im(I) is extension-closed. This proves part (a).

To prove (b), since 1 ≃ RI, it is enough to check that the counit is an

isomorphism IR → 1. Since R is exact and since RIR
∼→R by adjunction,

for each M ∈ A the kernel and the cokernel of IR(M)
∼→M are killed by R.

Hence their classes in the Grothendieck groups are 0. Hence they are both 0.

⊓⊔

Corollary 4.13 The full subcategory Im(I) of C�̹ is extension-closed and

I,R induce inverse equivalences g-Mod ≃ Im(I).

Let t, t′ be the Cartan subalgebras of g, g′. Set PK = t∗, P ′
K = (t′)∗.

We abbreviate O = OK (N ) and O ′ = OK (N + 1). Given λ ∈ PK , let

M(λ) = M(λ)K be the corresponding Verma module in O . For λ′ ∈ P ′
K , we

define M(λ′) ∈ O ′ similarly.

We have I(M(λ)) ≃ M(λ′), where λ′ = λ + ̹ǫN+1. Thus, we have

RM(λ′) ≃ RI(M(λ)) ≃ M(λ). We deduce that I, R are inverse equiva-

lences between the category of �-filtered g-modules in O and the category of

g′-modules which are extensions of objects M(λ′) with λ′ ∈ PK + ̹ǫN+1.
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Now, fix d, ν, ν′, τK , τ ′
K as in Proposition 4.10. Put ̹ = τ2,K + N . We

abbreviate Oν = O
ν
K (N ) and Oν′ = O

ν′
K (N + 1). Write also A = Aν

K ,τ (N )

and A′ = Aν′
K ,τ ′(N + 1). Let ̟ , ̟ ′ be the maps (4.1) associated with the

parabolic categories Oν , Oν′
. For λ ∈ Pν

K , λ′ ∈ Pν′
K let M(λ)ν , M(λ′)ν′ be the

parabolic Verma modules M(λ)K ,ν , M(λ′)K ,ν′ in Oν , Oν′
.

Consider the sets of weights E(d) = {̟(λ); λ ∈ P2
d } and E ′(d) =

{̟ ′(λ); λ ∈ P2
d } in Pν

K , Pν′
K respectively. Since ν1, ν2 � d, we have an

isomorphism of posets E(d) → E ′(d) such that λ �→ λ′ = λ + ̹ǫN+1.

Let Q : O → Oν be the functor sending a module to its largest quotient

in Oν . This is the left adjoint to the inclusion functor Oν → O . We define

Q′ : O ′ → Oν′
in the same way.

Lemma 4.14 The functors Q′I,R induce inverse equivalences of highest cat-

egories A{d} ≃ A′{d}.

Proof Let λ ∈ Pν
K and λ′ = λ + ̹ǫN+1. Assume λ′ ∈ Pν′

K . Let {αi ; i ∈ Iν}
be the set of simple roots in �+

ν . There is an exact sequence

⊕

i∈Iν′

M(si • λ′) → M(λ′) → M(λ′)ν′ → 0.

We have si • λ/∈Pν
K for i ∈ Iν , hence QM(si • λ) = 0. So, for i �= n we have

QRM(si • λ′) ≃ QRM(si • λ+̹ǫN+1) ≃ QRIM(si • λ) ≃ QM(si • λ)=0.

On the other hand, we have RM(sN •λ′) = 0 because M(sN •λ′) ∈ C>̹ . Since

QR is right exact, this yields an isomorphism QRM(λ′)ν′ ≃ QRM(λ′). Note

that R restricts to a functor Oν′ ∩ C�̹ → Oν . We deduce that

RM(λ′)ν′ ≃ QRM(λ′)ν′ ≃ QRM(λ′) ≃ QM(λ) ≃ M(λ)ν .

Thus, R restricts to an exact functor A′{d}� → A{d}�. Since A′{d}� contains

a progenerator for A′{d}, R is right exact and A{d} is preserved under taking

quotients, we deduce that R restricts to an exact functor A′{d} → A{d}. For

a future use, note also that R yields an isomorphism [A′{d}] → [A{d}].
Let S be the endofunctor of O ′ sending a module to the quotient by its largest

submodule on which eN+1 doesn’t have the eigenvalue ̹. Let us consider the

functor SI on O . It is right exact and takes values in C�̹ . For N ∈ O , the mod-

ule SI(N ) is the quotient of I(N ) by its largest submodule contained in C>̹ .

Since R is exact and vanishes on C>̹ , we deduce that 1 ≃ RI ≃ RSI on O .

Next, for λ ∈ E(d) the counit IR → 1 yields a map IM(λ)ν → M(λ′)ν′

which is obviously surjective. Let M be its kernel. Applying the exact functor

R to the exact sequence 0 → M → IM(λ)ν → M(λ′)ν′ → 0 yields the
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exact sequence 0 → R(M) → M(λ)ν → M(λ)ν → 0. We deduce that

R(M) = 0. Since M ∈ C�̹ , this implies that M ∈ C>̹ . Thus, applying the

right exact functor S to the exact sequence above yields the isomorphism

SIM(λ)ν ≃ SM(λ′)ν′ . Now, the constituents of M(λ′)ν′ have a highest

weight of the form μ′ for some μ ∈ t∗, because M(λ′)ν′ ∈ A′{d}. Hence, the

only submodule of M(λ′)ν′ contained in C>̹ is 0. So SM(λ′)ν′ ≃ M(λ′)ν′ ,

hence SIM(λ)ν ≃ M(λ′)ν′ .

Now, consider an exact sequence 0 → M1 → M → M2 → 0 in

A{d}�. Since SI is right exact, we have an exact sequence SI(M1) →
SI(M) → SI(M2) → 0. By induction on the length of a�-filtration, we have

SI(M1),SI(M2) ∈ A′{d}. Thus, the image of the map SI(M1) → SI(M)

lies in A′{d}, hence SI(M) ∈ A′{d}. We deduce that SI(A{d}�) ⊂ A′{d}.
Since A{d}� contains a progenerator for A{d}, SI is right exact and A′{d}
is preserved under taking quotients, we deduce that SI restricts to a functor

A{d} → A′{d}.
Finally, let us consider the functor Q′I. Since R takes Oν′ ∩ C�̹ to Oν ,

the functor Q′I : Oν → Oν′ ∩ C�̹ is left adjoint to R. So Q′I is right exact

and we have an exact sequence

⊕

i∈Iν

M(si • λ) → M(λ) → M(λ)ν → 0.

Since si •λ′ /∈Pν′
K for i ∈ Iν , we have Q′M(si •λ′) = 0, hence Q′IM(si •λ) ≃

Q′M(si • λ′) = 0. We deduce that

Q′IM(λ)ν ≃ Q′IM(λ) ≃ Q′M(λ′) ≃ M(λ′)ν′ .

Therefore, since Q′I is right exact and Q′IM(λ)ν ≃ M(λ′)ν′ , the same argu-

ment as for SI, see above, implies that Q′I restricts to a functor A{d} → A′{d}
which is left adjoint to R.

Next, we compare the functors Q′I, SI on A{d}. For each N ∈ A{d} we

write SI(N ) = I(N )/L and Q′I(N ) = I(N )/M . Since d < ν′
2 = ν2 + 1

and Q′I(N ) ∈ A′{d}, the constituents of Q′I(N ) are in C�̹ \ C>̹ . Hence,

the constituents of I (N ) which are in C>̹ are contained in M . Since L ∈ C>̹ ,

we deduce that L ⊂ M . Thus we have an epimorphism SI → Q′I on A{d}.
Hence, since R is exact, the isomorphism 1 → RSI and the unit 1 → RQ′I
yield a commutative triangle

1
∼ ��

		��
��

��
��

� RSI

����
RQ′I,
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from which we deduce that the unit is surjective. Now, by adjunction, com-

posing the unit and counit gives the identity R → RQ′IR → R. Hence the

unit is injective, hence is an isomorphism, on Im(R). But, since 1 ≃ RSI, the

functor R : A′{d} → A{d} is essentially surjective. We deduce that 1 ≃ RQ′I
on A{d}.

Therefore, the functor R : A′{d} → A{d} is exact and yields an isomor-

phism [A′{d}] → [A{d}], while Q′I : A{d} → A′{d} is a fully faithful left

adjoint. Hence, Lemma 4.12 shows that Q′I, R are inverse equivalences of

categories. ⊓⊔

Recall the set I = {τK ,1, . . . , τK ,ℓ} + Z.

Lemma 4.15 The functors Q′I,R between A{d}, A′{d} commute with

Ei , Fi , X, T (whenever Ei , Fi , i ∈ I, make sense).

Proof Since Q′I, R are inverse equivalences, it is enough to consider the case

of R. Next, since (E, F) is an adjoint pair, by unicity of the left adjoint, it

is enough to consider the case of the functor F . Let VN =
⊕N

i=1 Kvi . Let

M ∈ g′-Mod.

If M ∈ C�̹, then VN+1 ⊗K M ∈ C�̹ and the decomposition VN+1 =
VN ⊕ K eN+1 yields an isomorphism R(VN+1 ⊗K M) = VN ⊗K R(M),

because KerM(eN+1 − ̹ + 1) = 0. So, we have an isomorphism of functors

R ◦ f ≃ f ◦ R : C�̹ → g-Mod. Since R takes A′{d} to A{d}, and since f

preserves the categories A, A′, this yields an isomorphism of functors R◦ f ≃
f ◦ R : A′{d} → A{d + 1}. We deduce that the functors Fi {d} : A′{d} →
A′{d + 1} and Fi {d} : A{d} → A{d + 1} are intertwined by R whenever they

are defined (i.e., if i ∈ I \ {̹ − N + 1}).
Let i : VN ⊗ M → VN+1 ⊗ M be the canonical inclusion and p : VN+1 ⊗

M → VN ⊗ M be the canonical projection. We have p ◦ ωN+1 ◦ i = ωN . It

follows that the action of X commutes with the isomorphism R ◦ f
∼→ f ◦ R.

It is clear that the induced isomorphism R ◦ f 2 ∼→ f 2 ◦ R commutes with the

action of T . ⊓⊔

This finishes the proof of Proposition 4.10. ⊓⊔
Now, we can prove Proposition 4.9.

Proof of Proposition 4.9 We may assume that τK ,1−τK ,2 ∈ Z<0. Set ν′
1 = ν1,

τ ′
K ,1 = τK ,1, ν′

2 = ν2+τK ,2 −τK ,1 and τ ′
K ,2 = τ ′

K ,1. Recall that s = ν+τ and

s′ = ν′ + τ ′. By Proposition 4.10, there is an equivalence of highest weight

categories ϒ : Aν
K ,τ {d} → Aν′

K ,τ ′{d} which intertwines the morphisms ϕs
K ,d ,

ϕs′
K ,d and the functors �s

K ,d , �s′
K ,d . In particular, we haveϒ(TK ,d) = TK ,d , see

the proof of Proposition 4.10. Now, we can apply Propositions 4.7 to Aν′
K ,τ ′{d},

because τ ′
K ,1 = τ ′

K ,2. This proves the proposition. ⊓⊔
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Remark 4.16 Under the hypothesis in Proposition 4.9, the tuple (E, F, X, T )

is a pre-categorical action on Aν
K ,τ .

4.8 The categories A and O of a Levi subalgebra

Fix a pair of distinct elements u, v ∈ [1, ℓ]. We will represent an (ℓ − 1)-

tuple a as a collection of elements a•, ap with p ∈ [1, ℓ] \ {u, v}. If a is

an ℓ-tuple of elements of a ring we write a◦ = (au, av) and a• = au + av .

Finally, we consider the positive root system �+
ν,u,v = �+ ∩ �ν,u,v with

�ν,u,v =
{
αk,l; pk = pl or (pk, pl) = (u, v), (v, u)

}
.

We will be interested by two types of Levi subalgebras of gR:

• first, we have the Lie subalgebra mR,ν associated with �ν ,

• next, we have the Lie subalgebra mR,ν,u,v associated with �ν,u,v .

Note that the Levi subalgebra mR,ν,u,v may not be standard. To each of these

Lie algebras we associate a module category. To do so, fix a composition γp

of νp for each p.

First, for each tuple a = (ap) ∈ Nℓ we write P{a} = {λ ∈ P; 〈λ, det p〉 =
ap, ∀p} and Pν{a} = Pν ∩ P{a}. Consider the categories of mR,ν-modules

given by (the tensor product is over R)

O
γ

R,τ (ν) =
ℓ⊗

p=1

O
γp

R,τp
(νp), O

γ

R,τ (ν){a} =
ℓ⊗

p=1

O
γp

R,τp
(νp){ap}. (4.3)

Next, for each tuple a = (a•, ap) ∈ Nℓ−1, we set P{a} = {λ ∈
P; 〈λ, det•〉 = a•, 〈λ, det p〉 = ap} and Pν{a} = Pν ∩ P{a}. Consider

the categories of mR,ν,u,v-modules given by

O
γ

R,τ (ν, u, v) = O
γ◦
R,τ◦(ν•) ⊗R

⊗

p �=u,v

O
γp

R,τp
(νp), (4.4)

O
γ

R,τ (ν, u, v){a} = O
γ◦
R,τ◦(ν•){a•} ⊗R

⊗

p �=u,v

O
γp

R,τp
(νp){ap}. (4.5)

We will be mainly interested by the two extreme cases where γp = (νp)

for each p, or where γp = (1νp) for each p. In the first case, we get the

categories O
ν
R,τ (ν), O

ν
R,τ (ν, u, v), in the second one we get the categories

OR,τ (ν), OR,τ (ν, u, v).

We will also use highest weight subcategories Aν
R,τ (ν) ⊂ O

ν
R,τ (ν) and

Aν
R,τ (ν, u, v) ⊂ O

ν
R,τ (ν, u, v) which are defined as in Definition 4.3. They

decompose in a similar way as in (4.3)–(4.5). We will write �(Aν
R,τ (ν)) =

{�(λ)R,τ ; λ ∈ Pν} and �(Aν
R,τ (ν, u, v)) = {�(λ)R,τ ; λ ∈ Pν}, hoping it

will not create any confusion.
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Using (4.3), (4.4) and the pre-categorification (e, f, X, T ) on O
ν
R,τ intro-

duced in Sect. 4.5, we define a pre-categorification (e, f, X, T ) on O
ν
R,τ (ν),

O
ν
R,τ (ν, u, v) such that, in both cases, the functors e, f are the direct sums of

the functors e, f of each of the factors.

Next, using the canonical embeddings we define tuples (E, F, X, T ) on

Aν
R,τ (ν) and Aν

R,τ (ν, u, v) as in Sect. 4.6.

5 The category O

Fix integers ℓ, N � 1 and fix a composition ν ∈ C
ℓ
N ,+. Recall that gR = glR,N .

Let R be a deformation ring. Thus, we have elements κR ∈ R× and τR,p ∈ R

for p ∈ [1, ℓ]. For each p, we define sR,p ∈ R by sR,p = νp + τR,p.

We may abbreviate κ = κR , sp = sR,p and τp = τR,p.

5.1 Analytic algebras

Fix an integer d � 1.

Fix a compact polydisc D ⊂ Cd .Here, we view Cd as a Stein analytic space.

By an analytic algebra we’ll mean the localization R of the ring of germs of

holomorphic functions on D with respect to some multiplicative subset. See

[1,25] for more details on analytic algebras. The following properties hold

• R is a noetherian regular ring of dimension d,

• R is a UFD, hence every height 1 prime ideal is principal,

• for any maximal ideal m ∈ M, the localization Rm of R is a henselian local

C-algebra.

Since R is an analytic algebra, for any entire function f =
∑

n∈N
anzn

on C and for any x ∈ R, the series
∑

n∈N
anxn is convergent and defines an

element f (x) in R. In particular, we have a well-defined element exp(x) ∈ R.

Analogously, for any analytic function f : [0, 1] → Mn(R) and for any

v ∈ Rn , there is a unique analytic function v(t) on [0, 1] with values in Rn

such that v(0) = v and dv(t)/dt = f (t)v(t).

An analytic deformation ring is an analytic algebra R which is also a defor-

mation ring. Then, we may view κR, τR,p as germs of holomorphic functions

on D. We will always assume that κR(D) ⊂ C \ R�0. Thus, for any closed

point R → C the element κC belongs to C \ R�0.

Note that if R is an analytic algebra of dimension � 2, then we can always

choose some deformation parameters κR, τR,p such that R is in general posi-

tion.

For an analytic deformation ring R we write qR = exp(−2π
√

−1/κR)

and Q R,p = q
sp

R = exp(−2π
√

−1sR,p/κR). We may abbreviate q = qR,

Q p = Q R,p and κ = κR .
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5.2 Affine Lie algebras

5.2.1 Notations

Let LgR = g ⊗ R[t, t−1] and let g′
R be the Kac–Moody central extension of

LgR by R. Let 1 be the canonical central element and let ∂ be the derivation

of g′
R acting as t∂t on LgR and acting trivially on 1.

Put gR = R∂ ⊕ g′
R and tR = R∂ ⊕ R1 ⊕ tR . Let bR,pR,ν ⊂ gR be the

preimages of bR and pR,ν under the projection R∂ ⊕ R1 ⊕ (g ⊗ R[t]) → gR .

The element c = κR − N of R is called the level. Consider the R-algebras

gR,κ = U (gR)/(1 − c) and g′
R,κ = U (g′

R)/(1 − c). For d ∈ N we set

gR,�d = g ⊗ td R[t], g′
R,+ = R1 ⊕ gR,�0 and gR,+ = R∂ ⊕ g′

R,+.

For a g′
R,+-module M of level c we consider the induced module

Ind R(M) = g′
R,κ⊗U (g′

R,+) M.We can view a gR-module as a g′
R,+-module of

level c where gR,�1 acts trivially. Write again Ind R(M) for the corresponding

induced module.

For d � 1 let Q R,d ⊂ gR,κ be the R-submodule spanned by the prod-

ucts of d elements of gR,�1. Set Q R,0 = R. Given a gR,κ -module M, let

M(d), M(−d) ⊂ M be the annihilator of Q R,d and of Q R,−d = ♯Q R,d

respectively. Set M(∞) =
⋃

d∈N
M(d) and M(−∞) =

⋃
d∈N

M(−d). Note

that M(d) is a gR,+-submodule of M and that M(∞), M(−∞) are gR-

submodules of M .

A gR,κ -module M is smooth if M = M(∞) and if M is flat over R. Let

SR,κ be the category of the smooth gR,κ -modules.

For each ξ ∈ g and r ∈ Z, let ξ (r) be the element ξ ⊗ tr . For each s ∈ Z,

the Sugawara operator Ls is the formal sum

Ls = 1

2κ

∑

r�−s/2

N∑

i, j=1

e
(−r)
i, j e

(r+s)
j,i + 1

2κ

∑

r<−s/2

N∑

i, j=1

e
(r+s)
i, j e

(−r)
j,i

It lies in a completion of gR,κ and it satisfies the relation [Ls, ξ
(r)] = −rξ (r+s).

The affine Casimir element is cas = ∂ + L0.

If R = C we’ll drop the subscript R everywhere from the notation.

5.2.2 Affine root systems

The elements of tR and P̂R = t∗R are called affine coweights and affine weights

respectively. Let �̂ be the set of roots of gR and let �̂+ be the set of roots of

bR . We will call an element of �̂ an affine root. Let �̂re be the system of real

roots. The set of simple roots in �̂+ is {α0, α1, . . . , αN−1}. Let α̌ ∈ tR be the

affine coroot associated with the real affine root α.
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Let (• : •) : P̂R×tR → R be the canonical pairing. Let δ,	0, ρ̃ be the affine

weights given by (δ : ∂) = (	0 : 1) = 1, (	0 : R∂⊕tR) = (δ : tR ⊕ R1) = 0

and ρ̃ = ρ + N	0. We will use the identification P̂R = Rδ ⊕ PR ⊕ R	0 =
R × PR × R given by αi �→ (0, αi , 0) if i �= 0, 	0 �→ (0, 0, 1) and δ �→
(1, 0, 0).

Let 〈• : •〉 : P̂R × P̂R → R be the non-degenerate symmetric bilinear form

given by (λ : α̌i ) = 2〈λ : αi 〉/〈αi : αi 〉 and (λ : 1) = 〈λ : δ〉. It yields an

isomorphism ν : tR → t∗R . Using it we identify α̌ with an element of P̂R for

any α ∈ �̂re.

Let Ŵ = W ⋉ Z� be the affine Weyl group and let si = sαi
be the simple

affine reflections relatively to αi . The group Ŵ acts on P̂R . For x ∈ tR let

Tx ∈ End(P̂R) be the operator given by

Tx (λ) = λ + 〈λ : 1〉 ν(x) −
(
〈λ, x〉 + (ν(x) : ν(x)) 〈λ : 1〉/2

)
δ.

The action of the reflection with respect to the affine real root α + rδ, with

α ∈ � and r ∈ Z, is given by sα+rδ = sα ◦ Tr α̌ . The •-action of Ŵ is given

by w • μ = w(μ + ρ̃) − ρ̃ for each λ ∈ PR and μ ∈ P̂R . Two weights in P̂ν
R

are linked if they belong to the same orbit of the •-action.

The set of integral affine weights is P̂ = Zδ+ P +Z	0. Replacing P by Pν

in the definitions above we get the corresponding sets of integral ν-dominant

affine weights P̂ν . We define the set P̂ν
R ⊂ P̂R of ν-dominant affine weights in

the obvious way. To λ ∈ Pν
R we set zλ = −〈λ : 2ρ + λ〉/2κ and we associate

the affine weight λ̂ = (zλ, λ, c) ∈ P̂ν
R . For w ∈ W , x ∈ Z� and λ ∈ PR we

have w • λ̂ = ŵ • λ and Tx • λ̂ = λ̂ + κx .

5.3 The category O

5.3.1 Definition

A tR-module M is called a weight tR-module if it is a direct sum of the weight

submodules Mλ = {m ∈ M; xm = λ(x)m, x ∈ tR} with λ ∈ P̂R .

Let O
ν,κ
R be the R-linear abelian category of finitely generated gR,κ-modules

M such that M is a weight tR-module, the pR,ν-action on M is locally finite

over R, and the highest weight of any subquotient of M is of the form λ̂ with

λ ∈ Pν
R .

For each μ ∈ P̂ν
R, let M(μ)R,ν be the parabolic Verma module with the

highest weight μ. For λ ∈ Pν
R we have M (̂λ)R,ν = Ind(M(λ)R,ν). Here ∂, 1

act on M(λ)R,ν by multiplication by z, c respectively. If R = K is a field, let

L(μ)K denote the top of M(μ)K ,ν . For λ ∈ Pν
R we abbreviate M(λ)R,ν =

M (̂λ)R,ν and L(λ)K = L (̂λ)K .
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If ν is regular, we write OR = O
ν,κ
R and M(λ)R = M(λ)R,ν . If pν = g we

write O
+,κ
R = O

ν,κ
R and M(λ)R,+ = M(λ)R,ν . If R = C we omit the subscript

C from the notation.

Let O
ν,κ, f
R ⊂ O

ν,κ
R be the full subcategory consisting of the modules whose

weight spaces are free of finite rank over R. Let O
ν,κ,�
R ⊂ O

ν,κ, f
R be the

full extension closed additive subcategory generated by the parabolic Verma

modules. The category O
ν,κ,�
R consists of the modules M ∈ O

ν,κ, f
R such that

kM ∈ O
ν,κ,�
k for each k ∈ M.

Given τ ∈ PR as in Sect. 4.2, let O
ν,κ
R,τ ⊂ O

ν,κ
R be the full subcategory

consisting of the modules M such that the highest weight of any subquotient

of M is of the form λ̂ + τ with λ ∈ Pν . We set O
ν,κ,�
R,τ = O

ν,κ
R,τ ∩ O

ν,κ,�
R . If

R = C or τ = 0 we drop the subscripts R or τ from the notation.

Remark 5.1 The operator cas acts locally nilpotently on any module of Oν,κ .

Replacing this condition by cas is locally finite yields a bigger category which

decomposes as the direct sum
⊕

a∈Z
Oν,κ [a], where Oν,κ [a] consists of the

modules such that cas − a is locally nilpotent.

More generally, for each d ∈ Z, we may consider the category O
ν,κ
R,τ [a]{d}

which consists of the modules whose subquotients have highest weights of

the form (zλ+τ + a, λ + τ, c) with λ ∈ Pν{d}. Here, we set P{d} = {λ ∈
P; 〈λ, det〉 = d} and Pν{d} = Pν∩ P{d}. To insist on the rank of glN we may

write Oν
R,τ (N ) = O

ν,κ
R,τ . We will use similar notation for all related categories,

e.g., we may write O
ν,κ
R,τ (N )[a]{d} = O

ν,κ
R,τ [a]{d}.

Remark 5.2 In [28] the authors set R = C and consider a category O′ of g′-
modules, rather than gκ -modules as above. Forgetting the ∂-action gives an

equivalence O+,κ → O′. A quasi-inverse takes a g′-module M to itself, with

the action of ∂ equal to the semi-simplification of −L0. See [44, prop. 8.1] for

details.

More generally, forgetting the ∂-action gives again an equivalence from

O
ν,κ
R to a category of g′

R-modules, and we may identify both categories. In

particular, for M ∈ O
ν
R we can view the g′

R,κ -module Ind R(M) as an object

of O
ν,κ
R .

We will use this identification without further comments whenever it is

necessary.

5.3.2 Basic properties

Let R be either a field or a local ring.

Let e = −κk, where κk is the residue class of κR . We will always assume

that e is a positive integer.

For a gR,κ -module M we set
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• ♯M = M with the gR-action twisted by the automorphism ♯ such that

ξ (r) �→ (−1)rξ (−r) and 1 �→ −1,

• †M = M with the gR-action twisted by the automorphism † such that

ξ (r) �→ −tξ (r) and 1 �→ 1,

• M∗ is the R-dual of M with the gR-action given by (ξ (r)ϕ,m) =
−(ϕ, ξ (r)m) and (1ϕ,m) = −(ϕ, 1m).

We define the gR,κ -modules DM , D M by DM = (♯M∗)(∞) and D M =
†DM.

Lemma 5.3 The functor D is a duality on O
+, f
R and D is a duality on O

ν,κ, f
R .

Both commute with base change.

Proof For any M ∈ O
ν,κ
R , the R-module DM consists of those linear forms in

M∗ which vanish on Q R,−d M for some d � 1. Hence, we have D M = †♯M⊛,

where M⊛ is the set of gν-finite elements of M∗. Since the automorphism †♯

takes the Borel subalgebra bR ⊂ gR to its opposite, the functor D preserves

O
ν,κ, f
R . It is the usual BGG duality, which fixes the simple objects when R is

a field.

For any M ∈ O+
R , the R-module DM consists of those linear forms in M∗

which vanish on Q R,−d M for some d � 1, we have DM = ♯M⊛, where M⊛

is the set of g-finite elements of M∗. The functor D preserves O
+, f
R . It is the

duality introduced in [28], which does not fix the simple objects when R is a

field.

For the second claim we must prove that for any S-point R → S we have

D(SM) = SD(M) and SD(N ) = D(SN ) for each M ∈ O
+, f
R , N ∈ O

ν,κ, f
R .

The proof is the same as in lemma [28, lem. 8.16]. ⊓⊔
A generalized Weyl module is a module in O

ν,κ, f
R of the form Ind R(M),

where M is a gR,+-module with a finite filtration by gR,+-submodules such

that the subquotients are annihilated by Q R,1 and lie in O
ν
R as gR-modules.

Lemma 5.4 A gR,κ -module which is free over R belongs to O
ν,κ, f
R if and only

if it is a quotient of a generalized Weyl module of O
ν,κ, f
R . ⊓⊔

Remark 5.5 The functors M �→ †M, ♯M, M∗ commute with each other and

we have a canonical isomorphism of gR-modules (♯M)(∞) = ♯(M(−∞)).

Remark 5.6 We define the involution † on gR-modules and the dualities D on

Oν and D on O+ in a similar way as above. We have a canonical gR,κ -module

isomorphism †Ind R(M) = Ind R(
†M).

For each β ∈ P̂ν
R, the truncated category βO

ν,κ
R is the Serre subcategory

of O
ν,κ
R consisting of the modules whose simple subquotients have a highest

weight in β − N�̂+. The following hold, see e.g. [19,20], [44, sec. 3, 7] for

more details.
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Proposition 5.7 (a) O
ν,κ
R is the direct limit of the subcategories βO

ν,κ
R ,

(b) βO
ν,κ
R is a highest weight R-category with �(βO

ν,κ,�
R ) = βO

ν,κ
R ∩

�(O
ν,κ
R ),

(c) for β � γ the obvious inclusion βO
ν,κ
R ⊂ γ O

ν,κ
R preserves the tilting

modules and commutes with taking extensions. ⊓⊔

In particular, we’ll regard the tilting modules as objects of O
ν,κ,�
R , although

O
ν,κ
R is not a highest weight R-category.

Next, from Proposition 2.4 we deduce that the R-category O
ν,κ
R is Hom-

finite and that for any local S-point R → S the base change preserves the

tilting modules. Further, if M, N are tilting, then HomgR
(M, N ) is free over

R and the canonical map S HomgR
(M, N ) → HomgS

(SM, SN ) is invertible.

We call O
+,κ
R the Kazhdan–Lusztig category of gR , i.e., the affine parabolic

category O associated with the standard maximal parabolic in gR , see [28].

5.3.3 The linkage principle and the highest weight order on O

Assume that R is a local ring. Let us recall the partial order on P̂ν
R given in

[46].

First, to each λ̂ = (z, λ, c) in P̂R, we associate its integral affine root system

which is given by �̂(̂λ) = {α ∈ �̂; 〈̂λ : α〉k ∈ Z}. Since �̂(̂λ) = �̂(0, λ, c),

we may write �̂(λ, c) for �̂(̂λ).

Now, given λ̂, λ̂′ ∈ P̂ν
R , we write λ̂ ⇑ λ̂′ if and only if there are β ∈ �̂(̂λ′),

w ∈ Wν such that β /∈ �ν and λ̂ = wsβ • λ̂′ ∈ λ̂′ − �̂+ modulo m P̂R .

Definition 5.8 (a) The linkage ordering is the partial order �ℓ on P̂ν
R is the

transitive and reflexive closure of the relation ⇑. For λ, λ′ ∈ Pν
R we abbre-

viate λ �ℓ λ′ if and only if λ̂ �ℓ λ̂′. So, we may view �ℓ as a partial order

on Pν
R .

(b) The BGG ordering �b on Pν
R is the smallest partial order such that λ�bλ

′

if [M(λ′)k,ν : L(λ)k] �= 0.

Remark 5.9 The definition of �ℓ is motivated by the following remark: the

parabolic version of the Jantzen formula in [26] for the determinant of the

Shapovalov form of a parabolic Verma module in O
ν,κ
k implies that �ℓ refines

�b. The BGG order induces an highest weight order on βO
ν,κ
R for each β.

Hence �ℓ induces also an highest weight order on βO
ν,κ
R for each β.

Remark 5.10 The partial orders �ℓ, �b on Pν
R can be viewed as partial orders

on Pν under the inclusion ̟ . They depend on k. To avoid any confusion we

may say that these partial orders are relative to the field k.

Remark 5.11 If pν = b, then �ℓ coincides with �b by [26].
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5.4 The categorical action on O

From now on, unless specified otherwise, we’ll assume that R is a regular

local analytic deformation ring of dimension �2.

First, let us briefly recall the main properties of the Kazhdan–Lusztig tensor

product ⊗̇R , see Sect. 8.3. Details will be given in Propositions 8.21, 8.29, 8.30

and 8.36.

Recall that VR is the natural representation of gR , and that the modules

VR,V∗
R ∈ O

+,κ,�
R are given by VR = Ind R(VR), V∗

R = Ind R(V
∗
R). We

have exact endofunctors e, f on O
ν,κ,�
R given by e(M) = M⊗̇RV∗

R and

f (M) = M⊗̇RVR . The functors e, f preserve the tilting modules. If R = K

is a field then e, f extend to biadjoint endofunctors of O
ν,κ
K .

Since R is an analytic algebra, the element qR = exp(−2π
√

−1/κR) of R is

well-defined and the operator exp(2π
√

−1L0) acts on any module M ∈ O
ν,κ
R .

Let X be the endomorphism of the functor f which acts on f (M) by the

operator exp(−2π
√

−1L0)
(
exp(2π

√
−1L0)⊗̇R exp(2π

√
−1L0)

)
, see (8.2),

(8.10). Let T be the endomorphism of f 2 defined in (8.10). By Remark 3.3

the endomorphisms X , T can be viewed as endomorphisms of e, e2.

Now, let R = K be a field. Let τ ∈ PK be as in Sect. 4.2. Set I =
{τK ,1, τK ,2, . . . , τK ,ℓ}+Z+κK Z. Write i ∼ j if i − j ∈ κK Z. Put I = I/∼.

We will identify q i
K with the element i/ ∼ in I .

For each i ∈ K let fi , ei be the generalized q i
K -eigenspace and q

−(N+i)
K -

eigenspace of X acting on f and e. The functors ei , fi are biadjoint, see [9,

rem. 7.22]. The action of ei , fi on parabolic Verma modules can be computed

explicitly. Recall that for λ,μ ∈ Pν
K we write λ

i→ μ if μ + ρ is obtained

from λ + ρ by replacing an entry equal to i by i + 1.

Lemma 5.12 (a) For each λ ∈ Pν
K , the module fi (M(λ)K ,ν) has a filtration

with sections of the form M(μ)K ,ν, one for each μ such that λ
j→ μ for

some j ∈ K with i ∼ j,

(b) for each λ ∈ Pν
K , the module ei (M(λ)K ,ν) has a filtration with sections of

the form M(μ)K ,ν, one for each μ such that μ
j→ λ for some j ∈ K with

i ∼ j,

(c) e, f are exact endofunctors of O
ν,κ
K ,τ ,

(d) e =
⊕

i∈I
ei and f =

⊕
i∈I

fi on O
ν,κ
K ,τ .

Proof Propositions 8.21, 8.29 imply that f (M(λ)K ,ν) has a filtration (not

necessarily unique) whose associated graded consists of the sum of the modules

M(μ)K ,ν such that λ
i→ μ for some i ∈ K .

Next, the same proof as in [28, prop. 2.7], using the formula L0 = cas/2κ+∑
r>0

∑N
i, j=1 e

(−r)
i j e

(r)
j i /κ, shows that the operator exp(2π

√
−1L0) acts on
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M(μ)K ,ν by the scalar exp(−2π
√

−1z′
μ) for any μ ∈ Pν

K , where −z′
μ = 〈μ :

2ρ + (N − 1)det + μ〉/2κ .

Using this, a direct computation shows that any subquotient of f (M(λ)K ,ν)

which is isomorphic to M(μ)K ,ν , for some affine weight μ such that λ
i→ μ,

belongs to the generalized eigenspace of X (M(λ)K ,ν) with eigenvalue q i
K .

This proves (a).

The discussion above implies that f =
⊕

i∈K fi , as endofunctors of O
ν,κ,�
K .

We deduce that f =
⊕

i∈K fi on O
ν,κ
K , because f is exact and any object in

O
ν,κ
K is a quotient of an object in O

ν,κ,�
K . We prove that e =

⊕
i∈K ei in a

similar way.

For λ,μ ∈ Pν
K such that λ

i→ μ for some i ∈ K , we have λ ∈ Pν + τ if

and only if μ ∈ Pν + τ. By Lemma 5.12, we deduce that e, f restrict to exact

endofunctors on O
ν,κ
K ,τ . Note that ei , fi act by zero on O

ν,κ
K ,τ whenever i /∈ I .

This proves (d). ⊓⊔

Now, we define an slI -categorical action on O
ν,κ
K ,τ . For each λ ∈ P + τ we

write mi (λ) = #{k ∈ [1, N ]; q
〈λ+ρ,ǫk〉
K = i} and wt(λ) =

∑
i∈I

(
mi (λ) −

miq(λ)
)
	i .Forβ ∈ XI let O

ν,κ
K ,τ,β ⊂ O

ν,κ
K ,τ be the Serre subcategory generated

by the modules L(λ)K with
∑

i∈I
mi (λ) ǫi = β.

Claim 5.13 For λ,μ ∈ P{d} + τ we have

λ̂, μ̂ are linked ⇐⇒ mi (λ) = mi (μ) for all i ∈ I ⇐⇒ wt(λ) = wt(μ).

Hence, we have a decomposition O
ν,κ
K ,τ =

⊕
β∈XI

O
ν,κ
K ,τ,β by the linkage

principle.

Proposition 5.14 The tuple (e, f, X, T ), together with the decomposition of

O
ν,κ
K ,τ above, is an slI -categorification on O

ν,κ
K ,τ .

Proof By Lemma 5.12 we have ei (O
ν,κ
K ,τ,β) ⊂ O

ν,κ
K ,τ,β+ǫi−ǫqi

and fi (O
ν,κ
K ,τ,β) ⊂

Oν
K ,τ,β−ǫi+ǫqi

. Further, a direct computation using Lemma 5.12 shows that

the operators ei , fi with i ∈ I yield a representation of slI on [Oν,κ
K ,τ ] such

that [M(λ)K ,ν] is a weight vector of weight wt(λ). The rest follows from

Lemma 5.12 and Proposition 8.36. ⊓⊔

5.5 The category A and the functor �

Let R be either a field or a local deformation ring. We have the following basic

fact.

Lemma 5.15 [46] The map̟ identifies Pν with an ideal in Pν for the partial

orders �ℓ or �b relative to k.
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Proof It is enough to consider the case of the ordering �ℓ, because it refines

�b. Since R is a local deformation ring with residue field k, we have τk = 0

and κk = −e. Then, the claim follows from [46, prop. A.6.1]. ⊓⊔

For each λ ∈ Pν , we abbreviate ���(λ)R,τ = M(̟(λ))R,ν where ̟ is

the application defined in (4.1). Following [5,46] we introduce the abelian

R-category A
ν,κ
R,τ ⊂ O

ν,κ
R,τ which is the Serre R-linear subcategory generated

by {���(λ)R,τ ; λ ∈ Pν}.
Since τk = 0, by Lemma 5.15, A

ν,κ
k = A

ν,κ
k,τ is a highest weight k-category.

Using [39, thm. 4.15], this implies that A
ν,κ
R,τ is a highest weight R-category

such that �(A
ν,κ
R,τ ) = {���(λ)R,τ ; λ ∈ Pν}. The highest weight order on A

ν,κ
R,τ

is given by the partial order �ℓ or �b on Pν relative to k.

We will write L(λ), P(λ)R,τ , T(λ)R,τ respectively for the simple, projective,

tilting objects associated with���(λ)R,τ . Let A
ν,κ,�
R,τ = (A

ν,κ
R,τ )

� be the full exact

subcategory of �-filtered objects. For each d ∈ N, let A
ν,κ
R,τ {d} ⊂ A

ν,κ
R,τ be the

highest weight subcategory generated by �(A
ν,κ
R,τ {d}) = {���(λ)R,τ ; λ ∈ P

ν
d }.

Now, assume that R is analytic of dimension � 2. By Lemma 5.12 the

endofunctor f of O
ν,κ,�
R maps (A

ν,κ
R,τ {d})� to (A

ν,κ
R,τ {d + 1})�. We define

inductively an object T
ν,κ
R,τ {d} in A

ν,κ
R,τ {d} by setting T

ν,κ
R,τ {0} = ���(∅)R,τ and

T
ν,κ
R,τ {d} = f (T

ν,κ
R,τ {d − 1}). We will abbreviate TR,d = T

ν,κ
R,τ {d} to unburden

the notation. To avoid any confusion we may write T
ν,κ
R,τ (N ){d} = T

ν,κ
R,τ {d}

and TR,d(N ) = TR,d .

Lemma 5.16 (a) We have kTR,d = Tk,d .

(b) The module TR,d is tilting in A
ν,κ
R,τ .

Proof Part (a) follows from Lemma 8.34. To prove (b), note first that TR,0

is tilting by Proposition 2.4, because kTR,0 = Tk,0 is �-filtered and simple.

Since the functor f preserves the tilting modules of O
ν,κ
R,τ by Lemma 8.33, we

deduce that TR,d is tilting. ⊓⊔

By Proposition 8.36, we have an R-algebra homomorphism

ψ s
R,d : Hs

R,d → EndA
ν,κ
R,τ

(
TR,d

)op
(5.1)

and a functor

�s
R,d = HomA

ν,κ
R,τ

(TR,d , •) : A
ν,κ
R,τ {d} → Hs

R,d -mod .

The main result of the section is Theorem 5.37. To prove it, we will study in

the subsequent subsections some properties of ψ s
R,d and �s

R,d when localized

to codimension one.
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Remark 5.17 Since TR,d is tilting, it is uniquely determined by its special-

ization kTR,d = Tk,d . If R is a regular local ring of dimension >2, then we

may define TR,d as the unique module in A
ν,κ
R,τ {d} (up to isomorphism) which

specializes to Tk,d . We do not know how to define either ψ s
R,d or �s

R,d if

dim R > 2.

Remark 5.18 For each p ∈ [1, ℓ], let λp ∈ P
ℓ
1 be the ℓ-partition with (1) on

the p-th component and ∅ elsewhere. The proof of Lemma 5.12 implies that

the module TK ,1 has a �-filtration with sections of the form ���(λ)K ,τ with

λ ∈ P
ℓ
1 , and that the operator X ∈ End(TK ,1) has the eigenvalue q

sp

K on

���(λp)K ,τ .

5.6 The affine Lie algebra of a Levi subalgebra

Consider the root system �̂ν = {α + rδ; α ∈ �ν, r ∈ Z} ∪ {rδ; r ∈ Z×}.
Let mR,ν be the Lie subalgebra of gR spanned by tR and the root subspaces

associated with �̂ν . We may view mR,ν as the affine Kac–Moody algebra

associated with the Levi subalgebra mR,ν of gR . We define the associative

R-algebra mR,ν,κ in the same way as we defined gR,κ in Sect. 5.2.1.

The Weyl group of �̂ν is the subgroup Ŵν of Ŵ generated by the affine

reflections sβ with β ∈ �̂ν . Thus, we have Ŵν = {wTx ; w ∈ Wν, x ∈ Z�ν}.
Set bR,ν = mR,ν∩bR . The category Oκ

R(ν) consists of the finitely generated

mR,ν,κ -modules which are weight tR-modules with a locally finite action of

bR,ν (over R), and such that the highest weight of any constituent is of the

form λ̂ with λ ∈ PR . The decomposition mR,ν =
⊕ℓ

p=1 glR,νp yields an

equivalence Oκ
R(ν) =

⊗ℓ
p=1 Oκ

R(νp), here the tensor product is over R.

Given a tuple γ = (γp) of compositions of the νp’s, let O
γ,κ

R (ν) ⊂ Oκ
R(ν)

be the subcategory which is identified under the equivalence Oκ
R(ν) =⊗ℓ

p=1 Oκ
R(νp) with the category

⊗ℓ
p=1 O

γp,κ

R (νp). Given a deformation para-

meter τ and a tuple a ∈ Nℓ, we also consider the categories O
γ,κ

R,τ (ν) =⊗ℓ
p=1 O

γp,κ

R,τp
(νp) and O

γ,κ

R,τ (ν){a} =
⊗ℓ

p=1 O
γp,κ

R,τp
(νp){ap}. Setting γp =

(νp) for each p, we get the Kazhdan–Lusztig category O
+,κ
R (ν) = O

ν,κ
R (ν)

of the Lie algebra mR,ν . Let O
+,κ
R (ν){a} ⊂ O

+,κ
R (ν) be the full subcategory

defined in the similar way.

To avoid confusions, we may set A
ν,κ
R,τ (N ) = A

ν,κ
R,τ if g = glN .

Then, we define A
+,κ
R,τ (ν) ⊂ O

+,κ
R,τ (ν) to be the subcategory isomorphic to⊗ℓ

p=1 A
νp,κ

R,τp
(νp).

As above, we drop the subscripts R, τ if R = C or τ = 0.
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5.7 Reductions to codimension one

5.7.1 Preliminaries

For each z ∈ Z and u, v ∈ [1, ℓ] we write fu,v,z(τR, κR) = τR,u − τR,v − z κR

and fu,v(τR) = fu,v,0(τR, κR).

Definition 5.19 We will say that the deformation ring R is generic if

fu,v,z(τR, κR) �= b for any tuple (u, v, z, b) with u < v and z, b ∈ Z, and that

it is subgeneric if κR /∈ Q and fu,v,z(τR, κR) = b for a unique tuple (u, v, z, b)

as above (with u < v).

Remark 5.20 If R is a local deformation ring, i.e., if τk,p = 0 and κk = −e

with e ∈ N×, then for each p ∈ P such that fu,v,z(τkp, κkp) = b we have also

b = z e.

Now, assume that R is a local deformation ring. Then, the category A
ν,κ
R,τ

is a highest weight R-category by Sect. 5.5, either for the partial order �ℓ or

�b relative to k by Lemma 5.15. In other words, the highest weight order on

A
ν,κ
R,τ is induced from the highest weight order on A

ν,κ
k via base change, which

yields a canonical bijection �(A
ν,κ
R,τ ) → �(A

ν,κ
k ).

By base change again, these highest weight orders on A
ν,κ
R,τ induce highest

weight orders on A
ν,κ
Rp,τ

and A
ν,κ
kp,τ

for each p ∈ P. Note that Rp is a local ring,

but may not be a local deformation ring because τkp,p may be �= 0. So, we

have the posets isomorphisms

�(A
ν,κ
k ) �(A

ν,κ
R,τ )

⊗k


⊗Rp �� �(A

ν,κ
Rp,τ

)
⊗kp �� �(A

ν,κ
kp,τ

) .

We will reduce the study of A
ν,κ
R,τ to the study of A

ν,κ
kp,τ

for p ∈ P1. We will

say that p is generic if kp is generic and that p is subgeneric if kp is subgeneric.

Remark 5.21 Let R, I be as in Sect. 5.4. If R is subgeneric then each com-

ponent Ip is a quiver of type A∞, while if R is generic then � = [1, ℓ] (i.e.,

the quiver I has exactly ℓ components).

In order to use the Kazhdan–Lusztig tensor product, we’ll be mainly inter-

ested by the case where R is either a field or a regular local deformation ring

of dimension �2. Note that if R has dimension 2, then we can always choose

it in such a way that it is in general position.

The following basic fact is important for the rest of the paper.

Proposition 5.22 Assume that R is a local deformation ring in general

position.
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(a) If p ∈ P1 then p is either generic or subgeneric.

(b) The K -category A
ν,κ
K ,τ is split semi-simple.

(c) If R is analytic, then the condition (3.1) holds in the fraction field K .

(d) If νp � d for all p, then the map ψ s
K ,d : Hs

K ,d → EndA
ν,κ
K ,τ

(TK ,d)
op in

(5.1) is an isomorphism of K -algebras. The functor�s
K ,d is an equivalence

of categories and it maps ���(λ)K ,τ to S(λ)
s,q
K .

Proof Since R is a UFD and p has height 1, we have p = Rg for some

irreducible element g ∈ R. Now, if fu,v,z(τkp, κkp) = b and κkp = c for

some u �= v, z, b ∈ Z and c ∈ Q then g must be a unit of R because R is in

general position. This is a contradiction. For the same reason, we may have

fu,v,z(τkp, κkp) = b for at most one tuple (u, v, z, b). Therefore, if p is not

generic, then we have κkp /∈ Q. Part (a) is proved.

Part (b) follows from the linkage principle. More precisely, recall that for

k ∈ J ν
p we set pk = p. Then, since R is in general position, we have

�̂(τK , κK ) = {β ∈ �̂; 〈(0, τK , κK ) : β〉 ∈ Z},
= {αk,l + zδ; f pk ,pl ,a(τK , κK ) ∈ Z},
= �ν .

Thus, the linkage classes are reduced to points, because two ν-dominant

weights which are Wν-conjugate under the •-action are equal. Hence A
ν,κ
K ,τ

is split semi-simple.

Part (c) is obvious, because qK = exp(−2π
√

−1/κK ), QK ,p =
exp(−2π

√
−1sp/κK ), κK /∈ Q and (sK ,u − sK ,v + κK Z) ∩ Z = ∅ for each

u �= v.

Let us prove part (d). As a finite dimensional split semi-simple K -algebra,

the center of Hs
K ,d is spanned by the primitive central idempotents. These

idempotents are of the form 1α =
∑

i∈I α 1i where α ∈ Q+ has height d, see

Sect. 3.4. For each nonzero 1α, there is a unique ℓ-partition λ of d such that∑
i∈K ni (λ)αi = α. From Lemma 5.12 we deduce that, if νp � d for all p,

then for each i ∈ I α we have

fi(TK ,0) = ���(λ)K ,τ . (5.2)

Since ψ s
K ,d(1α) is the projection from TK ,d onto its direct summand⊕

i∈I α fi(TK ,0), the latter is nonzero whenever 1α is nonzero. So, the map

ψ s
K ,d is injective. To prove that it is an isomorphism, we are reduced to check

the following.

Claim 5.23 Hs
K ,d and EndA

ν,κ
K ,τ

(TK ,d)
op have the same dimension over K .
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To prove the claim, by Proposition 8.29, it is enough to check that the K -

algebras H s
K ,d and EndAν

K ,τ
(TK ,d)

op have the same dimension. This follows

from Proposition 4.7.

Next, since the K -algebra A
ν,κ
K ,τ is split semi-simple by part (b), the

standard modules ���(λ)K ,τ , with λ ∈ P
ν
d , form a complete set of inde-

composable projective modules in A
ν,κ
K ,τ . So, formula (5.2) implies that

TK ,d =
⊕

i∈I d fi(TK ,0) is a projective generator in A
ν,κ
K ,τ . So �s

K ,d is an

equivalence. Since the unique simple and projective module in the block

Hs
K ,α is the Specht module S(λ)

s,q
K , where λ is as in (5.2), we deduce that

�s
K ,d(�(λ)K ,τ ) = S(λ)

s,q
K . ⊓⊔

5.7.2 The reduction to the finite type with ℓ = 2

For each tuple a ∈ Nℓ−1, let O
ν,κ
R,τ {a} ⊂ O

ν,κ
R,τ be the full subcategory con-

sisting of the modules whose simple subquotients have a highest weight of

the form λ̂ + τk with λ ∈ Pν{a}. Set A
ν,κ
R,τ {a} = O

ν,κ
R,τ {a} ∩ A

ν,κ
R,τ . We define

O
ν,κ
k,τ {a} and A

ν,κ
k,τ {a} in the obvious way.

Let p �→ po be the permutation of [1, ℓ] such that po = ℓ + 1 − p. Let

k �→ ko be the unique permutation of [1, N ] which is blockwise increasing

and which takes the block J ν
p to J νo

po . Applying this permutation to the entries

of a weight λ ∈ Pν
R yields a weight λo ∈ Pνo

R .

Assume that R is a local ring with a subgeneric residue field. Let h =
(u, v, z) be the unique triple such that u < v and fu,v,z(τk, κk) = z e. Given a

tuple ̹ = ̹R ∈ Rℓ, let ̹k ∈ kℓ be its residue class. Assume that fu,v(̹k) =
ze. We will identify ̹R with the weight

∑
p ̹R,p det p ∈ PR .

If z � 0, we abbreviate O
ν
R,h{a} = O

ν
R,̹(ν, u, v){a}. If z > 0, we

write O
ν
R,h{a} = O

νo

R,̹o(ν
o, vo, uo){ao}. See Sect. 4.8 for the notation. We

define Aν
R,h{a} in the same manner. For each d ∈ N, we write Aν

R,h{d} =⊕
a Aν

R,h{a}, where a runs over the set of all (ℓ − 1)-compositions of

d. Depending on the sign of z, we write M(λ)R,h for M(λ + ̹)R,ν or

M(λo + ̹o)R,ν , and �(λ)R,h for �(λ)R,̹ or �(λo)R,̹o .

Proposition 5.24 (a) We have O
ν,κ
R,τ ≃

⊕
a∈Nℓ−1 O

ν,κ
R,τ {a}, O

ν,κ
k,τ ≃

⊕
a∈Nℓ−1

O
ν,κ
k,τ {a}.

(b) There are equivalences of highest weight R-categories QR : O
ν,κ
R,τ {a} →

O
ν
R,h{a} and of highest weight k-categories Qk : O

ν,κ
k,τ {a} → O

ν
k,h{a},

such that kQR(M) = Qk(kM) for each M ∈ O
ν,κ
R,τ {a} and QR(M(λ +

τR)R,ν) = M(λ)R,h for each λ ∈ Pν .

(c) The equivalences in (b) restrict to equivalences of highest weight cate-

gories QR : A
ν,κ
R,τ {a} → Aν

R,h{a} and Qk : A
ν,κ
k,τ {a} → Aν

k,h{a}. In

particular QR(���(λ)R,τ ) = �(λ)R,h for all λ.
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Proof For k ∈ J ν
p we set pk = p. Since k is subgeneric, the integral root

system �̂(τk, κk) is given by

�̂(τk, κk) = {β ∈ �̂; 〈(0, τk, κk) : β〉 ∈ Z},
= {αk,l − rδ; f pk ,pl ,r (τk, κk) ∈ Z},
= �ν ∪ {±(αk,l − zδ); pk = u, pl = v}.

Therefore, the linkage principle yields a decomposition O
ν,κ
k,τ =

⊕
a∈Nℓ−1

O
ν,κ
k,τ {a}. This decomposition holds over R by Proposition 2.4. This proves

part (a).

The set �̂(τk, κk) is a Coxeter system whose set of positive roots is

�̂(τk, κk)
+ = �̂(τk, κk) ∩ �̂+, see [27, sec. 2.2]. The set �ν,u,v = �ν ∪

{±αk,l; pk = u, pl = v} is also a Coxeter system with positive roots

�+
ν,u,v = �ν,u,v ∩ �+.

If z � 0 then �̂(τk, κk)
+ = �+

ν ∪ {αk,l − zδ; pk = u, pl = v}. Fix an

integral coweight χ̌ such that αk,l(χ̌) = −z if pk = u, pl = v and αk,l(χ̌) =
−z if pk = pl . The conjugation by χ̌ yields a bijection ϕ : �̂(τk, κk)

∼→�ν,u,v

such that α + rδ �→ α for all α, r . It maps positive roots to positive ones.

If z > 0 then �̂(τk, κk)
+ = �+

ν ∪ {−αk,l + zδ; pk = u, pl = v}. The

permutation k �→ ko of [1, N ] induces a bijection�ν,u,v
∼→�νo,vo,uo ,α �→ αo.

The bijection ϕ : �̂(τk, κk)
∼→�νo,vo,uo such that α + rδ �→ αo identifies the

subsets of positive roots in both sides.

In both cases the map ϕ is an isomorphism of Coxeter systems. Now, for

each weight λ ∈ Pν + ρ we consider the sets of roots �̂[λ + τk, κk] = {β ∈
�̂; 〈(0, λ + τk, κk) : β〉 = 0} and �ν,u,v[λ + ̹k] = {α ∈ �ν,u,v; 〈λ + ̹k :
α〉 = 0}. Since k is subgeneric, we have

�̂[λ + τk, κk] = {αk,l − rδ; f pk ,pl ,r (τk, κk) = −〈λ : αk,l〉},
= {α ∈ �ν; 〈λ : α〉 = 0}

∪{±(αk,l − zδ); pk = u, pl = v, 〈λ : αk,l〉 = −z e},
=�ν[λ] ∪ {±(αk,l − zδ); pk =u, pl =v, 〈λ+̹k : αk,l〉=0},
= �ν[λ + ̹k] ∪ {±(αk,l − zδ); pk = u, pl = v, αk,l〉

∈ �ν,u,v[λ + ̹k]}.

If z � 0 thenϕ
(
�̂[λ+τk, κk]) = �ν,u,v[λ+̹k].Therefore, by [20, thm. 11],

there is an equivalence of k-categories Qk : Oκ
k,τ {a} → Ok,̹(ν, u, v){a}

such that L(μ + τk)k �→ L(μ + ̹k)k for each μ ∈ P{a}. The proof of

loc. cit. is given by constructing an analogue of Soergel’s functor which

identifies, block by block, the endomorphism rings of projective generators of

Oκ
R,τ {a} and OR,̹(ν, u, v){a} with the endomorphism ring of the same sheaf
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over a moment graph (modulo a base change of deformation rings, from a

localization of the functions ring of the Cartan subalgebras of g and m(ν, u, v)

to R). This construction yields indeed an equivalence of abelian R-categories

QR : Oκ
R,τ {a} → OR,̹(ν, u, v){a} such that kQR(M) = Qk(kM) for any

M ∈ Oκ
R,τ {a}.

If z � 0 then ϕ
(
�̂[λ+ τk, κk]) =

(
�ν,u,v[λ+̹k]

)o = �νo,vo,uo[λo +̹o
k ].

For −αk,l + zδ ∈ �̂(τk, κk)
+, we also have

〈λo + ̹o
k : h(−αk,l + zδ)〉 = 〈λo + ̹o

k : −αko,lo〉
= −〈λ, αk,l〉 − z e,

= −〈λ : αk,l〉 − τK ,u + τK ,v + z κk

= 〈(0, λ + τk, κk) : −αk,l + zδ〉.

Thus, by [20, thm. 11] and the discussion above, we have equivalences of

categories

QR : Oκ
R,τ {a} → OR,̹(ν

o, vo, uo){ao}, Qk : Oκ
k,τ {a} → Ok,̹(ν

o, vo, uo){ao}

such that kQR(M) = Qk(kM) and L(μ + τk)k �→ L(μo + ̹o
k )k for each

μ ∈ P{ao}.
Now, we can prove part (b). To simplify, we assume z � 0. The case z > 0

is proved in a similar way.

First, note that Qk restricts to an equivalence of abelian categories

O
ν,κ
k,τ {a} → O

ν
k,̹(ν, u, v){a}. We denote it again by Qk. Since O

ν,κ
R,τ {a} and

O
ν
R,̹(ν, u, v){a} are the full subcategories of Oκ

R,τ {a} and OR,̹(ν, u, v){a},
respectively, consisting of the modules whose simple subquotients have a high-

est weight of the form λ̂ + τk and λ + ̹k respectively, with λ ∈ Pν , we

deduce that QR restricts to an equivalence of abelian R-categories O
ν,κ
R,τ {a} →

O
ν
R,̹(ν, u, v){a}.
Next, since Qk(L(μ+τk)k,ν) = L(μ+̹k)k,ν for each μ ∈ Pν , the functor

QR is an equivalence of highest weight R-categories such that QR(M(μ +
τR)R,ν) = M(μ + ̹R)R,ν for each μ ∈ Pν by Proposition 2.6.

Parts (b) and (c) are proved. ⊓⊔

Remark 5.25 We do not know how to choose the equivalence of categories

QR in such a way that it intertwines the endofunctors e, f of O and O . We

will not need this.

In the rest of this section, to unburden the notation, assume that z � 0. The

case z > 0 is completely similar.

Fix a (ℓ − 1)-composition a = (a•, ap) of the positive integer d. Then, we

have the tilting module TR,a•(ν•) ∈ A
ν◦
R,̹◦(ν•) and, for each p �= u, v, the
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tilting module TR,ap(νp) ∈ A
νp

R (νp). Recall that ν◦ = (νu, νv), ̹◦ = (̹u, ̹v)

and ν• = νu + νv . Note that, since fu,v(̹) = ze � 0, the category A
ν◦
R,̹◦(ν•)

(with ℓ = 2) satisfies the assumptions in Proposition 4.9. Let TR,h,d ∈ Aν
R,h{d}

be the tilting module which is identified, under the equivalence (4.4), with the

direct sum of the modules TR,a•(ν•) ⊗
⊗

p �=u,v TR,ap(νp), where the sum

runs over the set of all (ℓ − 1)-compositions a of d. We also write Tk,h,d =
kTR,h,d ∈ Aν

k,h{d}.
Now, let R be either a field or a regular local deformation ring of dimension

2. Assume further that R is analytic and in general position.

The category A
ν,κ
K ,τ is split semi-simple. We have defined the module TR,d ∈

A
ν,κ
R,τ , the R-algebra homomorphism ψ s

R,d : Hs
R,d → EndA

ν,κ
R,τ

(TR,d)
op, and

the functor �s
R,d : A

ν,κ
R,τ {d} → Hs

R,d -mod. By base-change, we get TRp,d ,

ψ s
Rp,d

and �s
Rp,d

for each p ∈ P, see Remark 4.6.

Lemma 5.26 Assume that p ∈ P1 is subgeneric. Then, we have an isomor-

phism QRp(TRp,d) = TRp,h,d .

Proof The module QRp(TRp,d) is tilting, because QRp is an equivalence of

highest weight categories. Since TRp,0 and TRp,h,0 are parabolic Verma mod-

ules, we have QRp(TK ,0) = TRp,h,0.

Next, the functor Qkp induces an isomorphism of the (complexified)

Grothendieck groups [Oν,κ
kp,τ

{a}] → [Oν
kp,h

{a}] such that Qkp([L(λ +
τkp)kp]) = [L(λ + ̹kp)kp]. Since it also preserves the classes of the standard

modules, the explicit formulae in Lemma 5.12 imply that Qkp : [Oν
kp,h

{a}] →
[Oν,κ

kp,τ
{a}] commutes with the action of the operators e, f on both sides.

Since Tkp,d = f d(Tkp,0) and Tkp,h,d = f d(Tkp,h,0), we deduce that

[Qkp(Tkp,d)] = [Tkp,h,d ] in [Oν
kp,h

]. Therefore, we have Qkp(Tkp,d) =
Tkp,h,d because two tilting modules are isomorphic if they have the same class

in the Grothendieck group. Since QRp(TRp,d) is tilting and kpQRp(TRp,d) =
Qkp(Tkp,d), by Proposition 2.4(b) the isomorphism over kp can be lift to an

isomorphism QRp(TRp,d) = TRp,h,d . ⊓⊔

Proposition 5.27 Let p ∈ P1 be subgeneric. Assume that νp � d for all p.

Then,

(a) TRp,d is projective in A
ν,κ
Rp,τ

,

(b) ψ s
Rp,d

is an isomorphism Hs
Rp,d

→ EndA
ν,κ
Rp,τ

(TRp,d)
op,

(c) �s
Rp,d

is fully faithful on (A
ν,κ
Rp,τ

{d})� and (A
ν,κ
Rp,τ

{d})∇ .

Proof Since kp is subgeneric, we may fix u, v, z as above. So, we have

fu,v,z(τkp, κkp) = z e. Hence, by Proposition 5.24 and Lemma 5.26, there is

an equivalence of highest weight Rp-categories QRp : A
ν,κ
Rp,τ

{d} → Aν
Rp,h

{d}
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taking ���(λ)Rp,τ to �(λ)Rp,̹ and TRp,d to TRp,h,d . By base change, it spe-

cializes to an equivalence of highest weight kp-categories Qkp : A
ν,κ
kp,τ

{d} →
Aν

kp,h
{d}.

Recall that ν◦ = (νu, νv) and ν• = νu + νv . To unburden the notation, we

may identify the highest weight Rp-categories Aν
Rp,h

{d} and A
ν◦
Rp,̹◦(ν•){d} via

the equivalence (4.4). The later is a particular case of the categories which have

been studied in Sect. 4.7. Note that we have ̹kp,u − ̹kp,v = ze /∈ N×. Thus,

Proposition 4.9(c) implies that Tkp,h,d is projective. Hence, part (a) follows

from Proposition 2.4 and Lemma 5.26.

To prove (b) we use Proposition 2.23. Let us check the assumptions. First,

the fraction field of Rp is K . Since R is in general position, the K -algebra

Hs
K ,d is split semi-simple. Next, by [13, thm. 3.30], the decomposition map

K0(H
s
K ,d) → K0(H

s
kp,d

) is surjective.

Now, let us construct an endomorphism θRp of Hs
Rp,d

. By Remark 4.6,

we have a pre-categorification (E, F, X, T ) on Aν
Rp,h

. Let ϕs
Rp,d

: H s
Rp,d

→
EndAν

Rp,h
(TRp,h,d)

op be the corresponding Rp-algebra homomorphism. It is

an isomorphism by Proposition 4.9 and the Nakayama’s lemma. Next, by

Proposition 3.1, we have an Rp-algebra isomorphism αRp : Hs
Rp,d

→ H s
Rp,d

.

Since QRp(TRp,d) = TRp,h,d , by functoriality, we have an isomorphism βRp :
EndA

ν,κ
Rp,τ

(TRp,d)
op → EndAν

Rp,h
(TRp,h,d)

op. We set θRp = α−1
Rp

◦ (ϕs
Rp,d

)−1 ◦
βRp ◦ ψ s

Rp,d
and we write θK = K θRp .

To prove (b), we must check that θRp is invertible. By Proposition 2.23, this

follows from the following.

Claim 5.28 The endomorphism θK of Hs
K ,d is an automorphism and it yields

the identity on the Grothendieck group.

Now, we prove the claim. Since R is in general position, by Proposition 5.22,

the K -algebra morphisms ψ s
K ,d : Hs

K ,d → EndA
ν,κ
K ,τ

(TK ,d)
op is an isomor-

phism. Hence θK is an automorphism.

Consider the equivalences of categories �s
K ,d : A

ν,κ
K ,τ {d} → Hs

K ,d -mod and

�s
K ,d : Aν

K ,h{d} → H s
K ,d -mod induced by ψ s

K ,d and ϕs
K ,d . The corresponding

maps between isomorphism classes of simple modules fit into the commutative

square

Irr(A
ν,κ
K ,τ {d})

�s
K ,d ��

QK

��

Irr(Hs
K ,d)

Irr(Aν
K ,h{d})

�s
K ,d �� Irr(H s

K ,d),

αK

��
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because we have �s
K ,d(���(λ)K ,τ ) = S(λ)

s,q
K , �s

K ,d(�(λ)K ,̹) = S(λ)s
K

by Propositions 5.22(d), 4.7(d), and we have αK (S(λ)s
K ) = S(λ)

s,q
K ,

QK (���(λ)K ,τ )=�(λ)K ,̹ . This implies that θK is identity on the Grothendieck

group. The claim is proved.

Finally, let us prove part (c). Let ϕs
Rp,d

, βRp and αRp be as above. Then,

we can view ϕs
Rp,d

as an isomorphism Hs
Rp,d

→ EndA
ν,κ
Rp,τ

(TRp,d)
op. We

don’t know whether ψ s
Rp,d

= ϕs
Rp,d

. However, since they are both invertible,

they differ obviously by an automorphism of Hs
Rp,d

. Thus, the equivalence

QRp intertwines the functors �s
Rp,d

and �s
Rp,d

, up to a twist by an automor-

phism of Hs
Rp,d

. Therefore, it is enough to prove that �s
Rp,d

is fully faithful

on (Aν
Rp,h

{d})� and (Aν
Rp,h

{d})∇ .

By Proposition 4.9, a simple module of Aν
kp,h,d

is a submodule of a parabolic

Verma module if and only if it lies in the top of Tkp,h,d . Thus, the functor �s
kp,d

is faithful on (Aν
kp,h

{d})�. By [7, cor. 4.18], the category Aν
kp,h

{d} is Ringel

self-dual, i.e., we have an equivalence Aν
kp,h

{d} ≃ (Aν
kp,h

{d})⋄. Therefore, by

Lemma 2.13, the functor �s
kp,d

is also faithful on (Aν
kp,h

{d})∇ . Note that [7]

considers the category Aν without any shift ̹, but our situation reduces to this

one by Proposition 4.10. Now, part (c) follows from Proposition 2.18. ⊓⊔

Remark 5.29 If νu − νv /∈ Z e for all u �= v, then �s
Rp,d

is a 1-faithful highest

weight cover.

5.7.3 The reduction to ℓ = 1

Assume that the deformation ring R is a local ring with a generic residue field

k. We have the following lemma.

Lemma 5.30 For λ, λ′ ∈ Pν, if λ + τk �ℓ λ′ + τk then λ̂ + τk ∈ Ŵν •
λ̂′ + τk.

Proof By an easy induction we may assume that there are elements β ∈
�̂(τk, κk) \ �ν and w ∈ Wν with λ̂ + τk = wsβ • λ̂′ + τk. We have

�̂(τk, κk) ⊂ �̂ν ⇐⇒ 〈(0, τk, κk) : β〉 /∈ Z, ∀β ∈ �̂ \ �̂ν,

⇐⇒ 〈τk : α〉 + rκ /∈ Z, ∀α ∈ � \ �ν, ∀r ∈ Z,

⇐⇒ k is generic.

Thus β ∈ �̂ν , hence wsβ ∈ Ŵν . ⊓⊔
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For a ∈ Nℓ let O
ν,κ
R,τ {a} ⊂ O

ν,κ
R,τ be the full subcategory of the modules

whose simple subquotients have a highest weight of the form λ̂ + τk with

λ ∈ Pν{a}.

Proposition 5.31 (a) We have O
ν,κ
R,τ =

⊕
a∈Nℓ O

ν,κ
R,τ {a} and O

ν,κ
k,τ =⊕

a∈Nℓ O
ν,κ
k,τ {a}.

(b) There are equivalences of highest weight R-categories QR : O
ν,κ
R,τ {a} →

O
+,κ
R (ν){a} and of highest weight k-categories Qk : O

ν,κ
k,τ {a} →

O
+,κ
k (ν){a} such that kQR(M) = Qk(kM) and QR(M(λ + τ)R,ν) =

M(λ)R,+.

(c) The equivalences in (b) restricts to equivalences of highest weight cate-

gories QR : A
ν,κ
R,τ → A

+,κ
R (ν) and Qk : A

ν,κ
k,τ → A

+,κ
k (ν). In particular,

we have QR(���(λ)R,τ ) = ���(λ)R for all λ.

Proof Since k is generic, the linkage principle and Lemma 5.30 imply that if a

parabolic Verma module in O
ν,κ
k,τ has a highest weight of the form λ̂ + τk with

λ ∈ Pν{a}, then any constituent has also a highest weight of the same form. So

we have a decomposition O
ν,κ
k,τ =

⊕
a∈Nℓ O

ν,κ
k,τ {a}. The decomposition over R

follows from Proposition 2.4. Part (a) is proved.

For the same reason as above, we have Oκ
R,τ =

⊕
a∈Nℓ Oκ

R,τ {a}, where

Oκ
R,τ {a} is the full subcategory of the modules whose simple subquotients

have a highest weight of the form λ̂ + τk with λ ∈ P{a}.
Further, by [20, thm. 11] there is an equivalence of highest weight k-

categories Qk : Oκ
k,τ {a} → Oκ

k(ν){a} such that L(λ + τk)k �→ L(λ)k. For

the same reason as explained in the proof of Proposition 5.24, the proof of

[20, thm. 11] yields an equivalence QR : Oκ
R,τ {a} → Oκ

R(ν){a} such that

kQR(M) = Qk(kM) for any M ∈ Oκ
R,τ {a}.

Since λ+ τk is ν-dominant if and only if λ is ν-dominant, this equivalence

restricts to an equivalence of abelian categories O
ν,κ
k,τ {a} → O

+,κ
k (ν){a}. We

denote it again by Qk. Since O
ν,κ
R,τ {a} and O

+,κ
R (ν){a} are full subcategories of

Oκ
R,τ {a} and Oκ

R(ν){a} consisting of the modules whose simple subquotients

have a highest weight of the form λ̂ + τk and λ̂, respectively, with λ ∈ Pν{a},
we deduce that QR restricts to an equivalence of abelian R-categories QR :
O

ν,κ
R,τ {a} → O

+,κ
R (ν){a}. Since Qk(L(λ+τk)k) = L(λ)k for allλ ∈ Pν{a}, by

Proposition 2.6 we deduce that Qk and QR are indeed equivalences of highest

weight categories and that QR(M(λ + τ)R,ν) = M(λ)R,+. This proves parts

(b), (c). ⊓⊔

Now, let R be either a field or a regular local deformation ring of dimension

2. Assume further that R is analytic and in general position.
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Consider the Kazhdan–Lusztig category O
+,κ
R (νp) of glR,νp

. The equiv-

alence of categories Oκ
R(ν) =

⊗ℓ
p=1 Oκ

R(νp) yields an equivalence of

categories O
+,κ
R (ν) =

⊗ℓ
p=1 O

+,κ
R (νp).

Let V(νp) ∈ O
+,κ
R (νp) be the module induced from the natural represen-

tation of glR,νp
. The endofunctor f p = • ⊗̇RV(νp) of O

+,κ
R (νp) extends to

an endofunctor of O
+,κ
R (ν) in the obvious way. We denote it again by f p. Let

f =
⊕ℓ

p=1 f p.

We set TR,0(ν) =
⊗ℓ

p=1 TR,0(νp). For each d ∈ N, we consider the tilting

module TR,d(ν) = f d(TR,0(ν)) in O
+,κ
R (ν). We have introduced a module

TR,d in O
ν,κ
R,τ .

By base change, for each p ∈ P, we get the modules TRp,d ∈ O
ν,κ
Rp,τ

and

TRp,d(ν) ∈ O
+,κ
Rp

(ν). The same proof as in Lemma 5.26 yields the following.

Lemma 5.32 Assume that p ∈ P1 is generic. Then, we have an isomorphism

QRp(TRp,d) = TRp,d(ν).

On the other hand, for each a ∈ Nℓ, we set Hℓ
R,a =

⊗ℓ
p=1 H+

R,ap
. By base

change, it yields the Rp-algebra Hℓ
Rp,a

.

Lemma 5.33 Let p ∈ P1 be generic. Then, we have an Rp-algebra isomor-

phism

Hs
Rp,d

=
⊕

a∈C
ℓ
d

MatSd/Sa

(
Hℓ

Rp,a

)
. (5.3)

Proof Let I = {τRp,1, τRp,2, . . . , τRp,ℓ} + Z + κRpZ and I = IRp = I/∼.

Let Ikp be the image of I in the residue field kp. Since p is generic, the quiver

Ikp has exactly ℓ components given by Ikp,p = (τkp,p + Z + κkpZ)/∼
with p ∈ [1, ℓ]. Hence, the quiver IRp has also ℓ components I1 =
IRp,1, . . . ,Iℓ = IRp,ℓ which specialize to Ikp,1, . . . ,Ikp,ℓ respectively.

For each tuple p = (p1, p2, . . . , pd) in [1, ℓ]d , we consider the idempotent

in Hs
kp,d

given by 1p =
∑

i 1i, where i = (i1, i2, . . . , id) runs over the set

Ikp,p =
∏d

r=1 Ikp,pr and 1i is as in Sect. 3.4. Note that, although there may

be an infinite number of such tuples i, this sum contains only a finite number of

non zero terms. Next, for each a ∈ C
ℓ
d , we define a central idempotent 1(a) in

Hs
kp,d

by 1(a) =
∑

p∈(a) 1p,where a is identified with the tuple (1a12a2 · · · ℓaℓ)

and (a) is the set of all permutations of a in [1, ℓ]d . Then, we write Hs
kp,(a)

=
1(a)H

s
kp,d

.

It is well-known that there are kp-algebra isomorphisms Hs
kp,d

=
⊕

a∈C
ℓ
d

Hs
kp,(a)

,Hℓ
kp,a

= 1a Hs
kp,d

1a and Hs
kp,(a)

= MatSd/Sa

(
Hℓ

kp,a

)
,where
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Sa = Sa1 × · · · × Saℓ
, see [12]. We must prove that the isomorphism⊕

a∈C
ℓ
d

MatSd/Sa

(
Hℓ

kp,a

)
→ Hs

kp,d
lifts to an isomorphism of Rp-algebras. To

do that, by the Nakayama’s lemma, it is enough to prove that this isomorphism

lifts to an Rp-algebra homomorphism
⊕

a∈C
ℓ
d

MatSd/Sa

(
Hℓ

Rp,a

)
→ Hs

Rp,d
.

First, by Proposition 3.1, for each tuple i ∈ (Ikp)
d , the sum 1i =

∑
i′ 1i′

over all elements i′ ∈ I d whose residue class is equal to i, is an idempotent in

the Rp-subalgebra Hs
Rp,d

of Hs
K ,d . Therefore, for each tuple p ∈ [1, ℓ]d ,

the idempotent 1p ∈ Hs
K ,d given by 1p =

∑
i′ 1i′ , where i′ runs over

the set Ip =
∏d

r=1 Ipr , belongs also to the Rp-subalgebra Hs
Rp,d

and it

specializes to the idempotent 1p ∈ Hs
kp,d

given above. In particular, for

each a ∈ C
ℓ
d , the idempotent in Hs

K ,d given by 1(a) =
∑

p∈(a) 1p belongs

indeed to Hs
Rp,d

and it specializes to the idempotent 1{a} ∈ Hs
kp,d

given

above. Further, setting Hs
Rp,(a)

= 1(a)H
s
Rp,d

, we get Rp-algebra isomorphisms

Hs
Rp,d

=
⊕

a∈C
ℓ
d

Hs
Rp,(a)

and Hℓ
Rp,a

= 1a Hs
Rp,d

1a.

Now, we construct an Rp-algebra homomorphism
⊕

a∈C
ℓ
d

MatSd/Sa(
1aHs

Rp,d
1a

)
→ Hs

Rp,d
which lifts the isomorphism over the residue field

kp mentioned above.

To do that, it is convenient to use the formalism of quiver Hecke algebras.

Let Rs
K ,d be the cyclotomic quiver Hecke algebra of rank d associated with s.

It is the K -algebra generated by elements 1i, xi,k, τi,l with i ∈ I d , k ∈ [1, d]
and l ∈ [1, d), subject to the relations in [40, sec. 3.2.1] associated with the

quiver I and to the cyclotomic relations given by (xi,1)
♯{p; qsp =i1} = 0 for

all i’s. Note that the K -algebra Rs
K ,d is finite dimensional, and that we have

1i = 0 except for a finite number of i’s.

By [6,40] we have a K -algebra isomorphism Rs
K ,d = Hs

K ,d which identifies

the idempotents 1i, i ∈ I d , from both sides. In particular, for each integer l ∈
[1, d) and each d-tuple p such that pl �= pl+1, the element τp,l =

∑
i∈Ip

τi,l

in Rs
K ,d can be viewed as an element of Hs

K ,d which belongs to Hs
Rp,d

and

which satisfies the relations τsl (p),l τp,l = 1p and τp,l τsl (p),l = 1sl (p).

Next, let w ∈ Sd . Assume that w is of minimal length in its right Sa-

coset. Fix a reduced decomposition w = srm · · · sr2sr1 . Consider the elements

τw,a and τ̄a,w of Hs
Rp,d

given by τw,a = τsrm ,srm−1
···sr1

(a) · · · τsr2
,sr1

(a)τsr1
,a and

τ̄a,w = τsr1
,sr2

···srm w(a) · · · τsrm−1
,srm w(a)τsrm ,w(a). We have τ̄a,w τw,a = 1a and

τw,a τ̄a,w = 1w(a).

The expected map
⊕

a∈C
ℓ
d

MatSd/Sa

(
1aHs

Rp,d
1a

)
→ Hs

Rp,d
takes the

square matrix (xv(a),w(a))v,w in MatSd/Sa

(
1aHs

Rp,d
1a

)
with xv(a),w(a) ∈

1aHs
Rp,d

1a and v,w ∈ Sd as above to the sum
∑

v,w τw,a xv(a),w(a) τ̄v,a .

⊓⊔
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Now, given p = (p1, p2, . . . , pd) in [1, ℓ]d , we write fp = f p1 f p2 · · · f pd

and TR,p(ν) = fp(TR,0(ν)). We have an isomorphism TR,d(ν)=
⊕

p TR,p(ν).

Recall that we identify a composition a = (a1, . . . , aℓ) in C
ℓ
d with the

ℓ-tuple (1a12a2 · · · ℓaℓ). Then, we have an isomorphism TR,a(ν) =
⊗ℓ

p=1

TR,ap(νp).

Next, consider the action of the symmetric group Sd on [1, ℓ]d by permuta-

tion. Each orbit contains a unique element given by a composition a ∈ C
ℓ
d . Let

(a) denote this orbit. We have a bijection Sd/Sa
∼→ {a} given by w �→ w(a),

where Sa is the stabilizer of a. We write TR,(a)(ν) =
⊕

p∈{a} TR,p(ν).

For each p ∈ (a) we have a canonical isomorphism TR,p(ν) = TR,a(ν).

Therefore, we have TR,(a)(ν) =
⊕

w∈Sd/Sa
TR,a(ν). We deduce that

End
A

+,κ
R (ν)

(TR,(a)(ν)) = MatSd/Sa

(
End

A
+,κ
R (ν)

(TR,a(ν))
)
.

Next, recall that O
+,κ
R (ν) =

⊕
a∈C

ℓ
d

O
+,κ
R (ν)(a) and that TR,p(ν) ∈ O

+,κ
R

(ν){a} if and only if p ∈ (a). Therefore, we have

End
A

+,κ
R (ν)

(TR,d(ν)) =
⊕

a∈C
ℓ
d

End
A

+,κ
R (ν)

(TR,(a)(ν))

=
⊕

a∈C
ℓ
d

MatSd/Sa

(
End

A
+,κ
R (ν)

(TR,a(ν))
)
. (5.4)

For each p ∈ [1, ℓ], the gR,νp -module TR,ap(νp) ∈ A
+,κ
R (νp) gives rise

to an R-algebra homomorphism H+
R,ap

→ End
A

+,κ
R (νp)

(TR,ap(νp))
op given

by (5.1). Taking the tensor product , we get an R-algebra homomorphism

Hℓ
R,a → End

A
+,κ
R (ν)

(TR,a(ν))
op.

Now, assume that p ∈ P1 is generic. Combining the R-algebra homomor-

phism above with base change, (5.3) and (5.4), we get an Rp-algebra homomor-

phismψ+
Rp,d

(ν) : Hs
Rp,d

→ End
A

+,κ
Rp

(ν)
(TRp,d(ν))

op. Further, the composition

with ψ+
Rp,d

(ν) yields a functor �+
Rp,d

(ν) = Hom
A

+,κ
Rp

(ν)

(
TRp,d(ν), •

)
:

A
+,κ
Rp

(ν){d} → Hs
Rp,d

-mod .

Lemma 5.34 Let p ∈ P1 be generic. The following holds

(a) TRp,d(ν) is projective in A
+,κ
Rp

(ν){d},
(b) ψ+

Rp,d
(ν) is an isomorphism Hs

Rp,d
→ EndmRp,ν

(TRp,d(ν))
op,

(c) �+
Rp,d

(ν) is fully faithful on (A
+,κ
Rp

(ν){d})� and (A
+,κ
Rp

(ν){d})∇ .
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Proof We have an equivalence of highest weight categories O
+,κ
kp

(ν) =
⊗ℓ

p=1 O
+,κ
kp

(νp) and each factor O
+,κ
kp

(νp) is a copy of the Kazhdan–Lusztig

category. Therefore O
+,κ
kp

(ν) is equivalent to a category of modules over a

quantum group by [28]. Hence A
+,κ
kp

(ν){d} is equivalent to the module cate-

gory of a q-Schur algebra (with ℓ = 1) as a highest weight category, and this

equivalence takes �+
kp,d

(ν) to the q-Schur functor.

Hence, some standard facts on q-Schur algebras imply that Tkp,d(ν) is

projective in A
+,κ
kp

(ν){d}, proving part (a), and that the kp-algebra homomor-

phism Hs
kp,d

→ Endmkp,ν
(Tkp,d(ν))

op is an isomorphism, proving part (b) by

Nakayama’s lemma and (5.4), (5.3), see e.g. [39].

Now, we concentrate on part (c). A standard argument due to Donkin implies

that the q-Schur functor �s
kp,d

is faithful on (Ss
kp,d

-mod)∇ for ℓ = 1. More

precisely, recall that �s
kp,d

= HomSs
kp,d

(Ss
kp,d

e, •) for some idempotent e ∈
Ss

kp,d
. Recall also that the Ss

kp,d
-module Ss

kp,d
e is faithful and that any Weyl

module embeds in Ss
kp,d

e, see e.g., [35, p. 188]. Thus, the claim follows from

[35, thm. 4.5.5]. So, from the equivalence above, we deduce that �+
kp,d

(ν) is

faithful on (A
+,κ
kp

(ν){d})∇ . Since the q-Schur algebra is Ringel self-dual, we

deduce that �+
kp,d

(ν) is also faithful on (A
+,κ
kp

(ν){d})�. Therefore, the part (c)

of the lemma follows from Proposition 2.18. ⊓⊔

We can now prove the main result of this section. Recall that we have intro-

duced a module TR,d in A
ν,κ
R,τ , an R-algebra homomorphism ψ s

R,d : Hs
R,d →

EndA
ν,κ
R,τ

(TR,d)
op, and a functor �s

R,d : A
ν,κ
R,τ {d} → Hs

R,d -mod.

By base-change, we get TRp,d , ψ s
Rp,d

and �s
Rp,d

for each p ∈ P, see

Remark 4.6. Recall also that, since R is in general position, the K -category

A
ν,κ
K ,τ is split semi-simple and condition (3.1) holds in K .

Proposition 5.35 Let p ∈ P1 be generic. Assume that νp � d for all p. Then

(a) TRp,d is projective in A
ν,κ
Rp,τ

,

(b) ψ s
Rp,d

is an isomorphism Hs
Rp,d

→ EndA
ν,κ
Rp,τ

(TRp,d)
op,

(c) �s
Rp,d

is fully faithful on (A
ν,κ
Rp,τ

{d})� and (A
ν,κ
Rp,τ

{d})∇ .

Proof Assuming part (b), the Proposition 5.31 and Lemma 5.34 imply parts

(a) and (c). Let us prove (b).

The proof is similar to the proof of Proposition 5.27. It is based on Propo-

sition 2.23. Recall that Hs
K ,d is a split semi-simple K -algebra, and by [13,

thm. 3.30], that the decomposition map K0(H
s
K ,d) → K0(H

s
kp,d

) is surjec-

tive. We construct an endomorphism θRp of Hs
Rp,d

as follows. By Lemma 5.34,
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we have an isomorphism ψ+
Rp,d

(ν) : Hs
Rp,d

→ EndmRp,ν
(TRp,d(ν))

op. Next,

by Proposition 5.31 and Lemma 5.32, we have an equivalence of cate-

gories QRp : O
ν,κ
Rp,τ

{a} → O
+,κ
Rp

(ν){a} which maps TRp,d to TRp,d(ν).

By functoriality, it induces an isomorphism βRp : EndA
ν,κ
Rp,τ

(TRp,d)
op →

End
A

+,κ
Rp

(ν)
(TRp,d(ν))

op. We set θRp = (ϕs
Rp,d

)−1 ◦ βRp ◦ ψ s
Rp,d

. The same

proof as in Proposition 5.27 implies that the map θK = K θRp induces the

identity on the Grothendieck group. So θRp is an automorphism by Proposi-

tion 2.23. This implies that ψ s
Rp,d

is an isomorphism. ⊓⊔

Remark 5.36 If qkp �= 1 then �s
Rp,d

is a 1-faithful highest weight cover.

5.8 The category A as a highest weight cover

Let R be a local analytic deformation ring of dimension 2 in general position.

Let κk = −e and sR = ν+τR . Recall the module TR,d ∈ A
ν,κ
R,τ and the functor

�s
R,d : A

ν,κ
R,τ → Hs

R,d -mod.

The first main result of this paper is the following theorem.

Theorem 5.37 Assume that νp � d for all p.

(a) The map ψ s
R,d : Hs

R,d → EndA
ν,κ
R,τ

(
TR,d

)op
is an R-algebra isomorphism.

(b) The module TR,d is projective in A
ν,κ
R,τ .

(c) The functor �s
R,d is fully faithful on A

ν,κ,�
R,τ and A

ν,κ,∇
R,τ .

Proof First, by Proposition 5.22, the category A
ν,κ
K ,τ is split semi-simple and

condition (3.1) holds in the fraction field K .

To prove part (a), observe that since TR,d is tilting, the R-module

EndA
ν,κ
R,τ

(TR,d) is projective. Since Hs
R,d is also projective over R, we have

Hs
R,d =

⋂

p∈P1

RpHs
R,d , EndA

ν,κ
R,τ

(TR,d) =
⋂

p∈P1

Rp EndAν
R,τ

(TR,d),

see [Bourbaki, Algèbre commutative, ch. VII, §4, n◦2]. Next, we have

RpHs
R,d = Hs

Rp,d
and Rp EndA

ν,κ
R,τ

(TR,d) = EndA
ν,κ
Rp,τ

(TRp,d) for each p ∈ P.

Thus, it is enough to prove that the map ψ s
Rp,d

is invertible for each p ∈ P1. By

Proposition 5.22, the prime p is generic or subgeneric. Thus part (a) follows

from Proposition 5.27 and Proposition 5.35.

Now, let us prove that �s
R,d is fully faithful on A

ν,κ,∇
R,τ . Since TR,d is tilt-

ing, by Corollary 2.17 it is enough to check that �s
Rp,d

is fully faithful on

(A
ν,κ
Rp,τ

{d})∇ for p ∈ P1. This has already been proved in Propositions 5.27

and 5.35.
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As a consequence, the tilting module TR,d is projective by Lemma 2.15,

because the algebra EndA
ν,κ
R,τ

(TR,d) being isomorphic to Hs
R,d is symmetric.

Part (b) is proved.

We deduce that �s
R,d is quotient functor. Therefore by Lemma 2.16 it is

fully faithful over A
ν,κ,�
R,τ if �s

Rp,d
is fully faithful on (A

ν,κ
Rp,τ

{d})� for p ∈ P1.

Again, this has been proved in Propositions 5.27 and 5.35. The theorem is

proved. ⊓⊔

The following corollary is a straightforward consequence of the theorem by

specializing to the residue field, see also [33].

Corollary 5.38 Assume that νp � d for all p.

(a) The map ψν
k,d : Hν

k,d → End
A

ν,−e
k

(
Tk,d

)op
is a k-algebra isomorphism.

(b) The module Tk,d is projective in A
ν,−e
k .

Remark 5.39 The module Tk,d may not be projective in O
ν,κ
k .

Remark 5.40 Let R be any local deformation ring. Assume that νp � d for

each p. From Theorem 5.37(b), Proposition 2.4 and Remark 5.17 we deduce

that TR,d is well-defined and is projective in A
ν,κ
R,τ .

5.9 The functor F and induction

In Sect. 4.6 we defined a pre-categorical action (E, F, X, T ) on A
ν,κ
R,τ . Now,

we define a tuple (E, F, X, T ) on A
ν,κ
R,τ in the following way. Let h : A

ν,κ
R,τ →

O
ν,κ
K ,τ be the canonical embedding. Consider the endofunctors E, F of A

ν,κ
R,τ

given by E = h∗eh, F = h∗ f h. Since f preserves the subcategory A
ν,κ
R,τ , we

have F = h! f h = f |Aν,κ
R,τ

. In particular, the functor F is exact, (E, F) is an

adjoint pair and we have E(A
ν,κ
R,τ {d + 1}�) ⊂ (A

ν,κ
R,τ {d})�. Then, we define

X ∈ End(F) = End( f ) and T ∈ End(F2) = End( f 2) as in Proposition 5.14.

Let d, k be positive integers such that d + k � νp for all p. In this sec-

tion we compare the functors Fk : A
ν,κ
R,τ {d} → A

ν,κ
R,τ {d + k} and Indd+k

d =
Hs

R,d+k ⊗Hs
R,d

• : Hs
R,d -mod → Hs

R,d+k-mod.

By definition Fk(TR,d) = TR,d+k and we have a commutative diagram

Hs
R,d

ψs
R,d

∼
��

� �

��

EndA
ν,κ
R,τ

(TR,d)
op

Fk

��
Hs

R,d+k

ψs
R,d+k

∼
�� EndA

ν,κ
R,τ

(FkTR,d)
op.
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Therefore, we have a morphism of functors on A
ν,κ
R,τ {d}

ϑk : Indd+k
d �s

R,d ≃ HomA
ν,κ
R,τ

(TR,d+k, FkTR,d)

⊗End
A
ν,κ
R,τ

(TR,d )
op HomA

ν,κ
R,τ

(TR,d , •)

≃ HomA
ν,κ
R,τ

(EkTR,d+k,TR,d)

⊗End
A
ν,κ
R,τ

(TR,d )
op HomA

ν,κ
R,τ

(TR,d , •)

→ HomA
ν,κ
R,τ

(EkTR,d+k, •)

≃ HomA
ν,κ
R,τ

(TR,d+k, Fk•)

= �s
R,d+k Fk,

where the map in the third line is given by composition.

Lemma 5.41 Assume that d + k � νp for all p. Then ϑk : Indd+k
d �s

R,d →
�s

R,d+k Fk is an isomorphism.

Proof It is enough to prove that ϑk is an isomorphism of functors on

(A
ν,κ
R,τ {d})�. We must prove that the map

HomA
ν,κ
R,τ

(EkTR,d+k,TR,d) ⊗End
A
ν,κ
R,τ

(TR,d )
op HomA

ν,κ
R,τ

(TR,d , M)

→ HomA
ν,κ
R,τ

(EkTR,d+k, M)

given by composition is an isomorphism for each M ∈ (A
ν,κ
R,τ {d})�.

Since�s
R,d is 0-faithful, E(A

ν,κ
R,τ {d+1}�)⊂(A

ν,κ
R,τ {d})� and�s

R,d(TR,d) ≃
Hs

R,d as (Hs
R,d ,Hs

R,d)-bimodules, the left hand side is isomorphic to

HomHs
R,d

(�s
R,d(EkTR,d+k),Hs

R,d) ⊗Hs
R,d

HomHs
R,d

(Hs
R,d , �

s
R,d(M))

and the right hand side is isomorphic to HomHs
R,d

(�s
R,d(EkTR,d+k),�

s
R,d

(M)). Hence, we are reduced to prove that the natural map

HomHs
R,d

(�s
R,d(EkTR,d+k),Hs

R,d) ⊗Hs
R,d

HomHs
R,d

(Hs
R,d , �

s
R,d(M))

→ HomHs
R,d

(�s
R,d(EkTR,d+k),�

s
R,d(M))

given by composition is an isomorphism. We claim that �s
R,d(EkTR,d+1) ≃

Hs
R,d+k as Hs

R,d -modules. Thus it is a projective Hs
R,d -module, and the iso-

morphism follows.
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To prove the claim, note that since �s
R,d = HomA

ν,κ
R,τ

(TR,d , •) is fully faith-

ful on (A
ν,κ
R,τ {d})∇ , using the duality D on A

ν,κ
R,τ {d} and the fact that D(TR,d) ≃

TR,d , we deduce that the contravariant functor HomA
ν,κ
R,τ

(•,TR,d) : A
ν,κ
R,τ {d}→

(Hs
R,d)

op-mod is fully faithful on (A
ν,κ
R,τ {d})�. Therefore, we have isomor-

phisms

�s
R,d(EkTR,d+k) ≃ HomA

ν,κ
R,τ

(TR,d , EkTR,d+k)

≃ Hom(Hs
R,d )

op

(
HomA

ν,κ
R,τ

(EkTR,d+k,TR,d),Hs
R,d

)

≃ Hom(Hs
R,d )

op

(
HomA

ν,κ
R,τ

(TR,d+k, FkTR,d),Hs
R,d

)

≃ Hom(Hs
R,d )

op

(
Hs

R,d+k,Hs
R,d

)
.

Finally, since Hs
R,d+k is self-injective, there is an isomorphism of Hs

R,d -

modules Hs
R,d+k ≃ Hom(Hs

R,d )
op

(
Hs

R,d+k,Hs
R,d

)
. The claim is proved. ⊓⊔

Remark 5.42 Recall that X acts on Indd+1
d = Hs

R,d+1 ⊗Hs
R,d

• by right multi-

plication by Xd+1 on Hs
R,d+1, and the action of X on E is the transposition of

its action on F under the adjunction, see Remark 3.3. Hence, it follows from

the definition of ϑ1 that it intertwines the action of X on Indd+1
d and on F , i.e.,

we have

ϑ1 ◦ (�s
R,d+1 X) = (X�s

R,d) ◦ ϑ1.

Similarly we have

ϑ2 ◦ (�s
R,d+2T ) = (T�s

R,d) ◦ ϑ2,

for the action of T on Indd+2
d and on F2.

6 The category A and CRDAHA’s

6.1 Reminder on rational DAHA’s

6.1.1 Definition of the category O

Let R be a local ring with residue field C. Let W be a complex reflection

group, let h be the reflection representation of W over R and let S be the set of

pseudo-reflections in W . Let A be the set of reflection hyperplanes in h. We

write hreg = h\
⋃

H∈A
H .

Let c : S → R be a map that is constant on the W -conjugacy classes. The

RDAHA (=rational double affine Hecke algebra) attached to W with parameter
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c is the quotient Hc(W, h)R of the smash product of RW and the tensor algebra

of h ⊕ h∗ by the relations

[x, x ′] = 0, [y, y′] = 0, [y, x] = 〈x, y〉 −
∑

s∈S

cs〈αs, y〉〈x, α̌s〉s,

for all x, x ′ ∈ h∗, y, y′ ∈ h. Here 〈•, •〉 is the canonical pairing between h∗

and h, the element αs is a generator of Im(s|h∗ − 1) and α̌s is the generator of

Im(s|h − 1) such that 〈αs, α̌s〉 = 2.

Let R[h], R[h∗] be the subalgebras of Hc(W, h)R generated by h∗ and

h respectively. The category O of Hc(W, h)R is the full subcategory of the

category of Hc(W, h)R-modules consisting of objects that are finitely gen-

erated as R[h]-modules and h-locally nilpotent, see [22, § 3]. We denote it

by Oc(W, h)R . It is a highest weight R-category. The standard modules are

labeled by the set Irr(CW ) of isomorphism classes of irreducible W -modules.

The standard module associated with E ∈ Irr(CW ) is the induced module

�(E)R = Ind
H(W )R

W⋉R[h∗](RE). Here RE is regarded as a W ⋉ R[h∗]-module

such that h ⊂ R[h∗] acts by zero. Let L(E) be the unique simple quotient of

�(E)R , and let P(E)R be the projective cover of �(E)R .

By [22, § 4.2.1] there is a functor

(•)∨ : Oc(W, h)R → Oc∨(W, h∗)op
R ,

which is an equivalence over the subcategories of modules in Oc(W, h)R ,

Oc∨(W, h∗)op
R that are free over R. Here c∨ : S → R is defined by

c∨(s) = c(s−1). For any E ∈ Irr(CW ) we write E∨ = HomR(E, R). We

have �(E)∨R ≃ ∇(E∨)R and ∇(E)∨R ≃ �(E∨)R .

6.1.2 The KZ-functor

Let R be an analytic regular local ring. There is a quotient functor

KZR : Oc(W, h)R → H(W, h)R-mod

defined in [22, § 5.3], where H(W, h)R is the Hecke algebra associated with W

and a parameter which depends on c. Note that loc. cit. uses regular complete

local rings, but the same construction can be done for analytic ones.

Proposition 6.1 The functor KZR is 0-faithful.

Proof By Proposition 2.18 it is enough to prove that over the residue field

C the functor KZ is (−1)-faithful. In other words, we must prove that KZ is

faithful on Oc(W, h)�
C

.
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Write O = Oc(W, h)C, let Otor ⊂ O be the full subcategory consisting

of the objects M such that M ⊗C[h] C[hreg] = 0. By [22, thm. 5.14], the

functor KZ is isomorphic to the quotient functor O → O/Otor . A �-filtered

object M is free over C[h] by [22, prop. 2.21], so it has no torsion submodules.

Therefore, the map HomO(M, N ) → HomO(KZ(M),KZ(N )) is injective for

each M, N ∈ O�. We are done. ⊓⊔

6.1.3 Induction and restriction functors

A parabolic subgroup W ′ ⊂ W is the stabilizer of some point b ∈ h. It is

a complex reflection group with the set of reflections S′ = S ∩ W and with

reflection representation h/hW ′
, where hW ′

is the subspace of points fixed by

W ′. Bezrukavnikov and Etingof [3] defined parabolic induction and restriction

functors

OIndW
W ′ : Oc(W

′, h/hW ′
)R → Oc(W, h)R,

OResW
W ′ : Oc(W, h)R → Oc(W

′, h/hW ′
)R .

Here we view c as a parameter for W ′ by identifying it with its restriction to

S′. In loc. cit. the authors work over a field. The definition is the same over

a ring R. The functor OIndW
W ′ is left adjoint to OResW

W ′ , and both functors are

exact. In particular OIndW
W ′ maps projective objects to projective objects.

Let R be an analytic regular local ring. By [41, thm. 2.1] we have isomor-

phisms of functors

KZR ◦OResW
W ′ ≃ HResW

W ′ ◦ KZR, KZR ◦OIndW
W ′ ≃ HIndW

W ′ ◦ KZR, (6.1)

where OResW
W ′ and HIndW

W ′ refer to the restriction and induction functors for

Hecke algebras H(W ′, h/hW ′
)R →֒ H(W, h)R , see loc. cit. for more details.

Again, in loc. cit. we work over a field, but the same proof works over R.

We will be mainly interested in the case where W ′ = WH is the pointwise

stabilizer of a hyperplane H . We will abbreviate O(WH )R = Oc(WH , h/H)R

and OIndH = OIndW
WH

.

6.1.4 Support of modules

Let R be a local ring with residue field k. We abbreviate OR = Oc(W, h)R . If

R = K is a field, let Ch(M) denote the characteristic variety of M as defined

in [22, § 4.3.4]. It is a closed subvariety of h ⊕ h∗. Recall the notation lcdO

and rcdO from (2.1).
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Lemma 6.2 Assume R = K is a field. For any M ∈ OK we have

lcdOK
(M) = rcdOK

(M) = dim h − dim Ch(M).

Proof The equality dim Ch(M) = dim h − rcdO(M) is proved in [22,

cor. 4.14]. Further, the proof of [22, lem. 5.2] yields dim Ch(M) =
dim Ch(M∨). This implies that rcdO(M) = rcdO(M∨). On the other hand,

by [22, prop. 4.7], if T is a tilting generator of OK then T ∨ is a tilting

generator of O∨
K and Exti

OK
(T, M) ≃ Exti

O∨
K

(M∨, T ∨). We deduce that

lcdOK
(M) = rcdOK

(M∨) = rcdOK
(M). ⊓⊔

Lemma 6.3 For E ∈ Irr(CW ) we have rcdOk (L(E)) � 1 if and only if there

exist H ∈ A and P ∈ O(WH )
proj
R such that P(E) is a direct summand of

OIndH (P).

Proof By [21, thm. 6.8] we have Ch(L(E)) = hW ′ ⊕{0} ⊂ h
⊕

h∗ for

some parabolic subgroup W ′ ⊂ W . So rcdOk (L(E)) � 1 is equivalent, by

Lemma 6.2, to the fact that hW ′
has codimension � 1 in h, which is equivalent

to W ′ ⊂ WH for some hyperplane H in A. By [43, prop. 2.2], the latter is true

if and only if OResW
WH

(L(E)) �= 0, which is equivalent to

HomOR

(
OIndW

WH
(P), L(E)

)
= HomO(WH )R

(
P,OResW

WH
(L(E))

)
�= 0,

for some P ∈ O(WH )
proj
R . Hence rcdOk (L(E)) � 1 is equivalent to P(E)

being a direct summand of OIndW
WH

(P) for some H ∈A and P ∈O(WH )
proj
R .

⊓⊔

6.2 The category O of cyclotomic rational DAHA’s

Let R be a local ring. Fix κR ∈ R× and s = (sR,1, . . . , sR,ℓ) ∈ Rℓ.

6.2.1 Definition

Recall that Ŵ is the group of ℓ-th roots of unity in C× and that Ŵd is the semi-

direct product Sd ⋉ Ŵd , where Ŵd is the Cartesian product of d copies of Ŵ.

For γ ∈ Ŵ let γi ∈ Ŵd be the element with γ at the i-th place and with 1 at the

other ones. Let si j ∈ Sd be the transposition (i, j). Write s
γ

i j = si jγiγ
−1
j for

γ ∈ Ŵ and i �= j .

Fix a basis (x, y) of R2. Let xi , yi denote the elements x, y respectively

in the i-th summand of (R2)⊕d . There is a unique action of the group Ŵd on

(R2)⊕d such that for distinct i , j , k we have γi (x j ) = γ−δi j x j , γi (y j ) = γ δi j y j

and si j (xi ) = x j , si j (xk) = xk , si j (yi ) = y j and si j (yk) = yk .
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Fix k ∈ R and cγ ∈ R for each γ ∈ Ŵ. Note that Ŵd is a com-

plex reflection group with reflection representation h = R⊕d and S =
{sγi j }1≤i �= j≤d,γ∈Ŵ

∐
{γi }1≤i≤d . Let c : S → R be the map given by c(s

γ

i j ) = k,

c(γi ) = cγ /2. We consider the algebra Hc(W, h)R for W = Ŵd . We will

call Hc(Ŵd , h)R the CRDAHA(=cyclotomic RDAHA). It is the quotient of the

smash product of RŴd and the tensor algebra of (R2)⊕d by the relations

[yi , xi ] = 1 − k
∑

j �=i

∑

γ∈Ŵ
s
γ

i j −
∑

γ∈Ŵ\{1}
cγ γi ,

[yi , x j ] = k
∑

γ∈Ŵ
γ s

γ

i j if i �= j,

[xi , x j ] = [yi , y j ] = 0.

We will use a presentation of Hc(Ŵd , h)R where the parameters are

h, h0, h1, . . . , hℓ−1 with (setting h−1 = hℓ−1)

k = −h, −cγ =
ℓ−1∑

p=0

γ−p(h p − h p−1) for γ �= 1.

The notation h = h R , h p = h R,p here is the same as in [39, sec. 6.1.2]. Finally,

we choose the elements h R , h R,p in the following way:

h R =−1/κR, h R,p =−sR,p+1/κR − p/ℓ, p = 0, 1, . . . , ℓ − 1. (6.2)

In the rest of this section we assume that the residue field is k = C and that

sk,p ∈ Z for all p.

Write κ = κk and sp = sk,p. We abbreviate O
s,κ
R {d} = Oc(Ŵd , h)R . If

ℓ = 1, then c only depends on κ , we abbreviate Oκ
R(Sd) = Oc(Sd , h)R .

The category O
s,κ
R {d} is a highest weight R-category such that �(O

s,κ
R {d}) =

{�(λ)
s,κ
R ; λ ∈ P

ℓ
d} and �(λ)

s,κ
R = �(X (λ)C)R . We write L(λ)s,κ , P(λ)

s,κ
R ,

T (λ)
s,κ
R , I (λ)

s,κ
R for the corresponding simple, projective, tilting, injective

object in O
s,κ
R {d}.

6.2.2 Comparison of partial orders

The partial order on the set �(O
s,κ
R {d}) ≃ P

ℓ
d is defined as follows. Let A, B

be boxes of ℓ-partitions. We say A ≻s B if we have conts(A) < conts(B) or

if conts(A) = conts(B) and p(A) > p(B). We define a partial order �s,κ on

P
ℓ
d by setting λ �s,κ μ if and only if there are orderings Y (λ) = {An} and

Y (μ) = {Bn} such that An �s Bn for all n.

Lemma 6.4 Assume κ < 0. Then �s,κ is a highest weight order on O
s,κ
R {d}.
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Proof By the proof of [16, thm. 4.1], if [�(λ)
s,κ
k : L(μ)

s,κ
k ] �= 0 then there

exist orderings Y (λ) = {An} and Y (μ) = {Bn} and non negative integers Dn

such that

Dn = p(An) − p(Bn) + ℓ
(
conts(An) − conts(Bn)

)
/κ,

for all n and (conts(An) − conts(Bn))/κ ∈ Z. Our notation matches those of

loc. cit. in the following way: r = ℓ, c0 = κ−1, dp = −ℓh p. Now, since κ < 0

and p(An), p(Bn) ∈ [1, ℓ], we have Dn � 0 if and only if An �s Bn . ⊓⊔

Set s⋆ = (−sℓ,−sℓ−1, . . . ,−s1). For each λ ∈ P
ℓ
d we write λ⋆ =

(tλℓ, . . . , tλ2, tλ1). We have the following lemma which is similar to [33,

lem. 2.2].

Lemma 6.5 Assume that κ < 0 and that sp = νp � d for all p. Then the

order �s⋆,κ refines the order �ℓ, i.e., for any λ,μ ∈ P
ℓ
d such that μ �ℓ λ we

have μ⋆ �s⋆,κ λ⋆.

Proof First, for any λ ∈ P
ν
d and A ∈ Y (λ), we have the transposed box

A⋆ ∈ Y (λ⋆) such that conts⋆(A⋆) = −conts(A) and p(A⋆) = ℓ + 1 − p(A).

Therefore, we have A ≺s B if and only if A⋆ ≻s⋆ B⋆.

Let λ,μ ∈ P
ℓ
d be such that μ �ℓ λ. Assume that w ∈ Wν , β ∈ �̂+ are

such that 〈̟̂(μ)+ ρ̃ : β〉 > 0 and wsβ • ̟̂(μ) = ̟̂(λ). We must prove that

μ⋆ �s⋆,κ λ⋆, which is equivalent to μ �s,κ λ.

Write β = αk,l +rδ and λ′ = sk,l(μ+ρν)+erαk,l −ρν . Set n = 〈μ+ρν :
αk,l〉−er > 0. We have w(λ′+ρν) = λ+ρν and (λ′+ρν)k = (μ+ρν)k −n,

(λ′ + ρν)l = (μ + ρν)l + n.

For k ∈ [1, N ] let k′ = k − ν1 − ν2 − · · · − νpk−1 where pk is such

that k ∈ J ν
pk

. Then the diagram Y (λ′) is obtained from the diagram Y (μ) by

removing n boxes from the right end of the k′-th row of the pk-th partition of

μ and adding n boxes the right end of the l ′-th row of the pl -th partition of μ.

We number the removed boxes by B1, B2, . . . , Bn ordered from left to right,

and the added boxes by A1, A2, . . . , An ordered from left to right. We claim

that B j � A j for 1 � j � n.

To prove this, note first that B j � A j if and only if Bn � An , because we

have conts(B j ) − conts(A j ) = conts(Bn) − conts(An), p(B j ) = p(Bn) and

p(A j ) = p(An).

Now let us compare Bn and An . Observe that

conts(Bn)=(μ+ρν)k − 1, conts(An)=(λ′+ρν)l −1=(μ+ρν)l + n−1.

Recall that β = αk,l + rδ is a positive root. Therefore, we have either r > 0,

and then
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conts(Bn) − conts(An) = 〈μ + ρν : αk,l〉 − n = er > 0,

or we have r = 0 and k � l, and then conts(Bn) = conts(An) and p(Bn) =
pk � pl = p(An). We deduce that Bn � An . Hence we have shownμ �s,κ λ′.

Next, recall that w ∈ Wν is such that the tuple λ + ρν is ν-dominant.

Thus, we can write w = sβm sβm−1 · · · sβ1 such that βi = αk,l for some k < l

with pk = pl , that γi = sβi−1
sβi−2

· · · sβ1(λ
′ + ρν) − ρν ∈ NN and that

n = −〈γi + ρν, βi 〉 > 0. We set γ0 = λ′. Repeating the argument of the

last paragraph with β = βi yields that Y (γi+1) is obtained from Y (γi ) by

removing n boxes in the l ′-th row of γ
pl

i and adding them to the k′-th row. Order

the removed boxes by B1, B2, . . . , Bn and the added one by A1, A2, . . . , An

in the same way as above. Then the same computation as above yields that

conts(A j ) = conts(B j ) and p(A j ) = p(B j ) for all j = 1, 2, . . . , n. Therefore

we have γi+1 = γi for the order �s,κ . We deduce that λ = γm+1 = γm+1 = λ′.
Therefore μ �s,κ λ. The lemma is proved. ⊓⊔

6.2.3 The KZ-functor

Now, let R be a local analytic deformation ring and set qR =exp(−2π
√

−1/κR)

∈ R×. Consider the KZ-functor KZs
R,d : O

s,κ
R {d} → Hs

R,d -mod .

Lemma 6.6 Assume that (3.1) holds in K . Then Irr(Hs
K ,d) = {S(λ)

s,q
K ; λ ∈

P
ℓ
d}, Irr(O

s,κ
K {d}) = {�(λ)

s,κ
K ; λ ∈ P

ℓ
d} and the bijection Irr(O

s,κ
K {d}) ∼→ Irr

(Hs
K ,d) induced by KZs

K ,d takes �(λ)
s,κ
K to S(λ)

s,q
K .

Proof The first statement follows from the semi-simplicity of Hs
K ,d and from

[22, thm. 2.19]. The second one follows from Tits’ deformation Theorem,

because the modules KZs
K ,d(�(λ)

s,κ
K ) and S(λ)

s,q
K are both the generic point

of a flat family of modules whose fiber at the special point is the CŴd -module

X (λ)C, see [41, lem. 3.1] for details. ⊓⊔

6.2.4 Ringel duality

By [22, prop. 4.10], there is an equivalence of categories R : O
s⋆,κ
R {d}� ∼→(

O
s,κ
R {d}�

)op
that restricts to an equivalence O

s⋆,κ
R {d}tilt ∼→

(
O

s,κ
R {d}proj

)op
.

Hence, it induces an equivalence O
s⋆,κ
R {d}� ∼→O

s,κ
R {d}op. We have R(�

(λ⋆)
s⋆,κ
R ) ≃ �(λ)

s,κ
R . Consider the isomorphism of R-algebras

ι : Hs
R,d

∼→(Hs⋆

R,d)
op, Ti �→ −qRT −1

i , X j �→ X−1
j .
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It induces an equivalence

RH = ι∗(•∨) : Hs⋆

R,d -mod ∩R-proj
∼→(Hs

R,d -mod)op ∩ R-proj,

where •∨ is the dual as an R-module.

By [22, §5.4.2], there is a commutative diagram

O
s⋆,κ
R {d}� R

∼
��

KZs⋆

R,d
��

(
O

s,κ
R {d}�

)op

KZs
R,d

��
Hs⋆

R,d -mod ∩R-proj
RH

∼
�� (Hs

R,d -mod)op ∩ R-proj .

(6.3)

In particular, if R = K is a field satisfying the condition (3.1), then Lemma 6.6

yields KRH(S(λ⋆)
s⋆,q
K ) ≃ S(λ)

s,q
K .

We will also consider the R-algebra isomorphisms

IM : Hs
R,d

∼→Hs⋆

R,d , Ti �→ −qRT −1
i , X j �→ X−1

j

and

σ : (Hs
R,d)

op ∼→Hs
R,d , Ti �→ Ti , X j �→ X j .

Note that the composition IM∗ R
−1
H is given by σ ∗(•∨).

6.3 Proof of Varagnolo–Vasserot’s conjecture

Let R be a local analytic deformation ring of dimension 2 in general position

with residue field k = C. Fix e, ℓ, N ∈ N×. Fix κR ∈ R× such that κk = −e

and ν ∈ C
ℓ
N ,+. We set sR,p = νp + τR,p, qR = exp(−2π

√
−1/κR) and

Q R,p = exp(−2π
√

−1sR,p/κR). We may abbreviate κ = κk, sp = sk,p.

6.3.1 Small rank cases

As a preparation for the proof, we start by comparing the highest weight covers

KZs
R,d : O

s,κ
R {d} → Hs

R,d -mod and �s
R,d : A

ν,κ
R,τ {d} → Hs

R,d -mod for d = 1,

2.

First, assume that d = 1. Then Ŵd = Ŵ is a cyclic group. The Hecke algebra

associated with Ŵ is Hs
R,1 = R[X1]/

( ∏ℓ
p=1(X1 − Q R,p)

)
.

Proposition 6.7 We have KZs
R,1(P(λ)

s,κ
R ) ≃ �s

R,1(T(λ)R,τ ) for any λ ∈ P
ℓ
1 .

123



R. Rouquier et al.

Proof For each p ∈ [1, ℓ] let λp ∈ P
ℓ
1 be the ℓ-partition with 1 on the

p-th component and ∅ elsewhere. By Remark 5.18, Proposition 5.22(d) and

Lemma 6.6, we have

KZs
K ,1(�(λp)

s,κ
K ) ≃ K [X1]/(X1 − QK ,p) ≃ �s

K ,1(���(λp)K ,τ ).

By Theorem 5.37 and Proposition 6.1 the functors KZs
R,1 and �s

R,1 are 0-

faithful cover of Hs
R,1-mod with opposite orders. Therefore, Corollary 2.22

shows that KZs
R,1(P(λ)

s,κ
R ) ≃ �s

R,1(T(λ)R,τ ) for any λ ∈ P
ℓ
1 . ⊓⊔

Now, assume that d = 2. Recall the Hecke algebra H+
R,2 = R[T1]/(T1 +

1)(T1 − qR) associated with the group S2. Write λ+ = (2) and λ− = (12) in

P1
2 . The category Oκ

R(S2) is a special case of O
s,κ
R {1} with ℓ = 2. The proof

of Proposition 6.7 yields

KZ+
R,2(P(λ♯)

κ
R) ≃ �+

R,2(T(λ♯)R,τ ), ♯ = +,−. (6.4)

Consider the induction functor Ind
2,s
2,+ : H+

R,2-mod → Hs
R,2-mod.

Proposition 6.8 Assume νp � 2 for all p. For ♯ = +,−, there exists a tilting

object T♯ ∈ A
ν,κ
R,τ {2} such that �s

R,2(T♯) ≃ Ind
2,s
2,+(�+

R,2(T(λ♯)R,τ ).

Proof By Theorem 5.37(a), the module �s
R,2(TR,2) is the regular representa-

tion of Hs
R,2. Write T+

R,2 = V⊗̇2
R . We have �+

R,2(T
+
R,2) ≃ H+

R,2. Thus, there

is an isomorphism of Hs
R,2-modules

�s
R,2(TR,2) ≃ Ind

2,s
2,+(�+

R,2(T
+
R,2)). (6.5)

If e > 2 then κk �= −2, hence H+
k,2 is semi-simple and T+

R,2 ≃
T(λ+)R,τ

⊕
T(λ−)R,τ . Since �s

R,2 is 0-faithful, it maps indecomposable fac-

tors of TR,2 to indecomposable Hs
R,2-modules. So, the proposition follows

from (6.5) and the Krull–Schmidt theorem.

Now, assume that e = 2, then qk = −1. The indecomposable tilting modules

in A
+,κ
R,τ {2} are T(λ+)R = T+

R,2 and T(λ−)R = ���(λ−)R . We need to prove the

proposition for T(λ−)R . We have �+
R,2(T(λ−)R) ≃ R[T1]/(T1 +1). Consider

the action of H+
R,2 on T+

R,2. Then T(λ−)R is the image of T1 − qR acting on

T+
R,2. Since the functor TR,0⊗̇R • is exact, we deduce that TR,0⊗̇RT(λ−)R is

the image of T1 −qR acting on TR,2. By consequence, �s
R,2

(
TR,0⊗̇RT(λ−)R

)

is the image of the right multiplication by T1 − qR on �s
R,2(TR,2) = Hs

R,2.

Therefore, we have

�s
R,2

(
TR,0 ⊗̇RT(λ−)R

)
≃ Ind

2,s
2,+

(
�+

R,2(T(λ−)R)
)
. (6.6)
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We claim that TR,0⊗̇RT(λ−)R is tilting in A
ν,κ
R,τ {2}. Indeed, by Propo-

sition 8.30, the specialization map EndA
ν,κ
R,τ

(TR,2) → EndA
ν,κ
k,τ

(Tk,2) takes

T1 − qR to T1 − qk. Since TR,0⊗̇RT(λ−)R is free over R by Lemma 8.27

and since it is the image of the operator T1 − qR : TR,2 → TR,2,

the image of T1 − qk : Tk,2 → Tk,2 is k(TR,0⊗̇RT(λ−)R). The same

argument as above implies that Tk,0⊗̇kT(λ−)k is also the image of the oper-

ator T1 − qk : Tk,2 → Tk,2. We deduce that there is an isomorphism

k(TR,0⊗̇RT(λ−)R) ≃ Tk,0⊗̇kT(λ−)k. Since Tk,0⊗̇kT(λ−)k is tilting by

Proposition 8.11, the claim follows from Proposition 2.4(c). The proposition

is proved. ⊓⊔

6.3.2 Proof of the main theorem

We can now prove conjecture [46, conj. 8.8].

Theorem 6.9 Assume that νp � d for each p. Then, we have an equiva-

lence of highest weight categories ϒ
ν,−e
d : Aν,−e{d} ∼→Oν⋆,−e{d} such that

ϒ
ν,−e
d (���(λ)) ≃ �(λ⋆)ν

⋆,−e and �ν
d ≃ IM∗ KZν⋆

d ϒ
ν,−e
d .

Proof Let R be a local analytic deformation ring of dimension 2 in general

position with residue field k = C. Assume that κk = −e. Set sR,p = νp+τR,p.

Let C = O
s⋆,κ
R {d} and C ′ = A

ν,κ
R,τ {d}. We consider the highest weight cov-

ers F = IM∗ KZs⋆

R,d : C → Hs
R,d -mod and F ′ = �s

R,d : C ′ → Hs
R,d -mod .

We claim that they satisfy the conditions in Proposition 2.20, so the theorem

holds. Let us check these conditions.

First, Hs
R,d is symmetric. Since R is in general position, the condition (3.1)

holds in K , hence Hs
K ,d is semi-simple.

We have K F(�(λ⋆)
s⋆,κ
K ) = S(λ)

s,q
K by Lemma 6.6 and Sect. 6.2.4, and

we have and K F ′(���(λ)K ,τ ) = S(λ)
s,q
K by Proposition 5.22. So the order

on Irr(Hs
K ,d) induced by (C , F) refines the order induced by (C ′, F ′) by

Lemma 6.5.

Since IM∗ is an equivalence, by Proposition 6.1 the functor F is fully faith-

ful on C �. Hence it is also fully faithful on C ∇ , by (6.3) and [22, §4.2.1].

Theorem 5.37(c) gives the fully faithfulness of F ′ on C ′� and C ′∇ .

It remains to check that F(T (λ)
s⋆,κ
R ) ∈ F ′(C′tilt) for all λ ∈ P

ℓ
d such

that lcdkC ⋄(L⋄(λ)) � 1 or rcdkC ⋄(L⋄(λ)) � 1. Recall from Sect. 6.2.4 that

C ⋄ ≃ C � ≃ O
s,κ
R {d}op and L⋄(λ) corresponds to L(λ⋆)s,κ . By Lemma 6.2,

we have

rcdC ⋄(L⋄(λ))= lcdO
s,κ
k {d}(L(λ⋆)s,κ) = rcdO

s,κ
k {d}(L(λ⋆)s,κ) = lcdC ⋄(L⋄(λ)).
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We have

F(T (λ)
s⋆,κ
R ) ≃ IM∗ KZs⋆

R,d(R
−1(P(λ)

s,κ
R )) ≃ σ ∗(KZs

R,d(P(λ)
s,κ
R )∨).

By Lemma 6.3 and the Krull–Schmidt theorem, it is enough to prove that

for any reflection hyperplane H of Ŵd and any P ∈ O(WH )
proj
R , we have

σ ∗(KZs
R,d(

OInd
Ŵd

WH
(P))∨) ∈ F ′(C ′tilt).

Since σ ∗(•∨) commutes with induction functors and fixes isomorphism classes

of R-free Hs
R,1-modules and H+

R,2-modules, we deduce from (6.1) that

σ ∗(KZs
R,d(

OInd
Ŵd

WH
(P))∨) ≃ KZs

R,d(
OInd

Ŵd

WH
(P)).

There are two possibilities for H :

• either H is conjugate to ker(γi −1) for some i ∈ [1, d]. Then WH ≃ Ŵ. We

identify O(WH )R ≃ O
s,κ
R {1} and OInd

Ŵd

WH
≃ OInd

Ŵd

Ŵ1
. By Proposition 6.7,

for any projective P ∈ O
s,κ
R {1}, there exists T ∈ A

ν,κ
R,τ {1}tilt such that

KZs
R,1(P) ≃ �s

R,1(T). By (6.1), we have KZs
R,d

OInd
Ŵd

WH
≃ Indd

1 KZs
R,1.

Using Lemma 5.41, this yields KZs
R,d(

OInd
Ŵd

WH
(P)) ≃ Indd

1(�
s
R,1(T)) ≃

�s
R,d(Fd−1(T)). The module Fd−1(T) is tilting by Proposition 8.29(a), so

KZs
R,d(

OInd
Ŵd

WH
(P)) ∈ F ′(C′tilt);

• or H is conjugate to ker(s
γ

i j − 1) for some γ ∈ Ŵ and i �= j . Then WH ≃
S2 and O(WH )R ≃ Oκ

R(S2). By (6.1), we have KZs
R,d(

OInd
Ŵd

WH
(P)) ≃

Ind
d,s
2,+(KZ(P)). By (6.4) and Proposition 6.8 there exists T ∈ A

ν,κ
R,τ {2}tilt

such that �s
R,2(T) ≃ Ind

2,s
2,+(KZ(P)). Using Lemma 5.41, this yields

Ind
d,s
2,+(KZ(P)) ≃ Indd

2(�
s
R,2(T)) ≃ �s

R,d(Fd−2(T)).

Since Fd−2(T) is tilting, we have KZs
R,d(

OInd
Ŵd

WH
(P)) ∈ F ′(C ′tilt).

We have checked that (C , F), (C ′, F ′) satisfy all the conditions in Proposi-

tion 2.20, the theorem is proved. ⊓⊔

Remark 6.10 In [46, (8.2)] the parameters of the CRDAHA are chosen in

a different way. More precisely, the symbol h p in [46] corresponds to our

parameter h p − h p−1. Further, the parameters (h, h p) are specialized to

(−1/e, sp+1/e − p/ℓ) in [46] instead of (1/e, sp+1/e − p/ℓ) as above.
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6.3.3 Proof of the main theorem for irrational levels

Let κ ∈ C \ Q. We will prove the following result, which was conjectured in

[46, rem. 8.10(b)], as a degenerate analogue of [46, conj. 8.8]. If ν is dominant,

a proof was given in [24, thm. 6.9.1].

Theorem 6.11 Assume that κ ∈ C \ Q and that νp � d for each p. Then,

we have an equivalence of highest weight categories ϒ
ν,κ
d : Aν{d} ∼→Oν⋆,κ{d}

such that ϒ
ν,κ
d (�(λ)) ≃ �(λ⋆)ν

⋆,κ and �ν
d ≃ IM∗ KZ ν⋆

d ϒ
ν,κ
d .

Let R be the completion at (κ, 0, . . . , 0) of the ring of polynomials on Cℓ+1.

It is a local deformation ring such that κR, τR,1, . . . , τR,ℓ are the standard

coordinates. The residue field is k = C and we have κk = κ , τk,p = 0.

Further, for each u, v and each p ∈ P, we have τkp,u − τkp,v /∈ Z×. We set

sR,p = νp+τR,p.Now, we consider the functor�s
R,d : Aν

R,τ {d} → H s
R,d -mod

given in Sect. 4.6.

Lemma 6.12 The functor �s
R,d is a highest weight cover. It is fully faithful on

(Aν
R,τ {d})� and (Aν

R,τ {d})∇ .

The proof is by reduction to codimension one, and is very similar to the

proof of Theorem 5.37. We will be sketchy.

We say that a prime ideal p ∈ P is generic if τkp,u �= τkp,v for each u �= v,

and that it is subgeneric if there is a unique pair u �= v such that τkp,u = τkp,v .

Claim 6.13 For each p ∈ P1 the following hold.

(a) p is either generic or subgeneric,

(b) if p is generic, then there is an equivalence of highest weight categories

Qkp : O
ν
kp,τ

{a} → O
+
kp
(ν){a},

(c) if p is subgeneric with τkp,u = τkp,v and u �= v, then there is an equiva-

lence of highest weight categories Qkp : O
ν
kp,τ

{a} → O
ν
kp
(ν, u, v){a}.

Proof Part (a) is easy. Parts (b), (c) are proved as in Propositions 5.24, 5.31,

using [20, thm. 11]. The details are left to the reader. ⊓⊔

Proof of Lemma 6.12 Now, the module Qkp(Tkp,d) can be identified explic-

itly, using the same argument as in the proof of Lemmas 5.26, 5.32. Indeed,

it is enough to check that Qkp takes a parabolic Verma module to a parabolic

Verma module with the same highest weight and that the induced linear map

[Oν
kp,τ

] → [Oν
kp
(ν, u, v)] commutes with the linear operators induced by the

categorification functors e, f .

Using the same argument as in the proof of Theorem 5.37, we only need to

prove the lemma for �s
kp,d

and p ∈ P1. Hence, by Claim 6.13, we are reduced
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to the case ℓ = 1 or 2. If ℓ = 1 everything is obvious, because the category

O+(ν) is semi-simple. If ℓ = 2, we may assume τkp = 0, the result follows

from Proposition 4.7 and the last paragraph of the proof of Proposition 5.27.

Proof of Theorem 6.11 Consider the highest weight cover IM∗ KZs⋆

R,d :
O

s⋆,κ
R {d} → Hs

R,d -mod. Since the R-algebras Hs
R,d and H s

R,d are isomorphic

by Proposition 3.1, we can regard IM∗ KZs⋆

R,d and �s
R,d as highest weight

covers of the category Hs
R,d -mod . We claim that they satisfy the conditions

in Proposition 2.20, so the theorem follows. Let us check the conditions.

First, Hs
R,d is Frobenius, and Hs

R,d is semi-simple because (3.1) holds obvi-

ously in K . The compatibilities of orders is again given by Lemma 6.5.

Since IM∗ is an equivalence, IM∗ KZs⋆

R,d is fully faithful on �- and ∇-

filtered objects by Proposition 6.1 and (6.3). The corresponding property for

�s
R,d follows from Lemma 6.12.

It remains to check that IM∗ KZs⋆

R,d(T (λ)
s⋆,κ
R ) ∈ �s

R,d((Aν
R,τ {d})tilt) for all

λ ∈ P
ℓ
d such that lcd

kO
s⋆,κ
R {d}⋄(L⋄(λ)) � 1 or rcd

kO
s⋆,κ
R {d}⋄(L⋄(λ)) � 1. The

proof is the same as in Theorem 6.9. Details are left to the reader. ⊓⊔

7 Consequences of the main theorem

7.1 Reminder on the Fock space

Let R, qR , I = I (q) and Q R,1, Q R,2, . . . , Q R,ℓ be as in Sect. 3.1. Consider

the dominant weight in P = PI given by 	Q =
∑ℓ

p=1 	Q p . Note that

	Q =
∑

p∈� 	p, with 	p =
∑

u; Qu≡Q p
	Qu . Let s = (s1, . . . , sℓ) be as in

Sect. 3.3. Then, we may write 	s = 	Q .

The Fock space of multi-charge s is the vector space F(	s) =
⊕

λ∈Pℓ C
|λ, s〉. We will abbreviate 	 = 	s . We will call {|λ, s〉; λ ∈ Pℓ} the standard

monomial basis of F(	).

There is an integrable representation of slI on F(	) given by

Fi (|λ, s〉)=
∑

q-ress(μ−λ)=i

|μ, s〉, Ei (|λ, s〉)=
∑

q-ress(λ−μ)=i

|μ, s〉. (7.1)

Let ni (λ) be the number of boxes of residue i in λ. To avoid any confusion we

may write ns
i (λ) = n

Q
i (λ) = ni (λ). Each basis vector |λ, s〉 is a weight vector

of weight wt(|λ, s〉) = 	 −
∑

i∈I
ni (λ) αi .

The 	-weight space of F(	) has dimension one and is spanned by the ele-

ment |∅, s〉. The slI -submodule L(	) ⊂ F(	) generated by |∅, s〉 is the

simple module of highest weight 	. It decomposes as the tensor product
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L(	) =
⊗

p∈� L(	p), where L(	p) is the simple slIp -module of highest

weight 	p.

Remark 7.1 Assume that the quiver I (q) is the disjoint union of ℓ components

of type A∞. Then, we have F(	) = L(	) =
⊗ℓ

p=1 L(	p).

Remark 7.2 The weight wt(λ) associated with the element λ ∈ Pν +τ should

not be confused with the weight wt(|λ, s〉) above, which is associated with the

ℓ-partition λ ∈ Pℓ. The former has the level 0 while the latter has the level ℓ.

We have wt(̟(λ)) = wt(|λ, s〉) −
∑ℓ

p=1 	τp mod Z δ.

Indeed, the equation above holds for λ = ∅. Thus, it is proved by induction

using the following equivalences for λ,μ ∈ Pν , see Sect. 7.1,

̟(λ)
i→ ̟(μ) ⇔ qK -ress(μ − λ) = q i

K ,

⇒ wt(̟(λ)) − wt(̟(μ)) = wt(|λ, s〉) − wt(|μ, s〉) = αi .

7.2 Rouquier’s conjecture

Let K = C. Fix integers e, ℓ � 1 and fix s = (s1, . . . , sℓ) ∈ Zℓ. Set

	 = 	s . Set I = Z and I = I/eZ. So, we have slI = ŝle and the Fock

space F(	) is an integrable ŝle-module. Consider the Uglov’s canonical bases

{G±(λ, s); λ ∈ Pℓ} of F(	) introduced in [45, sec. 4.4].

Set Os⋆,−e =
⊕

d∈N
Os⋆,−e{d}. We identify the complexified Grothendieck

group [Os⋆,−e] with F(	) via the linear map θ : [Os⋆,−e] ∼→F(	) such that

[�(λ⋆)s⋆,−e] �→ |λ, s〉.
Since the category Os⋆,−e is preserved under the substitution s �→ (1 +

s1, 1 + s2, . . . , 1 + sℓ) we may assume that sp = νp � d for each p. Set

Aν,−e =
⊕

d∈N
Aν,−e{d}.

The following result has been conjectured by Rouquier [39, sec. 6.5].

Theorem 7.3 We have θ([T (λ⋆)s⋆,−e]) = G+(λ, s) and θ([L(λ⋆)s⋆,−e]) =
G−(λ, s).

Proof Let c±
λ,μ(s) ∈ Z be such that G±(λ, s) =

∑
μ c±

λ,μ(s) |μ, s〉.
Let F(	){d} ⊂ F(	) be the subspace spanned by the set {|λ, s〉; λ ∈ P

ℓ
d}.

Assume that νp � d for each p. We identify the complexified Grothendieck

group [Aν,−e{d}] with F(	){d} via the linear map such that [���(λ)] �→ |λ, s〉.
Let L(λ) be the top of ���(λ) in Aν,−e{d}. By [46, prop. 8.2], we have

[L(λ)] =
∑

μ c−
λ,μ(s) [���(μ)] in [Aν,−e{d}]. Therefore, the isomorphism

[Aν,−e{d}] ∼→F(	){d} maps [L(λ)] to G−(λ, s).

Since the equivalence of categories Aν,−e{d} ∼→Os⋆,−e{d} in Theorem 6.9

maps L(λ) to L(λ⋆)s⋆,−e and since the isomorphism [Os⋆,−e{d}] ∼→F(	){d} is
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the composition of the map [Os⋆,−e{d}] ∼→[Aν,−e{d}] induced by the inverse

of the equivalence with the isomorphism [Aν,−e{d}] ∼→F(	){d} above, we

deduce that the map [Os⋆,−e{d}] ∼→F(	){d} takes [L(λ⋆)s⋆,−e] to G−(λ, s).

Next, let P(λ) be the projective cover of ���(λ) in Aν,−e{d}. By the Brauer

reciprocity we have (P(λ) : ���(μ)) = [���(μ) : L(λ)]. Therefore we have

[P(λ)] =
∑

μ d−
λ,μ(s)[���(μ)] in [Aν,−e{d}], where the matrix

(
d−
λ,μ(s)

)
is the

transpose of the inverse matrix of
(
c−
λ,μ(s)

)
.

By [45, thm. 5.15], we have d−
λ,μ(s) = c+

λ⋆,μ⋆(s
⋆). Using the equivalence

of categories Aν,−e{d} ∼→Os⋆,−e{d}, we get [P(λ⋆)s⋆,−e] =
∑

μ c+
λ⋆,μ⋆(s

⋆)[�
(μ⋆)s⋆,−e] in [Os⋆,−e{d}]. By removing ⋆ everywhere, we get the following

equality in [Os,−e{d}]

[P(λ)s,−e] =
∑

μ

c+
λ,μ(s)[�(μ)s,−e]. (7.2)

Next, by Sect. 6.2.4 we have the equivalence R : Os⋆,−e,�{d} ∼→Os,−e,�

{d}op such that �(λ⋆)s⋆,−e �→ �(λs,−e) and T (λ⋆)s⋆,−e �→ P(λ)s,−e. The

inverse of R yields an isomorphism of Grothendieck groups [Os,−e{d}] ∼→
[Os⋆,−e{d}] such that [�(λ)s,−e] �→ [�(λ⋆)s⋆,−e] and [P(λ)s,−e] �→
[T (λ⋆)s⋆,−e]. The image of the equality (7.2) under this isomorphism gives the

identity [T (λ⋆)s⋆,−e] =
∑

μ c+
λ,μ(s)[�(μ⋆)s⋆,−e] in [Os⋆,−e{d}]. We deduce

that the isomorphism [Os⋆,−e{d}] ∼→F(	){d} maps the element [T (λ⋆)s⋆,−e]
to

∑
μ c+

λ,μ(s)|μ, s〉 = G+(λ, s). We are done. ⊓⊔

7.3 The category O of CRDAHA’s is Koszul

Recall that I ≃ [0, e) and that 	i , αi are the fundamental weights and

the simple roots of ŝle. For t = (t1, . . . , te) ∈ Ze let Os
t ⊂ Os,−e be the

Serre subcategory generated by the modules �(λ)s,−e such that the following

condition holds

	s −
e−1∑

i=1

(ns
i (λ)−ns

0(λ)) αi =
e−1∑

i=1

(ti − ti+1)	i + (ℓ + te − t1)	0. (7.3)

Set |s| = s1 + · · · + sℓ and |t | = t1 + · · · + te. From (7.3) we get that

|t | = |s| modulo Z e. Hence, up to translating the ti ’s simultaneously by the

same integer, we may assume that t ∈ Ze(|s|). Note that the left hand side of

(7.3) is equal to wt(|λ, s〉) modulo Z δ.

Since the category Os
t is preserved under the substitutions s �→ (1+ s1, 1+

s2, . . . , 1 + sℓ) and t �→ (1 + t1, 1 + t2, . . . , 1 + tℓ), we may assume that
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s = ν⋆, t = μ⋆ for some compositions ν ∈ C
ℓ
N , μ ∈ C

e
N such that μi , νp � d

for each i, p.

The following result has been conjectured by Chuang and Miyachi [8,

conj. 6].

Theorem 7.4 The category Os
t is (standard) Koszul and its Koszul dual coin-

cides with the Ringel dual of Ot
s .

Proof Recall that s = ν⋆ and t = μ⋆. Theorem 6.9 yields an equivalence

ϒν,−e : Aν,−e ∼→Os,−e such that ϒν,−e(���(λ)) is isomorphic to �(λ⋆)s,−e.

Let Oν,−e
μ = O

ν,−e
β ⊂ Oν,−e with β =

∑
i μi ǫi . It is the Serre subcategory

generated by the simple modules with highest weight λ such that mi (λ) = μi

for all i ∈ Z/eZ, see Sect. 5.4. Let Aν
μ = Aν,−e ∩ Oν,−e

μ .

Lemma 7.5 The functor ϒν,−e gives an equivalence Aν
μ

∼→Os
t .

Proof By (7.3) we have �(λ⋆)s,−e ∈ Os
t if and only if

	s −
e−1∑

i=1

(ns
i (λ

⋆) − ns
0(λ

⋆)) αi =
e−1∑

i=1

(ti − ti+1)	i +(ℓ + te − t1)	0. (7.4)

Next, observe that ns
i (λ) = ns⋆

−i (λ
⋆) for all i ∈ Z/eZ. Indeed, let b =

(x, y, p) be a box in row x , column y of the Young diagram of the partition λp.

Then, we have a bijection form the set of bowes of λ onto the set of boxes of λ⋆

such that b = (x, y, p) maps to b⋆ = (y, x, ℓ− p+1). Thus, the claim follows

from the relation conts(b) = y−x +sp = −(x − y)−s⋆ℓ−p+1 = −conts⋆(b⋆).

It follows that �(λ⋆)s,−e ∈ Os
t if and only if

	s −
e−1∑

i=1

(ns⋆

−i (λ) − ns⋆

0 (λ)) αi =
e−1∑

i=1

(ti − ti+1)	i + (ℓ + te − t1)	0,

⇐⇒ 	s⋆−
e−1∑

i=1

(ns⋆

−i (λ)−ns⋆

0 (λ)) α−i =
e−1∑

i=1

(ti −ti+1)	−i +(ℓ+te−t1)	0,

⇐⇒ 	ν−
e−1∑

i=1

(nν
i (λ)−nν

0(λ)) αi =
e−1∑

i=1

(t−i − t−i+1)	i +(ℓ+te − t1)	0,

⇐⇒ wt(|λ, ν〉) =
e−1∑

i=1

(t−i − t−i+1)	i + (ℓ + te − t1)	0 mod Zδ.

Since t⋆ = (−te, . . . ,−t2,−t1), we deduce that t−i − t−i+1 = t⋆i − t⋆i+1 for

all i . Hence, we have �(λ⋆)s,−e ∈ Os
t if and only if

123



R. Rouquier et al.

wt(|λ, ν〉) =
e−1∑

i=1

(t⋆i − t⋆i+1)	i + (ℓ + t⋆e − t⋆1 )	0 mod Zδ.

Recall that wt(̟(λ)) = wt(|λ, ν〉)−ℓ	0 modulo Z δ, see Remark 7.2. Since

t⋆ = μ, we deduce that �(λ⋆)s,−e ∈ Os
t if and only if

wt(̟(λ)) =
e∑

i=1

(μi − μi+1)	i mod Zδ.

Since Aν
μ = Aν,−e ∩ Oν,−e

μ and ���(λ) = M(̟(λ)), we deduce that

�(λ⋆)s,−e ∈ Os
t if and only if ���(λ) ∈ Aν

μ. ⊓⊔

To conclude, note that, by [42, thm. B.4], the highest weight category Aν
μ is

(standard) Koszul, and its Koszul dual is equivalent to the Ringel dual of A
μ
ν .

The theorem follows. ⊓⊔

7.4 Categorical actions on A

Recall that I = Z/eZ. By [41, thm. 5.1, cor. 4.5], there is an slI -categorical

action (E, F, X, T ) on Os,−e with E =
⊕

d∈N
OResd+1

d , F =
⊕

d∈N
OIndd+1

d ,

and such that the functor KZs =
⊕

d∈N
KZs

d is a morphism of slI -

categorifications Os,−e → L (	s)I . In this section we construct a similar

slI -categorification for the category A.

Let R = C, τ = 0, and let ν ∈ C
ℓ
N ,+. Assume that d � νp for

all p. Recall the tuple (E, F, X, T ) on Aν,−e from Sect. 5.9. Let ϒd =
ϒ

ν,−e
d : Aν,−e{d} ∼→Oν⋆,−e{d} be the equivalence in Theorem 6.9. We have the

following.

Lemma 7.6 Assume that d + 1 � νp for all p. Then, the functors F :
Aν,−e{d} → Aν,−e{d + 1} and E : Aν,−e{d + 1} → Aν,−e{d} are biad-

joint. Further, there are isomorphisms of functors OIndd+1
d ϒd ≃ ϒd+1 F and

OResd+1
d ϒd+1 ≃ ϒd E, which intertwines Xϒd with ϒd+1 IM(X), and Tϒd

with ϒd+2 IM(T ).

Proof We abbreviate KZd = KZν
d , KZ⋆

d = KZν⋆

d , �d = �ν
d , A = Aν,−e,

O = Oν,−e and O = Oν⋆,−e. By Theorem 6.9 we have �d ≃ IM∗ KZ⋆
d ϒd

on A{d}.
Recall from Proposition 8.29 that e, f are biadjoint functors on O. Let

F ′ = ϒd+1 F ϒ−1
d : O{d} → O{d+1}. We claim that there is an isomorphism

of functors F ′ ≃ OIndd+1
d . Let us prove it.
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Since �d+1 F ≃ Indd+1
d �d by Lemma 5.41, and since IM∗ commutes

with the induction functor, we have KZd+1 F ′ ≃ Indd+1
d KZd . By (6.1), we

also have KZd+1
OIndd+1

d ≃ Indd+1
d KZd . Hence, we get an isomorphism of

functors

θ : KZd+1 F ′ ∼→ KZd+1
OIndd+1

d .

The functor OIndd+1
d maps projectives to projectives. Let Gd be the right

adjoint to KZd . Since KZd is a highest weight cover, the unit η : 1 →
Gd KZd is invertible on projective modules. Hence, the isomorphism θ

yields an isomorphism of functors on projective modules Gd+1 KZd+1 F ′ ≃
Gd+1 KZd+1

OIndd+1
d ≃ OIndd+1

d . Composing it with η, we get a morphism

θ ′ : F ′ → OIndd+1
d on the projectives, such that KZd+1 θ

′ = θ . Since KZd+1

is (−1)-faithful, it follows from Lemma 2.8 and Remark 2.9 that θ ′ is injec-

tive, hence invertible because both terms coincide in the Grothendieck group

by Lemma 5.12 and [41, prop. 4.4(3)]. Thus, θ ′ is an isomorphism on the

projective modules.

Now, since ϒd+1, ϒd are equivalences, both F ′ and OIndd+1
d are exact on

O{d}. Thus, θ ′ extends to an isomorphism of functors θ ′ : F ′ ∼→ OIndd+1
d on

O{d} such that KZd+1 θ
′ = θ by [41, lem. 1.2]. The claim is proved.

Let E ′ : A{d + 1} → A{d} be the right adjoint of F . The uniqueness of

right adjoints implies that ϒd E ′ ϒ−1
d+1 ≃ OResd+1

d . Now, since OResd+1
d is

also left adjoint to OIndd+1
d by [41, prop. 2.9] and since ϒd is an equivalence,

we deduce that E ′ is left adjoint to F , hence E ≃ E ′ on A{d + 1}.
Now, let XH ∈ End(Indd+1

d ) and TH ∈ End(Indd+2
d ) be as in Exam-

ple 3.6. The isomorphism Indd+1
d KZd ≃ KZd+1

OIndd+1
d in (6.1) intertwines

X−1
H KZd with KZd+1 X−1. The isomorphism Indd+1

d �d ≃ �d+1 F in

Lemma 5.41 intertwines XH�d with �d+1 X by Remark 5.42. Hence, θ inter-

twines KZd+1 ϒd+1 Xϒ−1
d with KZd+1 X−1. We deduce that θ ′ intertwines

ϒd+1 Xϒ−1
d with X−1. The proof for T is similar. The lemma is proved. ⊓⊔

For each a ∈ N, set ν + a = (ν1 + a, ν2 + a, . . . , νℓ + a).

Lemma 7.7 For any d ∈ N and any a � a′ ∈ N such that d �

νp + a for all p, there is an equivalence of highest weight categories

- = -a,a′ : Aν+a,−e{d} ∼→Aν+a′,−e{d} which maps ���(λ) to ���(λ), inter-

twines (E, F, X, T ) on both sides and such that �ν+a
d ≃ �ν+a′

d -a,a′
.

Proof The CRDAHA’s associated with (ν + a)⋆ and (ν + a′)⋆ are the

same. Hence, we have O(ν+a)⋆,−e{d} = O(ν+a′)⋆,−e{d}. We define -a,a′ =
(ϒ

ν+a′,−e
d )−1 ϒ

ν+a,−e
d . By Lemma 7.6, the functor - intertwines (E, F) on

both sides. ⊓⊔
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For each d, we define the category Ãν,−e{d} as the limit of the inductive

system of categories (Aν+a,−e{d}, -a,a′
)a,a′∈N. We have an equivalence of

highest weight categories ϒ̃
ν,−e
d : Ãν,−e{d} ∼→Oν⋆,−e{d} and a highest weight

cover �̃ν
d : Ãν,−e{d} → Hν

d -mod. In particular, the blocks of Ãν,−e{d} are in

bijection with the blocks of Hν
d -mod via �̃ν

d . For μ = 	ν − α, let Ãν,−e
μ be

the block corresponding to Hν
α-mod.

Now, let Ãν,−e =
⊕

d∈N
Ãν,−e{d}. The category Ãν,−e carries a pre-

categorical action (E, F, X, T ) given by Lemma 7.7. The following is now

obvious.

Proposition 7.8 The tuple (E, F, X, T ) and the decomposition Ãν,−e =⊕
μ∈XI

Ãν,−e
μ define an slI -categorical action on Ãν,−e.

Proof We have E =
⊕

i∈I
Ei and F =

⊕
i∈I

Fi , where Ei , Fi are defined

as in Sect. 5.4. By Theorem 6.9, the equivalence ϒ̃ν,−e =
⊕

d∈N
ϒ̃

ν,−e
d :

Ãν,−e ∼→Oν⋆,−e yields a linear isomorphism [Ãν,−e] ∼→[Oν⋆,−e] which maps

[���(λ)] to [�(λ⋆)ν
⋆,−e]. Hence by Lemma 5.12 and [41, prop. 4.4], it inter-

twines the operators Ei , Fi on the left hand side with the operators the operators

E−i , F−i on the right hand side. Thus, the operators Ei , Fi with i ∈ I yield

a representation of slI on [Ãν,−e]. ⊓⊔

7.5 The category A and the cyclotomic q-Schur algebra

Let k be a field containing C. Fix a positive integer d and a composition

ν. We will say that ν is d-dominant if we have νp − νp+1 � d for each

p = 1, . . . , ℓ − 1 and that it is anti-dominant if we have νp+1 − νp � d for

each p as above. The following propositions generalize some of the results in

[5]. They are proved as Theorem 6.9 using Proposition 2.20.

Proposition 7.9 Let νp � d and τk,u − τk,v /∈ N× for all p = 1 · · · ℓ and all

u < v. Set s = ν + τ . Assume that ν is either d-dominant or d-anti-dominant.

Then, there is an equivalence of highest weight k-categories

G
s
k,d : Aν

k,τ {d} ∼→Ss⋆

k,d -mod

which intertwines the functors

�s
k,d : Aν

k,τ {d} → H s
k,d -mod,

IM∗ �s⋆

k,d : Ss⋆

k,d -mod → H s
k,d -mod .

Furthermore, we have G
s
k,d(�(λ)k,τ ) ≃ W (λ⋆)s⋆

k for all λ’s.
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Proof If τk,u −τk,v /∈ Z× for all u, v, then the proposition is proved in [5]. The

general case, i.e., the case where τk,u−τk,v /∈ N×, is proved as Proposition 7.10

below. ⊓⊔
Proposition 7.10 Let νp � d for all p = 1, . . . , ℓ. Assume that ν is either

d-dominant or d-anti-dominant. Set s = ν. Then, there is an equivalence of

highest weight k-categories

G
s
k,d : A

ν,κ
k {d} ∼→Ss⋆

k,d -mod

which intertwines the functors

�s
k,d : A

ν,κ
k {d} → Hs

k,d -mod,

IM∗ �s⋆

k,d : Ss⋆

k,d -mod → Hs
k,d -mod .

Furthermore, we have G
s
k,d(���(λ)k) ≃ W (λ⋆)

s⋆,q
k for all λ’s.

Proof We can assume k = C. Let R be a local analytic deformation ring of

dimension 2 in general position with residue field k. Assume that κk = −e. Set

sR,p = νp + τR,p. Let C = O
s,κ
R {d} and C ′ = Ss

R,d -mod. Since the highest

weight categories O
s⋆,κ
R {d} and A

ν,κ
R,τ {d} are equivalent by Theorem 6.9, it is

enough to compare C , C ′.
Consider the highest weight covers

F = KZs
R,d : C → Hs

R,d -mod,

F ′ = �s
R,d : C ′ → Hs

R,d -mod .

We claim that they satisfy the conditions in Proposition 2.20, so the theorem

holds. Let us check these conditions.

We’ll assume that ν is d-dominant. Then, there is a partial order which

refines both highest weight orders s,κ � on C and � on C ′, see [39, prop. 6.4].

The functor F is fully faithful on C � and C ∇ , by the proof of Theorem 6.9.

By [37, prop. 3.1, 3.5, cor. 6.11, thm. 6.18] and Proposition 4.9, that any

tilting module in C ′ is isomorphic to the image of an object of Hs
R,d-mod by the

right adjoint to the Schur functor F ′. Note that [37, thm. 6.18] is proved over a

field, but it remains true over the ring R by Proposition 2.4. We deduce that F ′

is fully faithful on (C ′)�, by [39, prop. 4.40]. Next, by [37, prop. 4.3, cor. 7.2],

the R-category C ′ is Ringel self-dual, i.e., we have an equivalence C ′ ≃ (C ′)⋄.
Therefore, by Lemma 2.13, the functor F ′ is also fully faithful on (C ′)∇ .

Finally, we prove that F(T (λ)) ∈ F ′(C ′tilt) for all λ ∈ P
ℓ
d such that

lcdkC ⋄(L⋄(λ)) ≤ 1 or rcdkC ⋄(L⋄(λ)) ≤ 1 as in Theorem 6.9, using some

analogues (for the Schur algebra) of Propositions 6.7, 6.8.

Note that Proposition 7.10 gives a proof of Yvonne’s conjecture in [48]. ⊓⊔
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8 The Kazhdan–Lusztig category

Fix integers ℓ, N � 1 and fix a composition ν ∈ C
ℓ
N ,+. Let R be a deformation

ring. We may abbreviate κ = κR . If R = C we may also drop the subscript R

from the notation.

8.1 Coinvariants

Fix a finite totally ordered set A. Set R A =
⊕

a∈A R((ta)), where ta is a formal

variable. Let gA
R be the central extension of g ⊗ R A by R associated with the

cocycle (ξ ⊗ f, ζ ⊗ g) �→ 〈ξ : ζ 〉
∑

a∈A Resta=0(gd f ).

Write 1 for the canonical central element of gA
R , and let U (gA

R) → gA
R,κ be the

quotient of the enveloping algebra (over R) by the two-sided ideal generated

by 1 − c. By the symbol
⊗

R,a we’ll mean the (ordered) tensor product of

R-modules with respect to the ordering of A. Given a module Ma ∈ SR,κ

for each a ∈ A, the Lie algebra gA
R,κ acts naturally on the tensor product⊗

R,a Ma , where a runs over the set A.

Let C be a connected projective curve isomorphic to P1. By a chart on C

centered at x we mean an automorphism γ of P1 such that γ (x) = 0. We will

say that γ = {γa; a ∈ A} is an admissible system of charts if the conditions

(a), (b) in [28, sec. 13.1] hold. Let ηa = γ−1
a denote the automorphism

which is the inverse of γa and let xa be the center of γa . The xa’s are distinct

points of C . We write Cγ = C \ {xa; a ∈ A}, DR = DR,γ = R[Cγ ] and

ŴR = ŴR,γ = g ⊗ DR .

For any f ∈ DR , let a f ∈ R((ta)) be the power series expansion at 0 of

the rational function f ◦ ηa on P1. Taking f to the A-tuple A f = (a f ) gives

a R-algebra homomorphism DR → R A and a R-Lie algebra homomorphism

ŴR → gA
R by the residue theorem.

We can now define the sets of coinvariants.

Definition 8.1 Let A = [1, n]. Given Na ∈ U (gR)-mod and Ma ∈ SR,κ for

each a ∈ A, we set

〈N1, . . . , Nn〉R = H0(gR,
⊗

R,a Na), 〈〈M1, . . . , Mn〉〉R = H0(ŴR,
⊗

R,a Ma).

By [28, sec. 13.3] the R-module 〈〈M1, . . . , Mn〉〉R does not depend on the

choice of the admissible system of charts, up to a canonical isomorphism.

Further, it only depends on the cyclic ordering of A, so that we have a canonical

isomorphism

〈〈M1, . . . , Mn〉〉R = 〈〈M2, . . . , Mn, M1〉〉R .

Let 1 = 1R denote the parabolic Verma module M(0)R,+.
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Lemma 8.2 (a) Taking coinvariants is a right exact functor. It commutes with

base change. More precisely, if A = [1, n], then for any morphism of

deformation rings R → S the obvious map
⊗

R,a Ma →
⊗

S,a SMa

induces an S-module isomorphism

S〈〈M1, . . . , Mn〉〉R = 〈〈SM1, . . . , SMn〉〉S.

(b) Assume that for each a ∈ A there is an integer da � 1 such that

Ma(da) generates Ma as a gR,κ -module. Then, the obvious inclusion⊗
R,a Ma(da) →

⊗
R,a Ma induces a surjective R-module homomor-

phism

〈M1(d1), . . . , Mn(dn)〉R → 〈〈M1, . . . , Mn〉〉R .

In particular, if A = [−m, n] and M0 ∈ OR, Ma ∈ O
+,κ
R for each

a ∈ A \ {0}, then the R-module 〈〈M−m, . . . , Mn〉〉R is finitely generated.

(c) Assume that Ma = Ind R(Na) is a generalized Weyl module for each

a ∈ A. Then, the obvious inclusion
⊗

R,a Na →
⊗

R,a Ma induces an

isomorphism of R-modules 〈N1, . . . , Nn〉R → 〈〈M1, . . . , Mn〉〉R .

(d) If M1 = 1, then the canonical inclusion
⊗

R,a �=1 Ma →
⊗

R,a Ma induces

an R-module isomorphism 〈〈M2, . . . , Mn〉〉R → 〈〈M1, M2, . . . , Mn〉〉R .

Proof Part (a) is obvious. See, e.g., [28, sec. 9.13]. For part (b) note that the

gR-action on Ma preserves the R-submodule Ma(da) for each a ∈ A. Then,

the first claim follows from [28, prop. 9.12]. The proof in loc. cit. is done under

the hypothesis that κ ∈ C. It extends easily to the case of any κ = κR ∈ R.

The second claim follows from Lemma 5.4(b), the first claim, part (a) and

from the fact that OR is Hom finite (over R) and that the tensor product maps

OR ×O
+
R into OR . Part (c) is proved in [28, prop. 9.15]. The proof in loc. cit. is

done under some restrictive conditions on the gR-modules Na and under the

hypothesis that κ ∈ C, but it extends to our setting. Part (d) is proved in [28,

prop. 9.18]. The loc. cit. the proof is given for R = C, but it generalizes to our

case. ⊓⊔

Remark 8.3 Assume that R = K is a field and that κK /∈ Q�0. Then, we have

1 = L(0)K , see e.g. [28, prop. 2.12].

8.2 The monoidal structure on O over a field

Let R = K be a field which is an analytic algebra. Fix an element κK in

K \ Q�0. Let 1 ∈ O
+,κ
K be as in Sect. 8.1. In [28], Kazdhan and Lusztig have

defined a braided monoidal structure (O
+,κ
K , ⊗̇K , aK , cK ) with unit 1 on O

+,κ
K .

In this section we’ll define a bimodule category (O
ν,κ
K , ⊗̇K , a, c) over it. This

means that O
ν,κ
K is a left and right module category over O

+,κ
K , see [38] for
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details, and that the functors aK , cK satisfy an analogue of the hexagon axiom

that expresses the commutativity of the left and right actions.

8.2.1 Definition of the bimodule category

First, we define a tuple (O
ν,κ
K , ⊗̇K , a, c) such that the following hold:

• ⊗̇K : O
+,κ
K × O

ν,κ
K → O

ν,κ
K and ⊗̇K : O

ν,κ
K × O

+,κ
K → O

ν,κ
K are bilinear

functors such that V ⊗̇K • and • ⊗̇K V are exact for each V ∈ O
+,κ
K ,

• there are functorial (left and right) unit isomorphisms for each M ∈ O
ν,κ
K

1⊗̇K M → M, M⊗̇K 1 → M,

• there are functorial associativity isomorphisms for each V1, V2 ∈ O
+,κ
K and

M ∈ O
ν,κ
K

aV1,V2,M : (V1⊗̇K V2)⊗̇K M → V1⊗̇K (V2⊗̇K M),

aV1,M,V2 : (V1⊗̇K M)⊗̇K V2 → V1⊗̇K (M⊗̇K V2),

aM,V1,V2 : (M⊗̇K V1)⊗̇K V2 → M⊗̇K (V1⊗̇K V2),

• there are functorial commutativity isomorphisms for each V ∈ O
+,κ
K and

M ∈ O
ν,κ
K

cV,M : V ⊗̇K M → M⊗̇K V,

• 1, a satisfy the triangle axioms (left and right) for V ∈ O
+,κ
K and M ∈ O

ν,κ
K ,

(V ⊗̇K 1)⊗̇K M ��

�������������
V ⊗̇K (1⊗̇K M)

��������������

V ⊗̇K M

• a satisfies the pentagon axiom (left and right) for each V1, V2, V3 ∈ O+,κ

and M ∈ Oν,κ

V1⊗̇K ((V2⊗̇K V3)⊗̇K M) �� V1⊗̇K (V2⊗̇K (V3⊗̇K M))

(V1⊗̇K (V2⊗̇K V3))⊗̇K M

��

(V1⊗̇K V2)⊗̇K (V3⊗̇K M)

��

((V1⊗̇K V2)⊗̇K V3)⊗̇K M,



													

��
















plus the diagrams obtained by cyclic permutation of M, V1, V2, V3,
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• aK , cK satisfy the hexagon axiom for eachV1, V2 ∈ O
+,κ
K and M ∈ O

ν,κ
K

V1⊗̇K (M⊗̇K V2)
�� (M⊗̇K V2)⊗̇K V1

���������������

(V1⊗̇K M)⊗̇K V2

���������������

���������������
M⊗̇K (V2⊗̇K V1)

(M⊗̇K V1)⊗̇K V2
�� M⊗̇K (V1⊗̇K V2),

���������������

plus the diagrams obtained by cyclic permutation of M, V1, V2.

Remark 8.4 The notion of bimodule functors, and, in particular, of equivalence

of bimodule categories is defined in the obvious way. Generally one impose

the functor ⊗̇ to be biexact. Our choice simplifies the exposition in the rest of

the paper.

Now, let us define the functor ⊗̇K . The bifunctor ⊗̇K on O
+,κ
K is defined

in [28]. By [49], the same definition yields functors O
+,κ
K × O

ν,κ
K → O

ν,κ
K

and O
ν,κ
K × O

+,κ
K → O

ν,κ
K . Note that [28,49] deal only with the field K = C

and κ ∈ C \ Q�0. The same definition works equally well over any field K

containing C and for any κ ∈ K \ Q�0.

More precisely, let ♠ = [−m, n], A = [−m, n + 1] and fix an admissible

system of charts γ . Given a smooth gκ-module Ma for each a ∈ ♠, we consider

the functor M �→ 〈〈M−m, . . . , Mn, DM〉〉∗K .

Proposition 8.5 Assume that M0 ∈ O
ν,κ
K and that Ma ∈ O

+,κ
K for a �= 0.

(a) There is a module
⊗̇

K ,a Ma ∈ O
ν,κ
K such that, for each M ∈ SK ,κ , we

have

HomgK
(
⊗̇

K ,a Ma, M) = 〈〈M−m, . . . , Mn, DM〉〉∗K .

(b) We have a functorial isomorphism

〈〈
⊗̇

K ,a Ma, DM〉〉K = 〈〈M−m, . . . , Mn, DM〉〉K .

Proof It is easy to prove that O
ν,κ
K is the category of the finitely generated

smooth gK ,κ -modules M such that M(d) belongs to O
ν
K for all d � 1. Thus,

part (a) follows from [49, def. 1.2, thm. 1.6]. Part (b) is proved as in [28,

sec. 7.10, 13.4]. ⊓⊔

Remark 8.6 The gK ,κ -module
⊗̇

K ,a Ma does not depend on the choice of the

admissible system of charts, up to a canonical isomorphism.
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Now, we set A = [−1, 0] and we consider the charts γ−1, γ0, γ1 centered

at 1, ∞, 0 respectively, given in [28, sec. 13.5]. Then, Proposition 8.5 yields

modules V ⊗̇K M and M⊗̇K V in O
ν,κ
K for each V ∈ O+,κ and M ∈ O

ν,κ
K .

The endomorphisms of functors aK , cK are defined in [28, sec. 14, 18].

There, they are only defined for O+,κ , but for O
ν,κ
K one can proceed in the same

way. More precisely, since the spaces of coinvariants are finite dimensional by

Lemma 8.2 and since K is an analytic algebra, the proof of [28, thm. 17.29]

works equally well in our case. Hence, standard facts about linear ordinary

differential equations yield a canonical isomorphism

〈〈V1⊗̇K M1, V2⊗̇K DM2〉〉K = 〈〈V1, M1, V2, DM2〉〉K

for all M1, M2 ∈ O
ν,κ
K and all V1, V2 ∈ O

+,κ
K . Then, we define aV1,M1,V2 using

this isomorphism and Proposition 8.5 as in [28, sec. 18.2]. The other associa-

tivity constraints are constructed in the same way using the cyclic invariance

of coinvariants. The braiding cK is also defined as in [28], since any module

from O
ν,κ
K admits an action of the Sugawara operators. For more details, see

the proof of Proposition 8.30 below, where some analogues aR , cR of aK , cK

are constructed over a ring R.

8.2.2 Proof of the axioms

Now, we must check that aK and cK satisfy the axioms of a bimodule category

over K . The proof is essentially the same as in [28]. We will give a few details

for the comfort of the reader. We must prove the following.

Proposition 8.7 The functors ⊗̇K : O
+,κ
K × O

ν,κ
K → O

ν,κ
K and ⊗̇K : O

ν,κ
K ×

O
+,κ
K → O

ν,κ
K give a bimodule category (O

ν,κ
K , ⊗̇K , aK , cK ) over the braided

monoidal category (O
+,κ
K , ⊗̇K , aK , cK ). The unit of (O

+,κ
K , ⊗̇K , aK , cK ) is

the module 1. ⊓⊔

By [28, sec. 31, 32], the braided monoidal category (O
+,κ
K , ⊗̇K , aK , cK ) is

rigid with the duality functor D. This means that D is exact and that for any

module M ∈ O
+,κ
K there are functorial morphisms

iM : 1 → M⊗̇K DM, eM : DM⊗̇K M → 1

such that the functor DM⊗̇K • is left adjoint to M⊗̇K • . Equivalently, the

functor• ⊗̇K M is left adjoint to the functor• ⊗̇K DM.Since D is an involution,

the functors above are indeed biadjoint.

Lemma 8.8 For each M ∈ O
ν,κ
K , there are functorial isomorphisms

1⊗̇K M → M and M⊗̇K 1 → M which satisfy the triangle axioms.
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Proof We define the unit isomorphism ℓℓℓM : 1⊗̇K M → M to represent the

isomorphism of functors given, for each M1, M2 ∈ O
ν,κ
K , by

HomgK
(M1, M2) ≃ 〈〈M1, DM2〉〉∗K

≃ 〈〈1, M1, DM2〉〉∗K
≃ HomgK

(1⊗̇K M1, M2).

In the chain of isomorphisms above, the second one is given in Lemma 8.2(b),

the other ones are as in Proposition 8.5. A similar construction yields the

isomorphism rrr M : M⊗̇K 1 → M.

Now, it is enough to check the triangle axiom for V = 1 ∈ O
+,κ
K and

M ∈ O
ν,κ
K (then, the general version follows using the pentagon axiom for the

quadruple V, 1, 1, M). So we must check that the composition

(1⊗̇K 1)⊗̇M
a1,1,M �� 1⊗̇K (1⊗̇K M)

1⊗̇KℓℓℓM�� 1⊗̇K M

is given by the unit rrr1 : 1⊗̇K 1 → 1. This follows from Proposition 8.5(b) and

the invariance of coinvariants under cyclic permutation as in [28, sec. 18.2].

This allows us to identify the morphism

〈〈(1⊗̇K 1)⊗̇K M, N 〉〉K → 〈〈1⊗̇K (1⊗̇K M), N 〉〉K → 〈〈1⊗̇K M, N 〉〉K

induced by ℓℓℓM , a1,1,M with the morphism

〈〈(1⊗̇K 1)⊗̇K M, N 〉〉K → 〈〈1⊗̇K M, N 〉〉K

induced by rrr1. ⊓⊔

Next, let us quote the following technical lemma.

Lemma 8.9 For M ∈ O
+,κ
K the functors • ⊗̇K M and • ⊗̇K DM on O

ν,κ
K are

exact and biadjoint to each other. The same holds for the functors M⊗̇K • and

DM⊗̇K •.

Proof If O
ν,κ
K = O

+,κ
K the lemma follows from the rigidity of (O

+,κ
K , ⊗̇K , aK ,

cK ). The general case is proved in the same way, using the rigidity of M , DM

in O
+,κ
K and Lemma 8.8 instead of the unit axiom of (O

+,κ
K , ⊗̇K , aK , cK ). ⊓⊔

We can now prove Proposition 8.7.

Proof of Proposition 8.7 We must check that the isomorphisms aK , cK satisfy

the pentagon and the hexagon axioms. This is proved as in proposition [28,

prop. 31.2], using an auxiliary module category called the Drinfeld category.

123



R. Rouquier et al.

Set R∞ = K [[̟ ]] and K∞ = K ((̟)). Put κR∞ = κK∞ = −1/̟ .

Consider the elements v = exp(
√

−1π̟) and q = v−2 in R∞. Whenever

this makes sense we write vz =
∑

r∈N
̟ r (

√
−1π z)r/r !.

The category O∞ of deformation representations of g consists of the rep-

resentations of gR∞ on topologically free R∞-modules M such that M is a

weight tR∞-module and the weights of M belong to a union of finitely many

cones λ − Q+ and the weight subspaces are free of finite type over R∞.

Following Drinfeld and [18,28] we put on O∞ a structure of a braided

monoidal category (O∞,⊗R∞, a∞, c∞) where ⊗R∞ is the tensor product of

R∞-modules and a∞ is the Knizhnik–Zamolodchikov associator, i.e.,

a∞ = {aM1,M2,M3 : (M1 ⊗R∞ M2) ⊗R∞ M3 → M1 ⊗R∞ (M2 ⊗R∞ M3)}

is defined in [28, sec. 19.10]. Note that we do not impose M to be of finite

rank over R∞. However, since the weight subspaces of M are free of finite

type over R∞, by standard facts about linear ordinary differential equations,

the series obtained by restricting a∞ to a weight subspace in the tensor product

of three objects of O∞ is well-defined. The braiding is given by the following

formula, see [28, sec. 19.12],

c∞ = {cM1,M2 = vωσ : M1 ⊗R∞ M2 → M2 ⊗R∞ M1}

where σ flips the factors and ω is the Casimir element. Recall that

• the functor ⊗R∞ is R∞-bilinear and biexact,

• there is a unit object 1, which is simple (equal to R∞ with the trivial action),

with functorial unit isomorphisms 1 ⊗R∞ M → M , M ⊗R∞ 1 → M ,

• the unit 1 and the functor a∞ satisfy the triangle axiom,

• the functor a∞ satisfies the pentagon axiom,

• the functors a∞ and c∞ satisfy the hexagon axiom.

Restricting the braided monoidal structure on O∞ to some parabolic sub-

categories, we define in the obvious way

• a braided monoidal category (O+
∞,⊗R∞, a∞, c∞) called the Drinfeld cat-

egory, which consists of the modules which are free of finite rank over

R∞,

• a bimodule category (Oν
∞,⊗R∞, a∞, c∞) over (O+

∞,⊗∞, a∞, c∞).

Now, we may assume that there is a local analytic deformation ring R ⊂ R∞
of dimension 1 with residue field K such that the inclusion R ⊂ R∞ is given by

the expansion at ̟ = ∞. Assume also that κR = κR∞ = −1/̟ is the germ

of an holomorphic function over some polydisc such that the specialization

map R → K takes κR to κK . Since R∞ is flat over R, the base change yields

an exact functor O
κ,�
R → O

κ,�
R∞ .
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Lemma 8.10 (a) There is a faithful braided functor and a faithful bimodule

functor

(O
+,κ,�
R , ⊗̇R, aR, cR) → (O

+,κ,�
R∞ , ⊗̇R∞, aR∞, cR∞),

(O
ν,κ,�
R , ⊗̇R, aR, cR) → (O

ν,κ,�
R∞ , ⊗̇R∞, aR∞, cR∞).

(b) There is a braided equivalence and a bimodule equivalence

(O
+,κ,�
R∞ , ⊗̇R∞, aR∞, cR∞) → (O+,�

∞ ,⊗R∞, a∞, c∞),

(O
ν,κ,�
R∞ , ⊗̇R∞, aR∞, cR∞) → (Oν,�

∞ ,⊗R∞, a∞, c∞).

(c) The specialization gives a braided functor and a bimodule functor

(O
+,κ,�
R , ⊗̇R, aR, cR) → (O

+,κ,�
K , ⊗̇K , aK , cK ),

(O
ν,κ,�
R , ⊗̇R, aR, cR) → (O

ν,κ,�
K , ⊗̇K , aK , cK ).

Proof Since R is a regular local ring of dimension 1, we define the functor ⊗̇R

and the morphisms of functors aR, cR as in [28, sec. 29, 31]. We may as well

define them as in Sect. 8.3 below. Part (a) follows from Lemma 8.22. Part (b)

is proved as in [28, sec. 31]. Part (c) is proved as in [28, thm. 29.1]. ⊓⊔
We can now finish the proof of Proposition 8.7. Composing the functors in

(a), (b), we get faithful functors (O
+,κ,�
R , ⊗̇R, aR, cR) → (O

+,�
∞ ,⊗R∞, a∞,

c∞) and (O
ν,κ,�
R , ⊗̇R, aR, cR) → (O

ν,�
∞ ,⊗R∞, a∞, c∞). This implies that

aR , cR satisfy the pentagon and the hexagon axioms. Hence, from (c), we

deduce that aK , cK also satisfy the pentagon and the hexagon axioms. The

details are left to the reader.

8.2.3 Properties of the functor ⊗̇K

We have O
+,�
K = O

+
K , because the category O

+
K is semi-simple. The tensor

product equips the C-vector space [O+,�
K ]with a commutative C-algebra struc-

ture and the C-vector space [Oν,�
K ] with a bimodule structure over [O+,�

K ].
We’ll need the following properties of the functor ⊗̇K .

Proposition 8.11 (a) The functor ⊗̇K preserves the �-filtered modules.

(b) The functor ⊗̇K preserves the tilting modules.

(c) The functor ⊗̇K is biexact on O
+,κ,�
K × O

ν,κ,�
K and on O

ν,κ,�
K × O

+,κ,�
K .

It equips [O+,κ,�
K ] with a commutative C-algebra structure and [Oν,κ,�

K ]
with a bimodule structure over [O+,κ,�

K ].
(d) The functor Ind gives a C-algebra isomorphism [O+,�

K ] → [O+,κ,�
K ]

and a module isomorphism [Oν,�
K ] → [Oν,κ,�

K ].
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Proof First, we prove part (a). Fix M1 ∈ O
+,κ,�
K and M2 ∈ O

ν,κ,�
K . The

module M1⊗̇K M2 belongs to the category O
ν,κ
K by Proposition 8.5. We must

prove that it lies in O
ν,κ,�
K .

Fix β such that M2 and M1⊗̇K M2 belong to the Serre subcategory βO
ν,κ
K

of O
ν,κ
K . Since βO

ν,κ
K is a highest weight category with a duality functor

D , it is enough to check that for M3 ∈ �(βO
ν,κ
K ) we have the equality

Ext1
βO

ν,κ
K

(M1⊗̇K M2,D M3) = 0.

Fix an exact sequence 0 → Q → P → M3 → 0 with P a projective mod-

ule in βO
ν,κ
K . Since P , M3 have�-filtrations, the module Q is again a�-filtered

object of βO
ν,κ
K . Since P is projective, we have Ext1

βO
ν,κ
K

(M1⊗̇K M2,D P) = 0.

Therefore, since D is exact and contravariant, the long exact sequence of the

Ext-group and Proposition 8.5 yield a vector space exact sequence

0 → 〈〈M1, M2,
† M3〉〉∗K → 〈〈M1, M2,

† P〉〉∗K → 〈〈M1, M2,
† Q〉〉∗K

→ Ext1
βO

ν,κ
K

(M1⊗̇K M2,D M3) → 0.

Thus, we get the equality of dimensions

dim Ext1
βO

ν,κ
K

(M1⊗̇K M2,D M3) = dim 〈〈M1, M2,
† P〉〉K

− dim 〈〈M1, M2,
† Q〉〉K

− dim 〈〈M1, M2,
† M3〉〉K .

The right hand side is zero by the following lemma.

Lemma 8.12 For M2, M3 ∈ O
ν,κ,�
K and M1 ∈ O

+,κ,�
K we have

dim 〈〈M1, M2,
† M3〉〉K =

∑
(M1 : M(λ1)+) (M2 : M(λ2)ν)

×(M3 : M(λ3)ν) (L(λ1) ⊗ M(λ2)ν : M(λ3)ν),

where the sum is over all λ1 ∈ P+
K and λ2, λ3 ∈ Pν

K .

Proof Let d(M1, M2,
† M3) denote the right hand side in the equality of the

lemma.

First, assume that M3 = M(λ3)ν, M2 = M(λ2)ν and M1 = M(λ1)+. We

have † M3 = Ind(† M(λ3)ν). Thus † M3 is again a generalized Weyl module

and Lemma 8.2(a) yields

〈〈M1, M2,
† M3〉〉K = 〈L(λ1), M(λ2)ν,

† M(λ3)ν〉K ,

= HomgK
(L(λ1) ⊗K M(λ2)ν,D M(λ3)ν)

∗.
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Since L(λ1)⊗K M(λ2)ν ∈O
ν,�
K , by [14, prop. A.2.2(i i)] we get dim 〈〈M1, M2,

† M3〉〉K = (L(λ1) ⊗K M(λ2)ν : M(λ3)ν).

The same argument implies that dim 〈〈M1, M2,
† M3〉〉K = d(M1, M2,

† M3)

if M1, M2, M3 are generalized Weyl modules.

Now, we concentrate on the general case. First, observe that using the

third construction of ⊗̇K in [28, sec. 6] it is easy to check that ⊗̇K is

right biexact. Further, by Proposition 8.5, we have 〈〈M1, M2,
† M3〉〉∗K =

HomgK
(M1⊗̇K M2,D M3). Thus the left hand side is left exact in each of

its variables. So, given exact sequences M
(2)
a → M

(1)
a → M

(3)
a → 0 of

�-filtered modules with a = 1, 2, 3, we have

dim 〈〈M
(1)
1 , M

(1)
2 , † M

(1)
3 〉〉K �

∑

α,β,γ=2,3

dim 〈〈M
(α)
1 , M

(β)
2 , † M

(γ )

3 〉〉K . (8.1)

Using the first part of the proof (i.e., the case of generalized Weyl modules)

and (8.1), we get that for any M2, M3 ∈ O
ν,κ,�
K and M1 ∈ O

+,κ,�
K we have

dim 〈〈M1, M2,
† M3〉〉K � d(M1, M2,

† M3).

To prove the equality, for each a we fix an exact sequence 0 → M
(2)
a →

M
(1)
a → M

(3)
a → 0 of �-filtered modules such that M

(1)
a is a generalized

Weyl module and M
(3)
a = Ma . Clearly, such exact sequences always exist.

Then, we have

dim 〈〈M
(1)
1 , M

(1)
2 , † M

(1)
3 〉〉K = d(M

(1)
1 , M

(1)
2 , † M

(1)
3 ),

dim 〈〈M
(α)
1 , M

(β)
2 , † M

(γ )

3 〉〉K � d(M
(α)
1 , M

(β)
2 , † M

(γ )

3 ), ∀α, β, γ.

Thus the equality follows from (8.1). ⊓⊔
Next, we prove part (b). Assume that M1 ∈ O

+,κ
K and M2 ∈ O

ν,κ
K are tilting.

We must check that M1⊗̇K M2 is still tilting. For N ∈ O
ν,κ,�
K we must prove

that Ext1
O

ν,κ
K

(N , M1⊗̇K M2) = 0. Since the functors • ⊗̇K M2 and • ⊗̇K DM2

are exact and biadjoint by Lemma 8.9, we have

Ext1
O

ν,κ
K

(N , M1⊗̇K M2) = Ext1
O

ν,κ
K

(N⊗̇K DM2, M1).

Since DM2 is �-filtered, part (a) yields Ext1
O

ν,κ
K

(N⊗̇K DM2, M1) = 0.

Finally, we prove parts (c), (d). The functor ⊗̇K is right biexact. The same

argument as above using Proposition 8.5 and Lemma 8.12 implies that it is

biexact on �-filtered modules. More precisely, for each M ∈ O
ν,κ,�
K the

functor HomgK
(• ⊗̇ •,D M) on O

+,κ,�
K × O

ν,κ,�
K is exact and • ⊗̇K • takes
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values in O
ν,κ,�
K . Thus, if 0 → N1 → N2 → N3 → 0 is exact in O

+,κ,�
K

and if N ∈ O
ν,κ,�
K , then we have an exact sequence N1⊗̇K N → N2⊗̇K N →

N3⊗̇K N → 0 and (N2⊗̇N : M3) = (N1⊗̇K N : M3) + (N3⊗̇K N : M3)

if M3 is a parabolic Verma module. Thus, also we have an exact sequence

0 → N1⊗̇K N → N2⊗̇K N → N3⊗̇K N → 0.

Since it is exact, the tensor product ⊗̇K factors to the Grothendieck groups

[O+,κ,�
K ] and [Oν,κ,�

K ]. The exact functor Ind(•) gives C-linear isomorphisms

[O+,�
K ] → [O+,κ,�

K ] and [Oν,�
K ] → [Oν,κ,�

K ], because the parabolic Verma

modules form bases of the Grothendieck groups of �-filtered objects. The

compatibility with the monoidal structures follows from Proposition 8.5 and

Lemma 8.12. ⊓⊔

Remark 8.13 By [28, prop. 31.2] the braided monoidal category (O
+,κ
K , ⊗̇K , a,

c) admits a balancing. More precisely, we have

c2 = exp(−2π
√

−1L0)
(

exp(2π
√

−1L0)⊗̇K exp(2π
√

−1L0)
)
. (8.2)

The proof in loc. cit. implies that (8.2) holds also for tensor products of

modules from O
ν,κ
K and O

+,κ
K .

8.3 The monoidal structure on O over a ring

Let R be either a field or a regular local ring of dimension � 2 with residue

field k. Assume that κk = −e where e is a positive integer. In this section

we’ll construct a version ⊗̇R of the functor ⊗̇K above, which is defined over

the ring R.

8.3.1 Definition of the functor ⊗̇R

Let ♠ = [−m, n]. Fix a module M0 ∈ O
ν,κ,�
R and a module Ma ∈ O

+,κ,�
R

for each a �= 0. The goal of this section is to construct a module
⊗̇

R,a Ma in

O
ν,κ,�
R , where a runs over ♠, which is functorial in the Ma’s. The construc-

tion of the gR,κ -module
⊗̇

R,a Ma is essentially the same as in [28, sec. 29].

However, our setting differs from that of [28] from several aspects

• the category O
ν,κ
R is defined over a regular local ring R of dimension � 2,

• the modules Ma do not all belong to the category O
+,κ
R ,

• the modules Ma may not have integral weights,

• we work with gR-modules, rather than g′
R-modules.

The last point is easy to deal with: we’ll switch from gR-modules to g′
R-

modules as in Remark 5.2 without mentioning it explicitly.
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First, assume first that R = K is a field and Ma ∈ SK ,κ for each a. Then,

the module
⊗̇

K ,a Ma is defined in Proposition 8.5. More precisely, if K = C,

then the smooth g′
κ -module

⊗̇
K ,a Ma is constructed in [28]. It is proved there

that, if Ma belongs to O+,κ for each a, then
⊗̇

K ,a Ma belongs also to O+,κ .

Next, it is proved in [49] that, if Ma ∈ O+,κ for a �= 0 and if M0 ∈ Oν,κ , then⊗̇
K ,a Ma belongs to Oν,κ . If K �= C, then we define

⊗̇
K ,a Ma as in the case

K = C.

Now, let R be any commutative noetherian C-algebra with 1. Set A =
[−m, n + 1] and ♥ = {n + 1}. To simplify the notation we’ll also write

♥ = n + 1. Recall that γa is a chart on C centered at xa for each a ∈ A, and

that DR = R[C\{xa; a ∈ A}].Let Ŵ̂R be the central extension ofŴR = g⊗DR

by R associated with the cocycle (ξ1 ⊗ f1, ξ2 ⊗ f2) �→ Resγ♥=0( f2d f1). Set

κ = c + N and κ ′ = −c + N . The quotient by the ideal (1 − c) yields an

algebra homomorphism U (Ŵ̂R) → ŴR,κ .

Lemma 8.14 (a) There is an R-algebra homomorphism ŴR,κ ′ → g
♠
R,κ such

that ξ ⊗ f �→ ξ ⊗ ♠ f.

(b) There is an R-algebra homomorphism g′
R,κ ′ → ŴR,κ ′ such that ξ ⊗

f (t) �→ ξ ⊗ f (γ♥), and an R-algebra homomorphism ŴR,κ ′ → g
♥
R,κ ′

such that ξ ⊗ f �→ ξ ⊗ ♥ f.

(c) Composing the maps in (b) we get an R-algebra embedding g′
R,κ ′ → g

♥
R,κ ′

such that ξ ⊗ f (t) �→ ξ ⊗ f (t♥).

Proof Part (a) is standard. To prove (b), observe that the chart γ♥ can be

regarded as an element in the subalgebra { f ∈ DR; f (x♥) = 0}. Thus, we

have an R-algebra homomorphism R[t, t−1] → DR such that f (t) �→ f (γ♥)
and an R-algebra homomorphism DR → R((t♥)) such that f �→ ♥ f . ⊓⊔

Now, for each a ∈ ♠ we fix a smooth module Ma ∈ SR,κ which is a weight

tR-module. Set WR =
⊗

R,a∈♠Ma . Since the Ma’s are smooth, the R-module

WR has a natural structure of g
♠
R,κ -module. We view WR as a ŴR,κ ′-module

via the map in Lemma 8.14(a). Note that WR is a weight tR-module.

For d � 1 let G R,d be the R-submodule of ŴR,κ ′ spanned by the products

of d elements in g ⊗ D1
R with D1

R = { f ∈ DR; f (x♥) = 0}. Note that G R,d

is a weight tR-module for the adjoint action. We have the following natural

decreasing filtration of weight tR-modules WR ⊃ G R,1WR ⊃ G R,2WR ⊃ · · ·
Consider the weight tR-module WR,d given by WR,d = WR/G R,d WR . Let

WR,d =
⊕

λ∈PR

WR,d,λ

be the decomposition of WR,d into the sum of its weight R-submodules.
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The modules WR,d with d � 1 form a projective system. The limit ŴR =
lim
←

WR,d in the category of weight tR-modules decomposes as the direct sum

of weight R-submodules ŴR =
⊕

λ∈PR
ŴR,λ, where ŴR,λ is the projective

limit of R-modules lim
←

WR,d,λ.

For each λ ∈ PR and each d � 1, we define the R-module

Z R,d,λ = (WR,d,λ)
∗.

The R-modules Z R,d,λ with d � 1 form an inductive system of R-submodules

Z R,1,λ ⊂ Z R,2,λ ⊂ · · · Consider the weight tR-module Z R,∞ given by

Z R,∞ =
⊕

λ∈PR
Z R,∞,λ, where Z R,∞,λ = lim

→
Z R,d,λ.

From now on, we’ll assume that R is a regular ring of dimension � 2 and

that the modules M0, Ma belong to O
ν,κ, f
R , O

+,κ, f
R respectively, for each a ∈ ♠

with a �= 0.

Lemma 8.15 (a) The R-module WR,d,λ is finitely generated.

(b) The R-module Z R,d,λ is finitely generated and projective.

Proof Since Ma belongs to Oκ
R, there is an integer da � 0 such that Ma

is generated by the R-submodule Ma(da) as a gR,κ -module. Then, the same

proof as in [28, prop. 7.4] implies that

WR = X R,d W 1
R + G R,d WR, W 1

R =
⊗

R,a Ma(da), (8.3)

where X R,d is the R-submodule of ŴR,κ ′ spanned by the product of < d

elements in g ⊗ γ♥. The right hand side of the first equality in (8.3) is defined

using the ŴR,κ ′-module structure on WR .

Now, since Ma ∈ Oκ
R and R is noetherian, the weight tR-submodules of

the tR-submodule Ma(da) ⊂ Ma are finitely generated over R. Indeed, the

weight tR-submodules of Ma are finitely generated because Ma ∈ Oκ
R , and

each weight tR-submodule of Ma(da) is contained in the sum of a finite number

of weight tR-submodules of Ma (because Ma is flat over R and the result is

well-known over the fraction field K of R). Therefore, part (a) of the lemma

is an easy consequence of (8.3).

Since R is a regular ring of dimension � 2, any finitely generated reflexive

R-module is projective. Since it is the dual of a finitely generated R-module,

the R-module Z R,d,λ is finitely generated and reflexive. Hence it is projective

as an R-module for each d, λ. ⊓⊔

Under the previous hypothesis, we can now prove the following.

Lemma 8.16 (a) There is a natural representation of g′
R,κ ′ on ŴR .

(b) There is a natural smooth representation of g′
R,κ on Z R,∞.
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Proof The proof is adapted from [28]. We will be sketchy. Recall that WR is

a ŴR,κ ′-module. The ŴR,κ ′-action does not induce a ŴR,κ ′-action on ŴR in a

natural way. However, under the second map in Lemma 8.14(b), it descends

to a representation of g
♥
R,κ ′ on ŴR as in [28, sec. 4.9]. More precisely, given

f (t♥) in t−n
♥ R[[t♥]] for some n ∈ N, we fix a sequence of elements g1, g2, . . .

in DR such that ♥gd − f (t♥) ∈ td
♥R[[t♥]] for each d, and we define the action

of ξ ⊗ f (t♥) on the element (wd) ∈ ŴR , with wd ∈ WR,d and d � 1, by

setting ξ ⊗ f (t♥) · (wd) = (ξ ⊗ gd · wn+d).

Twisting this representation by the map g′
R,κ ′ → g

♥
R,κ ′ in Lemma 8.14(c),

we get a representation of g′
R,κ ′ on ŴR . Taking its dual, we get a representation

of g′
R,κ on Z R,∞. See [28, sec. 6.3] for details.

The R-module Z R,∞ is flat, because the direct summand Z R,∞,λ is the limit

of the inductive system of flat submodules (Z R,d,λ). To prove that it is smooth,

it is enough to check that Z R,∞ = Z R,∞(∞). This is obvious, because we

have Z R,d ⊂ Z R,∞(d), where Z R,d =
⊕

λ Z R,d,λ. ⊓⊔

Now, we consider the behavior of Z R,∞ under flat base changes.

Lemma 8.17 Let S be a commutative noetherian R-algebra with 1 which is

flat as an R-module. Then, we have a canonical g′
S,κ -module isomorphism

SZ R,∞ = ZS,∞.

Proof Since taking tensor products is right exact, we have a canonical S-

module isomorphism SWR,d,λ = WS,d,λ. Since S is flat over R, for any

R-modules X, Y such that X is finitely presented over R, the canonical

homomorphism S HomR(X, Y ) → HomS(SX, SY ) is an isomorphism. By

Lemma 8.15, the R-module WR,d,λ is finitely generated. Therefore, since direct

limits commute with tensor products, we have

SZ R,∞ =
⊕

λ

lim
→

S HomR(WR,d,λ, R)=
⊕

λ

lim
→

HomS(WS,d,λ, S) = ZS,∞.

⊓⊔

We can now prove the following

Lemma 8.18 Assume that R = K is a field.

(a) The g′
K ,κ -module Z K ,∞ belongs to O

ν,κ
K .

(b) The Sugawara operator L0 preserves the finite dimensional K -subspace

ZK ,d,λ of Z K ,∞ for each d, λ.

(c) The characteristic polynomial of L0 on Z K ,d,λ is a product of linear factors

with coefficients in R.
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Proof For any smooth modules Ma ∈ SK ,κ , a construction of the g′
κ -module⊗̇

K ,a Ma is given in [28, sec. 4]. It is called there the first construction. The

smooth g′
κ -module DZ K ,∞ is precisely the one given by the third construc-

tion in [28, sec. 6]. If Ma belongs to O
+,κ
K for all a, then the first and third

constructions coincide by [28, thm. 7.9]. If M0 ∈ O
ν,κ
K and Ma ∈ O

+,κ
K for

each a �= 0, then both constructions coincide by [49, prop. 5.8], and the first

construction yields a module in O
ν,κ
K by [49, thm. 1.6]. This proves part (a).

Part (b) is a standard computation using the relation [L0, ξ
(r)] = −rξ (r) for

each ξ ∈ g and r ∈ Z.

Since Z K ,∞ ∈ O
ν,κ
K , part (c) follows from elementary properties of the

action of the Sugawara operator on objects of O
ν,κ
K . ⊓⊔

Now, we come back to the case where R is a regular local ring of dimension

� 2.

Lemma 8.19 There is a natural smooth representation of gR,κ on Z R,∞.

Proof Since the g′
R,κ -module Z R,∞ is smooth, it is equipped with a canonical

action of the Sugawara operator L0. For each r ∈ R we set

rZ R,∞ = {v ∈ Z R,∞; (L0 − r)nv = 0, n ≫ 0}.

Replacing R by K everywhere in the construction above, we get the g′
K ,κ -

module ZK ,∞. Since the g′
R,κ -module Z R,∞ is smooth, it is flat over R.

Thus, we have an obvious inclusion Z R,∞ ⊂ K Z R,∞ = Z K ,∞. Hence, by

Lemma 8.18, we have a direct sum decomposition Z R,∞ =
⊕

r
rZ R,∞.

Therefore, we can consider the R-linear operator ∂ on Z R,∞ which acts by

multiplication with (−r) on the R-submodule rZ R,∞. It equips Z R,∞ with the

structure of a smooth gR,κ -module. ⊓⊔

Definition 8.20 Assume that R is a regular local ring of dimension � 2. Let

♠ = [−m, n]. Assume that M0 ∈ O
ν,κ, f
R and Ma ∈ O

+,κ, f
R for a ∈ ♠ with

a �= 0. Then, we define the gR,κ -module
⊗̇

R,a Ma , where a runs over the set

♠, to be equal to DZ R,∞. It is a smooth module by Lemma 8.19 and by the

definition of D.

8.3.2 Properties of the functor ⊗̇R

Set ♠ = [−m, n]. Our next goal is to prove the following.

Proposition 8.21 (a) Assume that M0 ∈ O
ν,κ,�
R and Ma ∈ O

+,κ,�
R for each

a ∈ ♠ with a �= 0. Then, there is a module
⊗̇

R,a Ma in O
ν,κ,�
R which
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is functorial in the Ma’s and such that for each M ∈ O
ν,κ, f
R we have a

functorial isomorphism

HomgR
(
⊗̇

R,a Ma, M) = 〈〈M−m, . . . , Mn, DM〉〉∗R .

(b) The functor ⊗̇R commutes with flat base change (of the ring R). ⊓⊔

First, assume that M0 ∈ O
ν,κ, f
R and Ma ∈ O

+,κ, f
R for each a ∈ ♠ with

a �= 0.

Lemma 8.22 Let S be a commutative noetherian R-algebra with 1 which is

regular of dimension � 2 and which is flat as an R-module. We have canonical

gS,κ -module isomorphism S(
⊗̇

R,a Ma) =
⊗̇

S,a SMa.

Proof By Lemma 8.17 we have SZ R,∞ = ZS,∞. Thus, the lemma follows

from the proof of Lemma 5.3, which insures that D commutes with base

change. ⊓⊔

Next, we prove the following.

Lemma 8.23 We have
⊗̇

R,a Ma ∈ O
ν,κ, f
R . The functor

⊗̇
R,a on O

ν,κ, f
R and

O
+,κ, f
R is right exact.

Proof The g′
R,κ ′-action on WR yields a representation of g′

R,κ on ♯WR . Con-

sider the R-submodule W 1
R ⊂ WR introduced in (8.3). We claim that ♯W 1

R is

a g′
R,+-submodule of ♯WR . Indeed, the element ξ ⊗ f (t) in g′

R,κ acts on ♯WR

by the operator
∑

a∈♠ ξ ⊗ a f (−1/γ♥). Further, for each a ∈ ♠ the function

1/γ♥ is regular at xa and, thus, since the system of charts is defined over C, the

expansion a(1/γ♥) is a well-defined Laurent formal series in C[[ta]]. There-

fore we have a f (−1/γ♥) ∈ R[[ta]] for each f ∈ R[t]. We deduce that there

is a g′
R,κ -homomorphism

Ind(♯W 1
R) → ♯WR . (8.4)

Next, recall that the first map in Lemma 8.14(b) yields a g′
R,κ ′-action on

WR and that g′
R,κ ′ acts on ŴR by Lemma 8.16. By definition of the actions,

the canonical R-module homomorphism WR → ŴR is a g′
R,κ ′-module homo-

morphism. Taking the dual of WR in the category of weight tR-modules, we

get the g′
R,κ -module Z R given by

Z R =
⊕

λ∈PR

Z R,λ, Z R,λ = (WR,λ)
∗. (8.5)
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Twisting (8.4) by ♯ and taking its transpose, we get a g′
R,κ -homomorphism

Z R → ♯Ind(♯W 1
R)

∗. Since Z R,∞ ⊂ Z R(∞), this map restricts to a g′
R,κ -

homomorphism

†Z R,∞ → DInd(♯W 1
R). (8.6)

Using (8.3) it is easy to see that the map (8.6) is an inclusion.

Claim 8.24 Let N ∈ O
ν,κ, f
R and let M ⊂ N be a submodule which is flat as

an R-module. Then, we have M ∈ O
ν,κ, f
R .

To prove the claim, observe first that, since N is a weight tR-module with

finitely generated weight subspaces over R, so is also M . Thus, since M is

flat and since any flat finitely generated R-module is free (because R is a

noetherian local ring), the R-module M is indeed free. It is easy to check that

M satisfies the other axioms of the category O
ν,κ, f
R , except the fact that it

is finitely generated. For this last property, recall that for each β the category
βO

ν,κ
R is a highest weight category over R. Since it is equivalent to the category

of finitely generated modules over a finitely generated projective R-algebra, it

is noetherian. Therefore M is finitely generated. The claim is proved.

Now, recall that †Z R,∞ is flat over R and that Ind(♯W 1
R) is a generalized

Weyl module of O
ν,κ, f
R . Thus, the claim implies that †Z R,∞ ∈ O

ν,κ, f
R . Hence

DZ R,∞ ∈ O
ν,κ, f
R . This proves the first part of the lemma.

To prove the second part, it is enough to observe that the functor (Ma) �→
†Z R,∞ is left exact, because it is the composition of a tensor product over R

of free R-modules, of a dual over R of free R-modules, and of the functor of

taking smooth vectors (which is left exact), and that D is an exact endofunctor

of O
ν,κ, f
R . ⊓⊔

Now, we consider the functor represented by the module
⊗̇

R,a Ma . The

lemma below gives a functorial isomorphism for each module M in O
ν,κ, f
R

HomgR
(
⊗̇

R,a Ma, M) = 〈〈M−m, . . . , Mn, DM〉〉∗R . (8.7)

Lemma 8.25 For each M, N ∈ O
ν,κ, f
R , we have functorial R-module isomor-

phisms

HomgR
(N , M)=〈〈N , DM〉〉∗R, 〈〈

⊗̇
R,a Ma, DM〉〉∗R =〈〈M−m, . . . , Mn, DM〉〉∗R .

Proof There is a natural R-module inclusion HomgR
(N , M) → HomgR

(N⊗R

DM, R), because M , N are weight tR-modules whose weight subspaces are

free R-modules of finite type. We must prove that this inclusion is indeed
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an isomorphism. The proof is the same as in [46, prop. A.2.6], see also [28,

prop. 2.31].

Next, by definition of coinvariants, we also have a canonical R-module

isomorphism HomgR
(N ⊗R DM, R) → 〈〈N , DM〉〉∗R . This proves the first

isomorphism in the lemma.

Now, we concentrate on the second one. Consider the ŴR,κ -module Z R .

By construction, we have HomR(DM, Z R) = HomR(WR ⊗R DM, R).

Thus, we have also HomŴR,κ
(DM, Z R) = HomŴR

(WR ⊗R DM, R).

Thus, since DM is smooth and Z R,∞ = Z R(∞), the canonical inclusion

HomŴR,κ
(DM, Z R,∞) ⊂ HomŴR,κ

(DM, Z R) is indeed an isomorphism. So

we get an isomorphism HomgR,κ
(DM, Z R,∞) = 〈〈M−m, . . . , Mn, DM〉〉∗R .

Finally, since †Z R,∞ belongs to O
ν,κ, f
R , we have

HomgR,κ
(
⊗̇

R,a Ma, M) = HomgR,κ
(DZ R,∞, M) = HomgR,κ

(DM, Z R,∞).

⊓⊔

Next, we consider the behavior of the tensor product ⊗̇R on �-filtered

modules. Assume that M0 ∈ O
ν,κ,�
R and Ma ∈ O

+,κ,�
R for a �= 0. First, note

the following.

Lemma 8.26 For each M ∈ O
ν,κ,�
R the R-module 〈〈M−m, . . . , Mn,

†M〉〉R is

free of finite type.

Proof Since this R-module is finitely generated by Lemma 8.2, it is enough

to check that its rank is the same at the special point and at the generic point

of Spec(R). By Lemma 8.2 we must check that

dimk 〈〈kM−m, . . . , kMn,
†kM〉〉k = dimK 〈〈K M−m, . . . , K Mn,

†K M〉〉K .

For each M ∈ O
ν,κ,�
R , N ∈ �(O

ν,κ
R ), we have (K M : K N ) = (kM : kN ).

Therefore, the claim follows from Lemma 8.12. ⊓⊔

Now, we can prove the following.

Lemma 8.27 We have
⊗̇

R,a Ma ∈ O
ν,κ,�
R .

Proof Taking β large enough we can assume that all modules belong

to the category βO
ν,κ, f
R . Since βO

ν,κ
R is a highest weight category over

R, to prove that
⊗̇

R,a Ma has a �-filtration, it suffices to check that

Ext1
βO

ν,κ
R

(
⊗̇

R,a Ma, M) = 0 for each M ∈ ∇(βO
ν,κ
R ), see [39, lem. 4.21].

Since the category βO
ν,κ
R is preserved by taking extensions in O

ν,κ
R , we must

check that Ext1
O

ν,κ
R

(
⊗̇

R,a Ma,D M) = 0 for each M ∈ �(O
ν,κ
R ). To simplify
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the notation, we assume that [−m, n] = [1, 2]. By (8.7), it is enough to check

that, given an exact sequence

0 → Q → P → M → 0

with P projective, the following left exact sequence of R-modules is indeed

exact

0 → 〈〈M1, M2,
†M〉〉∗R → 〈〈M1, M2,

†P〉〉∗R → 〈〈M1, M2,
†Q〉〉∗R → 0.

Note that M1, M2, M3, Q, P, M are �-filtered. To prove the claim we may

consider the right exact sequence of free R-modules of finite type

0 → 〈〈M1, M2,
†Q〉〉R → 〈〈M1, M2,

† P〉〉R → 〈〈M1, M2,
†M〉〉R → 0.

We must prove that it is exact. To do so, it is enough to prove that it is exact

after specialization at the special point and at the generic point of Spec(R).

Now, the sequences

0 → 〈〈kM1, kM2,
†kQ〉〉k → 〈〈kM1, kM2,

†kP〉〉k → 〈〈kM1, kM2,
†kM〉〉k → 0,

0→〈〈K M1, K M2,
†K Q〉〉K →〈〈K M1, K M2,

†K P〉〉K →〈〈K M1, K M2,
†K M〉〉K →0

are both exact by Lemma 8.12. Thus, the lemma follows from Lemma 8.2. ⊓⊔

We can now prove Proposition 8.21: it is a direct consequence of Lem-

mas 8.22, 8.25 and 8.27.

8.3.3 The functors e and f

We consider the modules VR , V∗
R in O

+,κ
R given by

VR = M(ǫ1)R,+, V∗
R = M(−ǫN )R,+.

The following hold.

Lemma 8.28 (a) If R = K is a field then VK ,V∗
K are simple.

(b) The modules VR,V∗
R are tilting.

(c) We have DVR = †VR = V∗
R, VR = Ind(VR) and V∗

R = Ind(V ∗
R).

Proof If R = K is a field, then VK , V∗
K are simple, proving part (a). To

prove (b), note that under base change we get Vk = kVR and V∗
k = kV∗

R .

The modules Vk and V∗
k are simple and standard. Thus, they are both tilting.

Therefore VR , V∗
R are also tilting modules by Proposition 2.4. Part (c) is clear,

because (b) implies that DVR = VR and DV∗
R = V∗

R . ⊓⊔
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Next, we define the endofunctors e, f of O
ν,κ,�
R and O

ν,�
R respectively by

e = • ⊗̇RV∗
R, f = • ⊗̇RVR,

e = • ⊗R V ∗
R, f = • ⊗R VR .

The goal of this section is to prove the following.

Proposition 8.29 (a) The endofunctors e, f of O
ν,κ,�
R are exact and preserve

the subcategory O
ν,κ,tilt
R .

(b) We have functorial isomorphisms ke(M) ≃ e(kM) and k f (M) ≃ f (kM)

for each module M in O
ν,κ,tilt
R .

(c) If R = K is a field then e, f extend to exact biadjoint endofunctors of

O
ν,κ
K .

(d) The functor Ind R gives a C-vector space isomorphism [Oν,�
R ] →

[Oν,κ,�
R ] which commutes with the C-linear maps e, f . ⊓⊔

Proposition 8.30 Assume that R is a local analytic algebra.

(a) There is a braided monoidal category (O
+,κ,�
R , ⊗̇R, aR, cR).

(b) There is a bimodule category (O
ν,κ,�
R , ⊗̇R, aR, cR) over (O

+,κ,�
R , ⊗̇R, aR,

cR).

(c) For each module M ∈ O
ν,κ,tilt
R and each integer d � 1, we have

a k-algebra isomorphism k EndgR
( f d(M)) → Endgk ( f d(kM)) which

commutes with the associativity and the commutativity constraints aR, cR .

⊓⊔
To prove these propositions, we need more material. First, we define the

associativity and the commutativity constraints aR , cR for ⊗̇R . From now on

we’ll assume that R is a local analytic algebra.

Lemma 8.31 Assume that V1, V2 ∈ O
+,κ, f
R and M ∈ O

ν,κ, f
R . Then, there are

functorial isomorphisms aV1,M,V2 : (V1⊗̇R M)⊗̇R V2 → V1⊗̇R(M⊗̇R V2).

Proof We apply the same construction as in the case R = C in [28, sec. 17, 18].

We will be very brief. We allow the system of charts γ to vary in the set of

C-points of an affine scheme V . Taking the coinvariants, we construct a bundle

of R-modules of finite rank over V . This bundle is equipped with an integrable

R-linear connection. Since R is an analytic algebra, it admits a flat section.

This section gives R-linear isomorphisms, see [28, thm. 17.29],

〈〈V1⊗̇R M, V2⊗̇R DN 〉〉R = 〈〈V1, M, V2, DN 〉〉R,

〈〈DN⊗̇R V1, M⊗̇R V2〉〉R = 〈〈DN , V1, M, V2〉〉R

for each M, N ∈ O
ν,κ, f
R and V1, V2 ∈ O

+,κ
R .
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Using these isomorphisms and the invariance of coinvariants under cyclic

permutation, we get functorial isomorphisms [28, sec. 18.2]

〈〈V1⊗̇R M, V2⊗̇R DN 〉〉R 〈〈(V1⊗̇R M) ⊗R V2, DN 〉〉R,

〈〈DN⊗̇R V1, M⊗̇R V2〉〉R 〈〈V1⊗̇R(M ⊗R V2), DN 〉〉R .

Hence, from (8.7) we deduce a functorial isomorphism

HomgR
((V1⊗̇R M)⊗̇R V2, DN ) = HomgR

(V1⊗̇R(M⊗̇R V2), DN ),

which yields a module isomorphism aV1,M,V2 : (V1⊗̇R M)⊗̇R V2 →
V1⊗̇R(M⊗̇R V2). ⊓⊔

The isomorphisms aM,V1,V2 and aM,V1,V2 are constructed in a similar way.

The details are left to the reader.

Now, we consider the commutativity constraint. To do so, for each mod-

ules V ∈ O
+,κ, f
R and M ∈ O

ν,κ, f
R we consider the morphism of functors

〈〈V, M, DN 〉〉R → 〈〈M, V, DN 〉〉R induced by the R-linear map

V ⊗R M ⊗R DN → M ⊗R V ⊗R DN , x ⊗ y ⊗ z �→ τ y ⊗ τ x ⊗ τ̄ z.

Here, we set τ = exp(
√

−1πL0) exp(L1) and τ̄ = exp(−
√

−1πL0) exp(L1).

Lemma 8.32 Assume that V ∈ O
+,κ, f
R and M ∈ O

ν,κ, f
R . Then, there is a

functorial isomorphism cV,M : V ⊗̇R M → M⊗̇R V which represents the

morphism of functors 〈〈V, M, DN 〉〉R → 〈〈M, V, DN 〉〉R .

Proof The isomorphism cV,M is defined as in [28, sec. 14]. More precisely,

setting A = [0, 1], M0 = V and M1 = M , we consider the ŴR,κ -module

Z R in (8.5). Switching V and M we define Z ′
R in a similar way. Since the

Sugawara operators L0, L1 act on V , M and since R is an analytic algebra, we

can define the R-module isomorphism P : Z ′
R → Z R which is the transpose

of the R-linear map V ⊗R M → M ⊗R V such that x ⊗ y �→ τ y ⊗ τ x . Now,

recall that Z ′
R,∞ = Z ′

R(∞) and Z R,∞ = Z R(∞). One check as in loc. cit. that

P induces a g′
R,κ -isomorphism Z ′

R,∞ → Z R,∞. We define the isomorphism

cV,M to be the map DZ R,∞ → DZ ′
R,∞ which is the transpose of P . The

second part of the lemma is proved as in [28, sec. 14.6]. ⊓⊔

Next, we consider the behavior of the functors e, f on tilting modules.

Lemma 8.33 The functors e, f on O
ν,κ,�
R are exact. They preserve the sub-

category O
ν,κ,tilt
R .
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Proof Let S ⊂ R be the C-subalgebra of R generated by κ. The modules

VR , V∗
R are defined over S, i.e., we have VR = RVS and V∗

R = RV∗
S with

VS = Ind S(VS), V∗
S = Ind S(V

∗
S ).

Now, the second claim is proved as Proposition 8.11(b). Since VR , V∗
R are

tilting by Lemma 8.28, it is enough to check that e, f are biadjoint on O
ν,κ,�
R

(hence exact) proving the first claim on the way. To do so, since R is a regular

ring, we may assume that R is flat over S. Then, since e, f commute with flat

base change by Lemma 8.22, we may assume that R = S is a regular local

ring of dimension 1. So, we are in the same setting as in [28, sec. 31].

Next, proving the lemma is equivalent to proving that VR and V∗
R are rigid,

see the appendix to part IV of [28] for details. This is proved in the proof

of [28, prop. 31.3], modulo a technical assumption which is checked in [28,

lem. 31.6]. ⊓⊔

Finally, we consider the behavior of the tensor product ⊗̇R under the spe-

cialization of R to the residue field k.

Lemma 8.34 For each module M ∈ O
ν,κ,tilt
R , we have functorial isomor-

phisms ke(M) = e(kM) and k f (M) = f (kM).

Proof By (8.7), for N ∈ O
ν,κ, f
R we have functorial isomorphisms

HomgR
(
⊗̇

R,a Ma, N ) = 〈〈M−m, . . . , Mn, DN 〉〉∗R,
Homgk (

⊗̇
k,akMa, kN ) = 〈〈kM−m, . . . , kMn, DkN 〉〉∗k.

If Ma , N are tilting, then 〈〈M−m, . . . , Mn, DN 〉〉R is free of finite type over R

by Lemma 8.26. Therefore, by Lemma 8.2 we have a functorial isomorphism

k HomgR
(
⊗̇

R,a Ma, N ) = Homgk(
⊗̇

k,akMa, kN ). So, for M, N ∈ O
ν,κ,tilt
R

we have functorial isomorphisms k HomgR
(e(M), N ) = Homgk(e(kM), kN )

and similar isomorphisms for f .

On the other hand, by Lemma 8.33 the modules e(M), f (M) are tilting.

Thus, we have functorial isomorphisms

Homgk(ke(M), kN ) = Homgk(e(kM), kN ),

Homgk (k f (M), kN ) = Homgk( f (kM), kN ).
(8.8)

This proves the lemma. ⊓⊔

Remark 8.35 In Lemma 8.10 we considered the specialization functor in [28,

thm. 29.1], from a regular local ring of dimension 1 to its residue field. In

Lemma 8.34, we consider a specialization functor from a regular local ring of

dimension 2 to its residue field.

We can now finish the proof of Propositions 8.29 and 8.30.
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Proof of Proposition 8.29 Parts (a), (b), (c) follow from Lemmas 8.22,

8.33, 8.34 and 8.9. Part (d) is proved as Proposition 8.11(b). ⊓⊔
Proof of Proposition 8.30 The isomorphisms of functors aR , cR are con-

structed in Lemmas 8.31, 8.32. For parts (a), (b) we must prove that aR , cR

satisfy the hexagon and the pentagon axioms. The tensor product ⊗̇R com-

mutes with a flat base change of the ring R by Lemma 8.22. The isomorphisms

of functors aR , cR commute also with a flat base change. Therefore, embed-

ding R in its fraction field K , we are reduced to prove that aK , cK satisfy the

hexagon and the pentagon axioms. This is proved in Proposition 8.7.

Now, let M ∈ O
ν,κ,tilt
R and N ∈ O

ν,κ,tilt
R . By (8.8) and Propositions 2.4, 8.29,

the specialization at k gives functorial isomorphisms

k HomgR
(V∗

R⊗̇R M, N ) = Homgk(V
∗
k⊗̇k(kM), kN ),

k HomgR
(M⊗̇RV∗

R, N ) = Homgk((kM)⊗̇kV∗
k, kN ).

They are induced by the base-change homomorphisms

k〈〈V∗
R, M, DN 〉〉R → 〈〈V∗

k, kM, D(kN )〉〉k,

k〈〈M,V∗
R, DN 〉〉R → 〈〈V∗

k, kM, D(kN )〉〉k. (8.9)

We must check that they intertwine the isomorphisms

cV∗
R,M

: V∗
R⊗̇R M → M⊗̇RV∗

R, cV∗
k,kM : V∗

k⊗̇k(kM) → (kM)⊗̇kV∗
k.

To do so, recall that cV∗
R,M

represents the transpose of the morphism of functors

PR : 〈〈V∗
R, M, DN 〉〉R → 〈〈M,V∗

R, DN 〉〉R, x ⊗ y ⊗ z �→ τ y ⊗ τ x ⊗ τ̄ z.

So the claim follows from the commutativity of the following square

k〈〈V∗
R, M, DN 〉〉R

(8.9)

��

kPR �� k〈〈M,V∗
R, DN 〉〉R

(8.9)

��
〈〈V∗

k, kM, D(kN )〉〉k
Pk �� 〈〈kM,V∗

k, D(kN )〉〉k.

The commutation of the specialization with the associativity constraint is

proved in a similar way. ⊓⊔

8.4 From O to the cyclotomic Hecke algebra

Let R be a local analytic deformation ring of dimension � 2. Set v = vR =
exp(−

√
−1π/κR) and q = qR = v2

R .The endomorphisms X , T of the functors
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f , f 2 are given by X = cR ◦ cR and T = vR · a−1
R ◦ (1⊗̇RcR) ◦ aR . More

precisely, for each M ∈ O
ν,κ
R we have

X M = cVR,M ◦ cM,VR
,

TM = vR · a−1
M,VR,VR

◦ (1M⊗̇RcVR,VR
) ◦ aM,VR ,VR

. (8.10)

Next, fix an integer d � 1 and consider the endomorphisms of f d given by

X j = 1d− j X1 j−1 and Ti = 1d−i−1T 1i−1 with j ∈ [1, d], i ∈ [1, d). We can

now prove the following.

Proposition 8.36 (a) X j , Ti yield an R-algebra homomorphism

ψR,d : HR,d → End( f d)op.

(b) ψR,d gives an R-algebra homomorphism

ψ s
R,d : Hs

R,d → EndgR
(TR,d)

op.

Proof The braid relations Ti Ti+1Ti = Ti+1Ti Ti+1 and Ti T j = T j Ti if |i− j | >
1 are well-known formal consequences of the axioms of a braided monoidal

category.

Next, consider the relation Ti X i Ti = v2
R X i+1. The hexagon axiom yields

the following relations

aVR,M,VR
◦ (cM,VR

⊗̇R1VR
) ◦ TM = vR · c f (M),VR

,

TM ◦ (cVR,M⊗̇R1VR
) ◦ a−1

VR,M,VR
= vR · cVR, f (M).

Therefore we have TM ◦ (X M⊗̇R1VR
) ◦ TM = v2

R · X f (M). We deduce that

(Ti )M ◦ (X i )M ◦ (Ti )M = v2
R · (X i+1)M .

Now, let us prove the relations X i X j = X j X i and X i T j = T j X i for i �=
j, j+1.We are reduced to check the relations (X1)M◦(X i )M = (X i )M◦(X1)M

and (Ti )M ◦ (X1)M = (X1)M ◦ (Ti )M for i �= 1. They follow from the

functoriality of c and a. Let us check the first one in details for i = 1, j = 2.

The diagram

f (M)⊗̇RVR
X M ⊗̇1��

c f (M),VR

��

f (M)⊗̇RVR

c f (M),VR

��
VR⊗̇R f (M)

1⊗̇X M ��

cVR , f (M)

��

VR⊗̇R f (M)

cVR , f (M)

��
f (M)⊗̇RVR

X M ⊗̇1�� f (M)⊗̇RVR
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is commutative because X M is an endomorphism of f (M) and cR is a mor-

phism of functors. Now the composition of both vertical maps is equal to

X f (M) = (X2)M , while the upper and the lower horizontal maps are both

equal to (X1)M . We are done.

To prove the Hecke relation (Ti + 1)(Ti − qR) = 0, observe that the action

of ω on VR ⊗R VR is a diagonalizable operator with eigenvalues 1 and −1.

Thus, from (8.10) we get that (Ti − v2
R)(Ti + 1) = 0.

Finally, let us check the cyclotomic relation. By (8.2), (8.10), the endomor-

phism (X1)TR,0
of TR,d is identified with the endomorphism f d−1(XTR,0,VR

)

of f d−1(TR,1), where XTR,0,VR
is an operator on TR,1 = TR,0⊗̇RVR . We must

prove that this operator satisfies the equation
∏ℓ

p=1(XTR,0,VR
− q

sp

R ) = 0. We

may assume that R = K is a field. Then, the claim follows from Remark 5.18.

⊓⊔

Index of notation

2: R, K , k, m.

2.1: M∗, SM , Sφ, P, M, P1, Rp, mp, kp.

2.2: Aop, C op, 1C , K0(C ), [C ], [M], A-mod, C ∗, Irr(C ), C proj, C inj,

Irr(A), A-proj, A-inj, SC , SF , h, h∗, h!.
2.3: �(C ), �, 	, P(λ), I (λ), T (λ), ∇(λ), �∗(λ), P∗(λ), I ∗(λ), T ∗(λ),

∇∗(λ), L(λ), C �, C ∇ , C tilt, C ⋄, R, �⋄(λ), P⋄(λ), T ⋄(λ), C �,

lcdC (M), rcdC (M).

2.4.1: F : C → B-mod, G, (B-mod)F�, F�, F∗, F⋄.

2.4.3: (K B ′)≤E , S(λ), S′(λ).
3: q, qR .

3.1: I , I (q), Q R,p, Ip, I1.

3.2: slI , �, αi , α̌i , 	i , Q = QI , Q+ = Q+
I

, P = PI , P+ = P+
I

,

X = XI , εi , I α , slI .

3.3: Zℓ(n), C ℓ
n , C ℓ

n,+, Pn , |λ|, l(λ), tλ, Y (λ), Pℓ
n , P , Pℓ, Pν , Pν

d , p(A),

q-resQ , q-ress , conts , q
sp

R = Q R,p, Q p = Q R,p, Ŵ, Sd , Ŵd , X (λ)C.

3.4.1: HR,d , Ti , X i , H
Q
R,d , H+

R,d , Hs
R,d , Indd ′

d , Resd ′
d , Ind

d ′,s
d,+, Res

d ′,s
d,+, Mi, 1i,

1α , Hs
K ,α .

3.4.2: HR,d , H s
R,d , ti , xi , H s

K ,α , H s
I , H s

I,d .

3.4.3: ζ , S(λ)
s,q
R , �, S(λ)s

R .

3.5: wλ, xλ, Sλ, Ss
R,d , W (λ)

s,q
R , �s

R,d , Ss
R,d , W (λ)s

R .

3.6: (E, F, X, T ), φEd , 	 = 	s , Hs
I ,d , L (	)I , L (	)I ,	−α , L(	),

L (	)I .

4: ℓ, N , ν.

4.1: κR = κ , τR,p = τp, τR , sR,p = sp, κS , τS,p, e.
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4.2: gR , U (gR), tR , bR , pR,ν , mR,ν , ei, j , ei , ǫi , t∗R , �, �+, �ν , �+
ν , W ,

w • λ, ρ, i p, jp, J ν
p , pk , det p, det, P , PR , Sν , Pν

R , ρν , τ = τR , ̟ ,

ω = ωN , cas = casN .

4.3: Mλ, O
ν
R , V (λ)R,ν , M(λ)R,ν , L(λ)K , O

ν
R,τ , �(λ)R,τ .

4.4: Aν
R,τ , Aν

R,τ {d}.
4.5: VR , V ∗

R , e, f , I , wt(μ), mi (μ), O
ν
K ,τ,λ, VI , λ

i→ μ.

4.6: h, E , F , TR,d = T ν
R,τ {d}, ϕs

R,d , �s
R,d , Aν

R,τ (N ) = Aν
R,τ , TR,d(N ) =

TR,d .

4.7: a•, ap, a◦, �ν,u,v , �+
ν,u,v , mR,ν , mR,ν,u,v , P{a}, Pν{a}, det•, ν◦, ν•,

�ν,u,v , �+
ν,u,v, O

γ

R,τ (ν), O
γ

R,τ (ν){a}, Oγ

R,τ (ν, u, v), O
γ

R,τ (ν, u, v){a},
Aν

R,τ (ν), Aν
R,τ (ν, u, v).

5.1: qR = exp(−2π
√

−1/κR), Q R,p = q
sp

R = exp(−2π
√

−1sR,p/κR).

5.2.1: LgR , g′
R , 1, ∂ , gR , tR , bR , pR,ν , c, gR,κ , g′

R,κ , gR,�d , g′
R,+, gR,+,

Ind R(M), Q R,d , M(d), M(−d), M(∞), M(−∞), SR,κ , ξ (r), Ls ,

cas.

5.2.2: P̂R , �̂, �̂+, �̂re, α̌, (• : •), δ, 	0, ρ̃, 〈• : •〉, Ŵ , si , Tx , w •μ, P̂ , P̂ν ,

P̂ν
R , λ̂, zλ.

5.3.1: O
ν,κ
R , M(μ)R,ν , L(μ)K , M(λ)R,ν , L(λ)K , OR , M(λ)R , O

+,κ
R , M

(λ)R,+, O
ν,κ, f
R , O

ν,κ,�
R , O

ν,κ
R,τ , O

ν,κ,�
R,τ , Oν,κ [a], P{d}, Pν{d}, Oν

R,τ (N ),

O
ν,κ
R,τ (N )[a]{d}, O′.

5.3.2: ♯M , †M , M∗, DM , D M , βO
ν,κ
R .

5.3.3: �̂(̂λ), �̂(λ, c), λ̂ ⇑ λ̂′, �ℓ, �b.

5.4: ⊗̇R , VR , V∗
R , e, f , X , T , I , i ∼ j , I , ei , fi , mi (λ), wt(λ), O

ν,κ
K ,τ,β .

5.5: ���(λ)R,τ , A
ν,κ
R,τ , L(λ), P(λ)R,τ , T(λ)R,τ , A

ν,κ
R,τ {d}, T

ν,κ
R,τ {d}, TR,d ,

TR,d(N ), ψ s
R,d , �s

R,d .

5.6: mR,ν , mR,ν,κ , Ŵν , bR,ν , Oκ
R(ν), O

γ,κ

R (ν), O
γ,κ

R,τ (ν), O
γ,κ

R,τ (ν){a},
O

+,κ
R (ν), O

+,κ
R (ν){a}, A

+,κ
R,τ (ν).

5.7.1: fu,v,z(τR, κR).

5.7.2: O
ν,κ
R,τ {a}, A

ν,κ
R,τ {a}, po, λo, h, ̹ = ̹R , O

ν
R,h{a}, Aν

R,h{a}, M(λ)R,h ,

�(λ)R,h , QR , TR,a•(ν•), TR,h,d .

5.7.3: V(νp), f p, TR,d(ν), Hℓ
R,a , fp, TR,p(ν), TR,(a)(ν),ψ

+
Rp,d

(ν),�+
Rp,d

(ν).

5.9: E , F .

6.1.1: W , h, S, A, hreg, c, Hc(W, h)R , αs , α̌s , R[h], R[h∗], Oc(W, h)R ,

�(E)R , L(E), P(E)R , (•)∨, c∨.

6.1.2: KZR .

6.1.3: W ′, S′, hW ′
, OIndW

W ′ ,
OResW

W ′ , WH , O(WH )R , OIndH .

6.1.4: Ch(M).

6.2.1: γi , s
γ

i j , xi , yi , k, cγ , h R , h R,p, O
s,κ
R {d}, Oκ

R(Sd), �(λ)
s,κ
R , L(λ)s,κ ,

P(λ)
s,κ
R , T (λ)

s,κ
R , I (λ)

s,κ
R .
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6.2.2: ≻s , �s,κ , s⋆, λ⋆.

6.2.3: KZs
R,d .

6.2.4: RH.

6.3.1: λ+, λ−.

7.1: 	Q , F(	s), |λ, s〉, ni (λ) = ns
i (λ) = n

Q
i (λ), wt(|λ, s〉).

7.2: G±(λ, s), Os⋆,−e.

7.3: Os
t , |s|.

7.4: ϒd , - = -a,a′
, Ãν,−e{d}, ϒ̃ν,−e

d , �̃ν
d , Ãν,−e

μ , Ãν,−e.

8.1: R A, gA
R , gA

R,κ ,
⊗

R,a , C , γ = {γa; a ∈ A}, ηa , xa , Cγ , DR = DR,γ ,

ŴR = ŴR,γ , a f , A f , 〈N1, . . . , Nn〉R , 〈〈M1, . . . , Mn〉〉R .

8.2: (O
+,κ
K , ⊗̇K , aK , cK ), (O

ν,κ
K , ⊗̇K , a, c), γ−1, γ0, γ1,

8.4: v = vR .
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