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1 Introduction

Random band matrices H = (hxy) model interacting quantum systems on a lattice of scale L with random
transition amplitudes effective up to a short scale W � L. In this paper, we consider a general Hermitian
random band matrix ensemble on the d-dimensional integer lattice ZdL := {1, 2, · · · , L}d with N := Ld many
lattice sites. The entries of H are independent centered random variables up to the Hermitian condition
hxy = hyx. The variance sxy := E|hxy|2 typically decays with the distance between x and y on a characteristic
length scale W , called the band width of H, and is negligible when |x− y| �W . We require that sxy satisfy
the normalization condition ∑

x

sxy =
∑
y

sxy = 1. (1.1)

It is well-known that under the condition (1.1), the global eigenvalue distribution of H converges weakly to
the Wigner’s semicircle law supported in [−2, 2].

As W varies, random band matrices naturally interpolate between the random Schrödinger operator [1]
and mean-field (generalized) Wigner matrix ensembles [30]. One important conjecture about random band
matrices is that a sharp localization-delocalization transition occurs at some critical band width Wc. An
eigenvector is said to be localized if most of its weight resides in a region of scale ` � L, and delocalized if
` ∼ L. In physics, this length scale ` is called the localization length, which generally depends on the energy
level of the eigenvector. We restrict ourselves to the bulk eigenvectors with eigenvalues in (−2 + κ, 2 − κ)
for a small constant κ > 0. It is conjectured that there exists Wc ∈ [1, L] such that if W � Wc, the bulk
eigenvectors of H are localized, while if W � Wc, the bulk eigenvectors of H are delocalized. Based on
simulations [7, 8, 15, 31] and non-rigorous supersymmetric arguments [16], the critical band width of one-
dimensional random band matrices is conjectured to be of order Wc ∼

√
L. In higher dimensions, the critical

band width is conjectured to be Wc ∼
√

logL when d = 2 and Wc ∼ 1 when d > 3; see [3, 27–29] for more
details about these conjectures.

Many partial results have been proved rigorously concerning the localization-delocalization conjecture of
random band matrices in dimension d = 1 [2,4–6,9,10,12,13,17–26,33] and dimensions d > 2 [9,10,12,17,33].
We refer the reader to the introduction of [32] for a brief review. In this series (i.e. part I [32] and the current
paper), we prove that, as long as W > Lε for a small constant ε > 0, most bulk eigenvectors of H have
localization lengths comparable to L. This gives a positive answer to the delocalization conjecture (in the
weak delocalization sense) for dimensions d > 8 under the slightly stronger assumption W > Lε (vs. W > C).

In part I [32], we described the main structure of the proof of the delocalization conjecture and quantum
diffusion of random band matrices. This paper will provide some key results used in [32]. Our proof is based
on the resolvent (or Green’s function) of H defined by

G(z) = (H − z)−1, z ∈ C+ := {x ∈ C : Im z > 0},

and the T -matrix defined by [12]

Txy(z) := |m|2
∑
α

sxα|Gαy(z)|2, x, y ∈ ZdL. (1.2)

An important tool is an expansion of the T -matrix, called the T -expansion, with errors of order W−nd/2 for
n ∈ N. In [32], we defined basic graph operations in constructing the T -expansion (see Section 4), studied
the local expansion strategy, and explored a key self-energy renormalization property. In this paper, we
will describe the subtle global expansion strategy (see Sections 5 and 6) and complete the construction of
the T -expansion up to any fixed order. The T -expansion thus obtained gives a precise description of the
fluctuation of the T -matrix by decomposing it into a sum of terms with sophisticated but sufficiently nice
structures. Furthermore, given an n-th order T -expansion for any fixed n ∈ N, we will use it to prove an
almost sharp local law on G(z) (cf. Theorem 3.6), which is also a key input for [32]. For the convenience
of the reader, we will repeat some notations and definitions of [32] in Sections 2–4 so that this paper is
relatively self-contained.

1.1 The model and T -expansion

We will consider d-dimensional random band matrices indexed by a cube of linear size L in Zd, i.e.,

ZdL := (Z ∩ (−L/2, L/2])
d
. (1.3)
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We will view ZdL as a torus and denote by [x− y]L the representative of x− y in ZdL, i.e.,

[x− y]L :=
[
(x− y) + LZd

]
∩ ZdL. (1.4)

Clearly, ‖x − y‖L := ‖[x − y]L‖ is a periodic distance on ZdL for any norm ‖ · ‖ on Zd. For definiteness, we
use `∞-norm in this paper, i.e. ‖x − y‖L := ‖[x − y]L‖∞. In this paper, we consider the following class of
d-dimensional random band matrices.

Assumption 1.1 (Random band matrix). Fix any d ∈ N. For L� W � 1 and N := Ld, we assume that
H ≡ Hd,f,W,L is an N ×N complex Hermitian random matrix whose entries (Rehxy, Imhxy : x, y ∈ ZdL) are
independent Gaussian random variables (up to symmetry H = H†) such that

Ehxy = 0, E(Rehxy)2 = E(Imhxy)2 = sxy/2, x, y ∈ ZdL, (1.5)

where the variances sxy satisfy that
sxy = fW,L ([x− y]L) (1.6)

for a positive symmetric function fW,L satisfying Assumption 1.2 below. Then we say that H is a d-
dimensional random band matrix with linear size L, band width W and variance profile fW,L. Denote the
variance matrix by S := (sxy)x,y∈ZdL , which is a doubly stochastic symmetric N ×N matrix.

Assumption 1.2 (Variance profile). We assume that fW,L : ZdL → R+ is a positive symmetric function on
ZdL that can be expressed by the Fourier transform

fW,L(x) :=
1

(2π)dZW,L

∫
ψ(Wp)eip·xdp. (1.7)

Here ZW,L is the normalization constant so that
∑
x∈ZdL

fW,L(x) = 1, and ψ ∈ C∞(Rd) is a symmetric

smooth function independent of W and L and satisfies the following properties:

(i) ψ(0) = 1 and ‖ψ‖∞ 6 1;

(ii) ψ(p) 6 max{1− cψ|p|2, 1− cψ} for a constant cψ > 0;

(iii) ψ is in the Schwartz space, i.e.,

lim
|p|→∞

(1 + |p|)k|ψ(l)(p)| = 0, for any k, l ∈ N. (1.8)

Clearly, fW,L is of order O(W−d) and decays faster than any polynomial, that is, for any fixed k ∈ N,
there exists a constant Ck > 0 so that

|fW,L(x)| 6 CkW−d (‖x‖L/W )
−k
. (1.9)

Hence the variance profile S defined in (1.6) has a banded structure, namely, for any constants τ,D > 0,

1|x−y|>W 1+τ |sxy| 6W−D. (1.10)

Combining (1.8) and (1.9) with the Poisson summation formula, we obtain that

ZW,L = ψ(0) + O(W−D) = 1 + O(W−D), (1.11)

for any large constant D > 0 as long as L >W 1+ε for a constant ε > 0.
The diagonal resolvent entries of G(z) are expected to be given by the Stieltjes transform of Wigner’s

semicircle law,

m(z) :=
−z +

√
z2 − 4

2
=

1

2π

∫ 2

−2

√
4− ξ2

ξ − z
dξ, z ∈ C+. (1.12)

On the other hand, it was proved in [32] that off-diagonal resolvent entries can be approximated by a diffusive
kernel Θ defined by

Θ(z) :=
|m(z)|2S

1− |m(z)|2S
, (1.13)
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for z = E+ iη with E ∈ (−2 +κ, 2−κ) and η >W 2+ε/L2 for a constant ε > 0. In this case, it is well-known
that (see, e.g., [12, 33] for a proof of (1.14))

Θxy(z) 6
W τ1|x−y|6η−1/2W 1+τ

W 2 (‖x− y‖L +W )
d−2

+
1

(‖x− y‖L +W )
D
6W τBxy, (1.14)

for any small constant τ > 0 and large constant D > 0, where we have abbreviated that

Bxy := W−2 (‖x− y‖L +W )
−d+2

. (1.15)

In part I of this series [32], we proved the following local law in Theorem 1.3 and quantum diffusion in
Theorem 1.4. In addition, Theorem 1.3 was used in [32] to prove the delocalization of random band matrices
in dimensions d > 8. We remark that all results in this paper hold only for large enough W and L, and, for
simplicity, we do not repeat it in our statements.

Theorem 1.3 (Theorem 1.4 of [32]). Fix d > 8 and any small constants cw, ε, κ > 0. Suppose that
Lcw 6 W 6 L, and H is a d-dimensional random band matrix satisfying Assumptions 1.1 and 1.2. Then
for any small constant τ > 0 and large constant D > 0, we have the following estimate for z = E + iη and
all x, y ∈ ZdL:

P
(

sup
E∈(−2+κ,2−κ)

sup
W 2+ε/L26η61

|Gxy(z)−m(z)δxy|2 6W τBxy

)
> 1− L−D. (1.16)

Theorem 1.4 (Theorem 1.5 of [32]). Suppose the assumptions of Theorem 1.3 hold. Fix any small constant
ε > 0 and large constant M ∈ N. Then for all x, y ∈ ZdL and z = E + iη with E ∈ (−2 + κ, 2 − κ) and
W 2+ε/L2 6 η 6 1, we have that

ETxy =
[
Θ(M)

(
|m|2 + G(M)

)]
xy

+ O(W−Md/2). (1.17)

Here Θ(M) is the M -th order renormalized diffusive matrix

Θ(M) :=
1

1− |m|2S
(
1 + Σ(M)

) |m|2S, (1.18)

and it satisfies the bound ∣∣Θ(M)
xy

∣∣ 6W τBxy, (1.19)

for any constant τ > 0. Furthermore, the self-energy correction Σ(M) is given by Σ(M)(z) :=
∑M
l=4 El(z)

where {El}Ml=4 is a sequence of deterministic matrices satisfying the following properties:

El(x, x+ a) = El(0, a), El(0, a) = El(0,−a), ∀ x, a ∈ ZdL, (1.20)

and for any constant τ > 0,

|(El)0x(z)| 6W−(l−4)d/2+τB2
0x, ∀ x ∈ ZdL, η ∈ [W 2+ε/L2, 1], (1.21)∣∣∣ ∑

x∈ZdL

(El)0x(z)
∣∣∣ 6 ηW−(l−2)d/2+τ , ∀ η ∈ [W 2+ε/L2, 1]. (1.22)

Here in (1.20) and throughout the rest of this paper, we use Axy and A(x, y) interchangeably for any matrix
A. The M -th order local correction G(M) satisfies that∣∣G(M)

xy

∣∣ 6W τB3/2
xy , (1.23)

for any constant τ > 0.

As remarked in [32], the proof in this paper can be adapted to non-Gaussian band matrices after some
technical modifications. The proof for the real symmetric Gaussian case is similar to the complex case except
that the number of terms will double in every expansion step (which is due to the fact that Eh2

xy = 0 in the
complex case but not in the real case). The condition d > 8 can also be improved, but it seems to require
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substantial improvements in estimating the terms in the T -expansion to reach the physical dimension d = 3.
We will deal with these improvements in forthcoming papers.

The proofs of Theorem 1.3 and Theorem 1.4 in [32] depend on main results of this paper. More precisely,
we will prove Lemmas 5.2, 5.4, 5.6 and 5.7 of [32]. We summarize our main results in Section 3.3: in Theorem
3.7, we will construct the T -equation defined in Definition 3.3; as a corollary of Theorem 3.7, in Corollary
3.8, we will construct the T -expansion defined in Definition 3.2; in Theorem 3.6, we will prove a local law
on G(z) using the T -expansion.

Define T -variables with three subscripts by

Tx,yy′ := |m|2
∑
α

sxαGαyGαy′ , and Tyy′,x := |m|2
∑
α

GyαGy′αsαx. (1.24)

By definition, the T -variable in (1.2) can be written as Txy ≡ Tx,yy. For any x ∈ ZdL, we define Ex as
the partial expectation with respect to the x-th row and column of H, i.e., Ex(·) := E(·|H(x)), where H(x)

denotes the (N − 1)× (N − 1) minor of H obtained by removing the x-th row and column. For simplicity,
in this paper we will use the notations

Px := Ex, Qx := 1− Ex.

Then we write
Tx,yy′ = |m|2

∑
α

sxαPα
(
GαyGαy′

)
+ |m|2

∑
α

sxαQα
(
GαyGαy′

)
.

The Qα term is a fluctuation term. We will calculate the Pα term using Gaussian integration by parts to
derive an expression of the form

Tx,yy′ = mGyy′Θxy + (higher order term) + (fluctuation term),

where the higher order term is a sum of expressions of order O(W−3d/2) (see (3.8) for the explicit form). We
call this expansion a second order T -expansion. However, this expansion is useful only when L is not too
large compared to W , because the error is bounded in terms of a power of W instead of L.

In order to handle the case L > WC for any large constant C > 0, we need to obtain much finer
expansions of the T -matrix with arbitrarily high order errors. In this paper, we will construct a sequence of
n-th order T -expansions with leading terms Θ(n) and errors of order O(W−(n+1)d/2). Roughly speaking, we
will construct an expansion of the form

Tx,yy′ = mGyy′Θ
(n)
xy + (recollision term) + (higher order term) + (fluctuation term) + (error term), (1.25)

where the recollision term is a sum of expressions with coincidences in the summation indices, the higher
order term is a sum of expressions of order O(W−(n+1)d/2), the fluctuation term is a sum of expressions
that can be written into the form

∑
αQα(·), and the error term is negligible for all of our proofs. In the

expansion process, we need to give a precise construction of the self-energies El, and show that they lead to
the renormalized diffusive matrix Θ(n) defined in (1.18). In addition, we also need to track the recollision,
higher order and fluctuation terms very carefully, so that they satisfy a key structural property—doubly
connected property in Definition 2.12—which we will explain now.

In this paper, we represent all expressions using graphs with edge labels G, Θ and S as in the standard
graphic language in quantum physics. These graphs naturally have two-level structures: a pair of atoms are
at most O(W ) apart from each other if they are connected by a path of S edges; otherwise the distance
between them can vary up to L. We define quotient graphs with the equivalence relation that two vertices
are equivalent if they are connected by a path of S edges. Following notations in [32,33], we call equivalence
classes of vertices molecules (cf. Definition 2.10) and corresponding quotient graphs molecular graphs (cf.
Definition 2.11). The (original) subgraph inside a molecule is called the local structure of this molecule,
and the structure of a molecular graph is said to be global. Local structures are easy to track while global
structures are our main focus. In particular, the doubly connected property defined in Definition 2.12 is
the most important global structural property of this paper. Roughly speaking, a doubly connected graph
contains a spanning tree of Θ edges and a spanning tree of G edges that connect all molecules together. This
property is needed to derive effective estimates on the terms in (1.25). By (1.14) and (1.16), the typical sizes
of Θxy and Gxy are of order Bxy and B

1/2
xy , respectively. The doubly connected property of a graph ensures
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that in each sum of an index, we have at least a product of a Θ factor and a G factor, so that the sum can
be controlled by the row sums of B

3/2
xy , which are bounded by O(W−d/2) independently of L. This is one of

the reasons why we can treat random band matrices with large L >WC .
The main difficulty in constructing the T -expansion is that the doubly connectedness is not necessarily

preserved in arbitrary graph expansions. With terminologies that will be introduced in Section 4, local
expansions in Section 4.2 will always preserve the doubly connectedness and have been discussed in details
in part I [32]. On the other hand, global expansions in Section 4.3 may break the doubly connected structure
of a graph. Roughly speaking, a global expansion involves a substitution of a T -variable with a lower order
T -expansion. We will see that a global expansion does not break the doubly connected property if and only
if it involves a substitution of a redundant T -variable, where a T -variable is said to be redundant in a graph
if after removing it, the remaining graph is still doubly connected (cf. Definition 5.5). In this paper, we
find a sophisticated global expansion strategy such that we only need to expand a redundant T -variable
in every global expansion until getting the expansion (1.25). Hence doubly connected structures of the
graphs in (1.25) will follow immediately from our construction. The global expansion strategy is based on a
deeper study of subtle structures of the molecular graphs, where we identify two key graphical properties: the
sequentially pre-deterministic property (cf. Definition 5.9) and the globally standard property (cf. Definition
6.2). We refer the reader to Section 3.4 for a more detailed discussion of some key ideas.

The rest of this paper is organized as follows. In Section 2, we introduce some graphical notations that
will be used in the definition of the T -expansion. In Section 3, we define two main concepts of this paper—
the T -expansion and T -equation. Then we will state main results of this paper, that is, Theorem 3.7 and
Corollary 3.8 regarding the construction of the T -equation and T -expansion up to arbitrarily high order,
and, Theorem 3.6 giving a sharp local law on G(z) as a consequence of the n-th order T -expansion for any
fixed n ∈ N. In Section 4, we introduce basic graph operations that are used to construct the T -equation
and T -expansion, and in Section 5, we explore the pre-deterministic property of graphs appearing in our
expansions. With the tools in Sections 4 and 5, we prove Theorem 3.7 and Corollary 3.8 in Section 6. In
Section 7, we give the proof of Theorem 3.6 based on three lemmas, Lemma 7.2, Lemma 7.3 and Lemma
7.4. Lemma 7.2 and Lemma 7.4 will be proved in Section 8, and Lemma 7.3 will be proved in Section 9.

Acknowledgements. J.Y. would like to thank Xinyi Cui and Xuyang Tian for helpful discussions.

2 Graphical tools

To be prepared for the definition of the T -equation and T -expansion, we introduce the concept of atomic and
molecular graphs, and some important graphical properties that will be satisfied by our graphs. The graphical
notations in this section have been defined in [32], and we repeat them in this section for completeness of
this paper.

We introduce the following two deterministic matrices that will appear in expansions:

S+(z) :=
m2(z)S

1−m2(z)S
, S−(z) := S

+
(z). (2.1)

For the reason of defining these two matrices, we refer the reader to Definitions 4.3 and 4.5 below. The matrix
S+(z) satisfies the following Lemma 2.1, which is a folklore result. A formal proof is given in equation (4.21)
of [5]. For simplicity of notations, throughout the rest of this paper, we abbreviate

|x− y| ≡ ‖x− y‖L, 〈x− y〉 := ‖x− y‖L +W. (2.2)

Lemma 2.1. Suppose the assumptions of Theorem 1.3 hold and η > W 2+ε/L2 for a small constant ε > 0.
Then for any small constant τ > 0 and large constant D > 0, we have that

|S±xy(z)| .W−d1|x−y|6W 1+τ + O
(
〈x− y〉−D

)
. (2.3)

2.1 Atomic graphs

In an n-th order T -expansion, the number of terms will grow super-exponentially with respect to n (there
are about nCn many terms). Moreover, each term has a complicated structure, which is represented by a
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graph in this paper. Our goal is to expand the T -variable Ta,b1b2
for some fixed indices a, b1, b2 ∈ ZdL. We

represent these three indices by special vertices

a ≡ ⊗, b1 ≡ ⊕, b2 ≡ 	, (2.4)

in graphs. In other words, we use a, b1, b2 in expressions, and draw them as ⊗,⊕,	 in graphs. Some of
these indices can be equal to each other. For example, if b1 = b2, then we only have two special vertices ⊗
and ⊕. We first introduce atomic graphs, and the concept of subgraphs.

Definition 2.2 (Atomic graphs). Given a standard oriented graph with vertices and edges, we assign the
following structures and call the resulting graph an atomic graph.

• Atoms: We will call the vertices atoms (vs. molecules in Definition 2.10 below). Each graph has some
external atoms and internal atoms. The external atoms represent external indices whose values are
fixed, while internal atoms represent summation indices that will be summed over. In particular, each
graph in expansions of Ta,b1b2

has ⊗, ⊕ and 	 atoms. By fixing the value of an internal atom, it will
become an external atom; by summing over an external atom, it will become an internal atom.

• Regular weights: A regular weight on an atom x represents a Gxx or Gxx factor. Each regular
weight has a charge, where “+” charge indicates that the weight is a G factor, represented by a blue
solid ∆, and “−” charge indicates that the weight is a G factor, represented by a red solid ∆.

• Light weights: Corresponding to regular weights defined above, we define the light weights on atom
x representing Gxx − m and Gxx − m factors. They are drawn as blue or red hollow ∆ in graphs
depending on their charges.

• Edges: The edges are divided into the following types.

(i) Solid edges: A solid edge represents a G factor. More precisely,

– each oriented edge from atom α to atom β with + charge represents a Gαβ factor;

– each oriented edge from atom α to atom β with − charge represents a Gαβ factor.

Plus G edges will be drawn as blue solid edges, while minus G edges will be drawn as red solid
edges. In this paper, whenever we say “G edges”, we mean both the plus and minus G edges.

(ii) Waved edges: We have neutral black, positive blue and negative red waved edges:

– a neutral waved edge connecting atoms x and y represents an sxy factor;

– a blue waved edge of positive charge between atoms x and y represents an S+
xy factor;

– a red waved edge of negative charge between atoms x and y represents an S−xy factor.

(iii) Diffusive edges: A diffusive edge connecting atoms x and y represents a Θxy factor; we draw it
as a double-line edge between atoms x and y.

(iv) Dotted edges: A dotted line connecting atoms α and β represents the factor 1α=β ≡ δαβ; a
dotted line with a cross (×) represents the factor 1α6=β ≡ 1 − δαβ. There is at most one dotted
or ×-dotted edge between each pair of atoms. By definition, a ×-dotted edge between the two
ending atoms of a G edge indicates that this G edge is off-diagonal. We also allow for dotted
edges between external atoms.

The orientations of non-solid edges do not matter. Edges between internal atoms are called internal
edges, while edges with at least one end at an external atom are called external edges.

• P and Q labels: Some solid edges and weights may have a label Px or Qx for an atom x in the graph.
Moreover, every edge or weight can have at most one P or Q label.

• Coefficients: There is a coefficient (which is a polynomial of m, m−1, (1−m2)−1 and their complex
conjugates) associated with each graph.

Along the proof, we will introduce some other types of weights and edges.
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Definition 2.3 (Sugraphs). A graph G1 is said to be a subgraph of G2, denoted by G1 ⊂ G2, if every graphical
component of G1 is also in G2. Moreover, G1 is a proper subgraph of G2 if G1 ⊂ G2 and G1 6= G2. Given a
subset S of atoms in a graph G, the subgraph G|S induced on S refers to the subgraph of G with atoms in S
as vertices, the edges between these atoms, and the weights on these atoms.

We assign a value to each graph as follows.

Definition 2.4 (Values of graphs). Given an atomic graph G, we define its value, denoted by JGK, as an
expression obtained as follows. We first take the product of all the edges, all the weights and the coefficient
of the graph G. Then for the edges and weights with the same Px or Qx label, we take the product of them
and apply Px or Qx to them. Finally, we sum over all the internal indices represented by the internal atoms.
The values of the external indices are fixed by their given values. For a linear combination of graphs

∑
i ciGi,

where {ci} is a sequence of coefficients and {Gi} is a sequence of graphs, we naturally define its value by

r∑
i

ciGi
z

=
∑
i

ci JGiK .

For simplicity, we will abuse the notation by identifying a graph (which is a geometric object) with its value
(which is an analytic expression).

Next, we introduce the concepts of regular and normal regular graphs.

Definition 2.5 (Normal regular graphs). We say an atomic graph G is regular if it satisfies the following
properties:

(i) it is a connected graph that contains at most O(1) many atoms and edges;

(ii) all internal atoms are connected together through paths of waved and diffusive edges;

(iii) there are no dotted edges between internal atoms.

Moreover, we say a regular graph is normal if it satisfies the following additional property:

(iv) any pair of atoms α and β in the graph are connected by a ×-dotted edge if and only if they are
connected by a G edge.

By this definition, every G edge in a normal regular graph is off-diagonal, while all diagonal G factors
will be represented by weights. Given a normal regular graph, we define its scaling order as follows.

Definition 2.6 (Scaling order). Given a normal regular graph G, we define its scaling order as

ord(G) :=#{off-diagonal G edges}+ #{light weights}+ 2#{waved edges}+ 2#{diffusive edges}
− 2 [#{internal atoms} −#{dotted edges}] . (2.5)

Here every dotted edge in a normal regular graph means that an internal atom is equal to an external atom,
so we lose one free summation index. The concept of scaling order can be also defined for subgraphs.

In the following proof, whenever we say the order of a graph, we are referring to its scaling order. We
emphasize that in general the scaling order does not imply the real size of the graph value directly. In order
to establish such a connection, we need to introduce the doubly connected property in Definition 2.12 below.

2.2 Self-energies and labelled diffusive edges

One of the most important concepts in the T -expansion is the self-energy introduced in [32]. More precisely,
an l-th order self-energy is a linear combination of deterministic graphs satisfying the following definition.

Definition 2.7 (Self-energies). Fix any l ∈ N. El(z) is a deterministic matrix depending on m(z), S,
S±(z) and Θ(z) only, and satisfying the following properties for z = E + iη with E ∈ (−2 + κ, 2 − κ) and
η ∈ [W 2+ε/L2, 1].

(i) For any x, y ∈ ZdL, (El)xy is a sum of at most Cl many deterministic graphs of scaling order l and with
external atoms x and y. Here Cl is a large constant depending on l. Some graphs, say G, in El can be
diagonal matrices satisfying Gxy = Gxxδxy, i.e. there is a dotted edge between the atoms x and y.

8



(ii) El(z) satisfies the properties (1.20)–(1.22).

Then we call El the l-th order self-energy and graphically we will use a square, �, with a label l and between
x and y to represent (El)xy.

By Definition 2.6, the scaling order of a deterministic graph can only be even. Moreover, every nontrivial
self-energy El in this paper has scaling order > 4. Hence we always have

E1 = E2 = E3 = 0, and E2l+1 := 0, l ∈ N. (2.6)

Using the properties (1.20)–(1.22), we have proved the following crucial estimates in [32]. These estimates
are necessary for bounding the graphs in the T -expansion and T -equation.

Lemma 2.8 (Lemma 6.2 of [32]). Fix d > 6. Let E2l be a self-energy satisfying Definition 2.7. We have
that for any constant τ > 0 and x, y ∈ ZdL,∣∣∣∑

α

Θxα(E2l)αy
∣∣∣ 6 W τ

W (l−1)d〈x− y〉d
. (2.7)

Let E2k1 , E2k2 , · · · , E2kl be a sequence of self-energies satisfying Definition 2.7. We have that for any
constant τ > 0 and x, y ∈ ZdL,∣∣∣(ΘE2k1ΘE2k2Θ · · ·ΘE2klΘ)xy

∣∣∣ 6W−(k−2)d/2+τBxy, (2.8)

where k :=
∑l
i=1 2ki − 2(l − 1) is the scaling order of (ΘE2k1ΘE2k2Θ · · ·ΘE2klΘ)xy.

By (2.8), (ΘE2k1ΘE2k2Θ · · ·ΘE2klΘ)xy has the same decay with respect to |x − y| as Θxy except for an
extra W−(k−2)d/2 factor. Hence we will regard it as another type of diffusive edge. The proof of Lemma 2.8
uses a summation by parts argument. In particular, the η factor in (1.22) plays an essential role in the sense
that it will cancel the following factor from a row sum of Θ:

∑
y

Θxy(z) =
|m(z)|2

1− |m(z)|2
∼ η−1. (2.9)

In [32], we refer to (1.22) as a sum zero property.

Definition 2.9 (Labelled diffusive edges). Given l self-energies E2ki , i = 1, 2, · · · , l, we represent the entry

(ΘE2k1ΘE2k2Θ · · ·ΘE2klΘ)xy (2.10)

by a labelled diffusive edge between atoms x and y with label (k; 2k1, · · · , 2kl), where k :=
∑l
i=1 2ki− 2(l− 1)

is the scaling order of this edge. In graphs, every labelled diffusive edge is drawn as one single double-line
edge with a label but without any internal structure as in the following figure:

yx =

 

...
2k1 2k2 2kl

yx
(k;2k1,2k2,...,2kl)

In this paper, whenever we refer to diffusive edges, we mean both the diffusive and labelled diffusive edges.
The scaling order of a normal regular graph with labelled diffusive edges can be equivalently calculated as

ord(G) := #{off-diagonal G edges}+ #{light weights}+ 2#{waved edges}+ 2#{diffusive edges}

+
∑
k

k ·#{k-th order labelled diffusive edges} − 2 [#{internal atoms} −#{dotted edges}] . (2.11)

In other words, a k-th order labelled diffusive edge is simply counted as an edge of scaling order k, and there
is no need to count its internal structures using Definition 2.6.
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2.3 Molecular graphs and doubly connected property

Each of our graphs has a two-level structure, that is, a local structure varying on scales of order W , and a
global structure varying on scales up to L. To explain this, we introduce the following concept of molecules.

Definition 2.10 (Molecules). We partition the set of all atoms into a union of disjoint sets {all atoms} =
∪jMj, where every Mj is called a molecule. Two internal atoms belong to the same molecule if and only if
they are connected by a path of neutral/plus/minus waved edges and dotted edges. Every external atom will
be by definition called an external molecule (such as ⊗, ⊕ and 	 molecules). An edge is said to be inside a
molecule if its ending atoms belong to this molecule.

By (1.9) and (2.3), if two atoms x and y are in the same molecule, then we essentially have |x−y| 6W 1+τ

up to a negligible error O(W−D). Given an atomic graph, we will call the subgraph inside a molecule the
local structure of this molecule. On the other hand, the global structure of an atomic graph refers to its
molecular graph, which is the quotient graph with each molecule regarded as a vertex.

Definition 2.11 (Molecular graphs). Molecular graphs are graphs consisting of

• external molecules which represent the external atoms (such as the ⊗, ⊕ and 	 molecules);

• internal molecules;

• blue and red solid edges, which represent the plus and minus G edges between molecules;

• diffusive edges between molecules;

• dotted edges between external and internal molecules.

Given any atomic graph G, we define its molecular version, called GM, in the following way:

• every molecule of G is represented by a vertex in GM;

• every blue or red solid edge of G between atoms in different molecules is represented by a blue or red
solid edge between these two molecules in GM;

• every diffusive edge of G between atoms in different molecules is represented by a diffusive edge between
these two molecules in GM;

• every dotted edge of G between an external atom and an internal atom is represented by a dotted edge
between the corresponding external and internal molecules;

• we discard all the other components in G (including weights, ×-dotted edges, and edges inside molecules).

In this paper, molecular graphs are used solely to help with the analysis of graph structures, while all
graph expansions are applied to atomic graphs only. In the proof, we assume that there is automatically a
molecular graph associated with each atomic graph. In general, local structures are almost trivial to bound,
while global structures are much harder to analyze. This is one of the main reasons why we want to introduce
the concept of molecular graphs—we want to get rid of all local structures and focus on the more intricate
global structures instead.

The following doubly connected property is crucial for our proof, because it allows us to establish a direct
connection between the scaling order of a graph and a bound on its value. All graphs in the T -expansion
and T -equation will satisfy this property (cf. Definitions 3.2 and 3.3).

Definition 2.12 (Doubly connected property). A subgraph G without external molecules is said to be doubly
connected if its molecular graph GM satisfies the following property. There exists a collection, say Bblack,
of diffusive edges, and another collection, say Bblue, of either blue solid or diffusive edges such that (a)
Bblack ∩ Bblue = ∅, and (b) both Bblack and Bblue contain a spanning tree that connects all molecules in the
graph. For simplicity of notations, we call the diffusive edges in Bblack as black edges, and the blue solid and
diffusive edges in Bblue as blue edges. Correspondingly, Bblack and Bblue are referred to as black net and blue
net, respectively, where a “net” refers to a subset of edges that contains a spanning tree.

A graph G with external molecules is called doubly connected if its subgraph with all external molecules
removed is doubly connected, i.e. the spanning trees in the two nets are not required to contain the external
molecules.
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Note that red solid edges are not tracked in the doubly connected property. In fact, the connectivity of
red solid edges will be broken in our expansion procedures. Hence we will often consider molecular graphs
with all red solid edges removed. Doubly connected graphs satisfy some important bounds that depend
explicitly on their scaling orders; see Lemma 8.4 below.

3 Main results

In this section, we define the concepts of T -expansion and T -equation, which were introduced in [32, Section
2]. Then we will state our main results in Section 3.3. In this paper, we will focus on expansions of the
T -variable Ta,b1b2

, while expansions of Tb1b2,a can be obtained immediately by considering the transposition
of Ta,b1b2

.

3.1 T -expansion

In this subsection, we define the T -expansion using the notations introduced in Section 2. In addition, we
also introduce the following two types of graphs.

Definition 3.1 (Recollision graphs and Q-graphs). (i) We say a graph is a ⊕/	-recollision graph, if there is
at least one dotted edge connecting ⊕ or 	 to an internal atom. In other words, a recollision graph represents
an expression where we set at least one summation index to be equal to b1 or b2.

(ii) We say a graph is a Q-graph if all G edges and G weights in the graph have the same Qx label with a
specific atom x, i.e., all Q labels in the graph are the same Qx for some atom x. In other words, the value
of a Q-graph can be written as Qx(Γ) for an external atom x or

∑
xQx(Γ) for an internal atom x, where Γ

is a graph without Q labels.

For any n ∈ N, we now define the n-th order T -expansion. Its graphs actually satisfy several more
delicate properties to be stated later in Definition 6.3.

Definition 3.2 (n-th order T -expansion). Fix any n ∈ N and a large constant D > n. For a, b1, b2 ∈ ZdL,
an n-th order T -expansion of Ta,b1b2 with D-th order error is an expression of the following form:

Ta,b1b2
= mΘab1

Gb1b2
+m(ΘΣ

(n)
T Θ)ab1

Gb1b2

+ (R(n)
T )a,b1b2

+ (A(>n)
T )a,b1b2

+ (Q(n)
T )a,b1b2

+ (Errn,D)a,b1b2
.

(3.1)

The graphs on the right side depend only on n, D, m(z), S, S±(z), Θ(z) and G(z), but do not depend on W ,
L and d explicitly. Moreover, they satisfy the following properties with Cn and CD denoting large constants
depending on n and D, respectively.

(i) The graphs on the right side are normal regular graphs (recall Definition 2.5) with external atoms
⊗ ≡ a, ⊕ ≡ b1 and 	 ≡ b2, and with at most CD many atoms.

(ii) A diffusive edge in any graph on the right-hand side of (3.1) is either a diffusive edge or a labelled
diffusive edge of the form (2.10) with 4 6 2ki 6 n.

(iii) Σ
(n)
T is a sum of at most Cn many deterministic normal regular graphs. We decompose it according to

the scaling order as

Σ
(n)
T =

∑
k6n

ΣT,k. (3.2)

Moreover, we have a sequence of self-energies Ek satisfying Definition 2.7 for 4 6 k 6 n such that ΣT,k
can be written into the form

ΣT,k = Ek +

k∑
l=2

∑
k=(k1,··· ,kl)∈Ω

(l)
k

Ek1ΘEk2Θ · · ·ΘEkl . (3.3)
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Here all deterministic graphs with l = 1 are included into Ek so that the summation starts with l = 2.

Moreover, Ω
(l)
k ⊂ Nl is the subset of vectors k satisfying that

4 6 ki 6 k − 1, and

l∑
i=1

ki − 2(l − 1) = k. (3.4)

The second condition of (3.4) guarantees that the subgraph (Ek1ΘEk2Θ · · ·ΘEkl)xy has scaling order k.

(iv) (R(n)
T )a,b1b2 is a sum of at most Cn many ⊕/	-recollision graphs of scaling order 6 n and without any

P/Q labels. Moreover, it can be decomposed as

(R(n)
T )a,b1b2 =

n∑
k=3

(RT,k)a,b1b2 , (3.5)

where each (RT,k)a,b1b2
is a sum of the ⊕/	-recollision graphs of scaling order k in (R(n)

T )a,b1b2
.

(v) (A(>n)
T )a,b1b2

is a sum of at most CD many graphs of scaling order > n and without any P/Q labels.

(vi) (Q(n)
T )a,b1b2 is a sum of at most CD many Q-graphs. Moreover, it can be decomposed as

(Q(n)
T )a,b1b2 =

n∑
k=2

(QT,k)a,b1b2 + (Q(>n)
T )a,b1b2 , (3.6)

where (QT,k)a,b1b2
is a sum of the Q-graphs in (Q(n)

T )a,b1b2
of scaling order k, and (Q(>n)

T )a,b1b2
is a

sum of all the Q-graphs in (Q(n)
T )a,b1b2 of scaling order > n.

(vii) ΣT,k, RT,k and QT,k are independent of n.

(viii) (Errn,D)a,b1b2
is a sum of at most CD many graphs, each of which has scaling order > D and may

contain some P/Q labels in it.

(ix) In every graph of (R(n)
T )a,b1b2

, (A(>n)
T )a,b1b2

, (Q(n)
T )a,b1b2

and (Errn,D)a,b1b2
, there is a unique diffusive

edge connected to ⊗. Furthermore, there is at least an edge, which is either blue solid or diffusive or
dotted, connected to ⊕, and there is at least an edge, which is either red solid or diffusive or dotted,
connected to 	.

(x) Every graph in (R(n)
T )a,b1b2

, (A(>n)
T )a,b1b2

, (Q(n)
T )a,b1b2

and (Errn,D)a,b1b2
is doubly connected in the

sense of Definition 2.12.

The graphs on the right-hand side of (3.1) satisfy some additional properties given in Definition 6.3 below.

By (2.8), the term (ΘΣT,kΘ)ab1
can be bounded as

| (ΘΣT,kΘ)ab1
| 6W−(k−2)d/2+τBab1

(3.7)

for any constant τ > 0. This bound shows that when b1 = b2 = b, the second term on the right-hand side of

(3.1) can be bounded by mGbb(ΘΣ
(n)
T Θ)ab = O(W τBab), which is necessary for the local law (1.16) to hold.

In [32], the following second order T -expansion is given explicitly in Lemma 2.5:

Ta,b1b2
= mGb1b2Θab1 + (A(>2)

T )a,b1b2 + (Q(2)
T )a,b1b2 , (3.8)

where

(A(>2)
T )a,b1b2

:= m
∑
x,y

Θaxsxy(Gyy −m)Gxb1
Gxb2

+m
∑
x,y

Θaxsxy(Gxx −m)Gyb1
Gyb2

, (3.9)

(Q(2)
T )a,b1b2 :=

∑
x

Qx
(
ΘaxGxb1Gxb2

)
−mQb1

(
Θab1Gb1b2

)
−m

∑
x,y

Qx
[
Θaxsxy(Gyy −m)Gxb1

Gxb2

]
−m

∑
x,y

Qx
[
ΘaxsxyGxxGyb1

Gyb2

]
. (3.10)

We still need to expand (A(>2)
T )a,b1b2 and (Q(2)

T )a,b1b2 into sums of normal regular graphs using the operation
in Definition 4.2 below, but we omit this minor issue here.
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3.2 T -equation

In this subsection, we define the n-th order T -equation for any fixed n ∈ N.

Definition 3.3 (n-th order T -equation). Fix any n ∈ N and a large constant D > n. For a, b1, b2 ∈ ZdL, an
n-th order T -equation of Ta,b1b2

with D-th order error is an expression of the following form:

Ta,b1b2 = mΘab1Gb1b2 +
∑
x

(ΘΣ(n))axTx,b1b2

+ (R(n)
IT )a,b1b2

+ (A(>n)
IT )a,b1b2

+ (Q(n)
IT )a,b1b2

+ (Err′n,D)a,b1b2
,

(3.11)

where the graphs on the right-hand side depend only on n, D, m(z), S, S±(z), Θ(z) and G(z), but do not
depend on W , L and d explicitly. Moreover, they satisfy the following properties.

(i) (R(n)
IT )a,b1b2

, (A(>n)
IT )a,b1b2

, (Q(n)
IT )a,b1b2

and (Err′n,D)a,b1b2
respectively satisfy the same properties as

(R(n)
T )a,b1b2 , (A(>n)

T )a,b1b2 , (Q(n)
T )a,b1b2 and (Errn,D)a,b1b2 in Definition 3.2. Furthermore, (R(n)

IT )a,b1b2

and (Q(n)
IT )a,b1b2

can be decomposed as

(R(n)
IT )a,b1b2

=
n∑
k=3

(RIT,k)a,b1b2
, (3.12)

and

(Q(n)
IT )a,b1b2

=

n∑
k=2

(QIT,k)a,b1b2
+ (Q(>n)

IT )a,b1b2
, (3.13)

where (RIT,k)a,b1b2 is a sum of the ⊕/	-recollision graphs in (R(n)
IT )a,b1b2 of scaling order k, (QIT,k)a,b1b2

is a sum of the Q-graphs in (Q(n)
IT )a,b1b2

of scaling order k, and (Q(>n)
IT )a,b1b2

is a sum of the Q-graphs

in (Q(n)
IT )a,b1b2 of scaling order > n. Moreover, RIT,k and QIT,k are independent of n.

(ii) Σ(n) can be decomposed according to the scaling order as

Σ(n) = En +

n−1∑
l=4

El, (3.14)

where El (which is the same as that appeared in (3.3)), 1 6 l 6 n − 1, is a sequence of self-energies
satisfying Definition 2.7. For any x, y ∈ ZdL, (En)xy is a sum of at most Cn many deterministic graphs
of scaling order n and with external atoms x and y.

(iii) A diffusive edge in En, (R(n)
IT )a,b1b2

, (A(>n)
IT )a,b1b2

, (Q(n)
IT )a,b1b2

and (Err′n,D)a,b1b2
is either a diffusive

edge or a labelled diffusive edge of the form (2.10) with 4 6 2ki 6 n− 1.

(iv) Every graph in (R(n)
IT )a,b1b2 , (A(>n)

IT )a,b1b2 , (Q(n)
IT )a,b1b2 and (Err′n,D)a,b1b2 can be written as∑

x

ΘaxGx,b1b2
,

where Gx,b1b2
is a normal regular graph with external atoms x, b1 and b2. Moreover, Gx,b1b2

has at
least an edge, which is either blue solid or diffusive or dotted, connected to ⊕, and at least an edge,
which is either red solid or diffusive or dotted, connected to 	.

(v) Every graph in En, (R(n)
IT )a,b1b2 , (A(>n)

IT )a,b1b2 , (Q(n)
IT )a,b1b2 and (Err′n,D)a,b1b2 is doubly connected in

the sense of Definition 2.12.

The graphs on the right side of (3.11) satisfy some additional properties given in Definition 6.3 below.

Remark 3.4. The form of (3.11) is different from (3.1) only in the second term on the right-hand side. It
can be regarded as a linear equation of the T -variable Tx,b1b2 . If we move the second term on the right-hand
side of (3.11) to the left-hand side and multiply both sides with (1 − ΘΣ(n))−1, we can get the n-th order
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T -equation (see Section 6.1 for more details). Furthermore, taking expectation and choosing b1 = b2 and
n = M , we will get (1.17) as discussed in [32]. We remark that using the language of Feynman diagrams,
Σn in (3.14) is a sum of one-particle irreducible graphs, while Σ

(n)
T in (3.2) is a sum of one-particle reducible

graphs. We also remark that ΘΣ
(n)
T Θ is exactly the sum of scaling order 6 n graphs in the Taylor expansion

of Θ(n) = (1−ΘΣ(n))−1Θ.
We will construct a sequence of T -equations inductively. In particular, before constructing the n-th order

T -equation, we have obtained the k-th order T -expansion and proved the properties (1.20)–(1.22) for Ek for
all 4 6 k 6 n − 1. On the other hand, En is a new sum of deterministic graphs obtained in the n-th order
T -equation, whose properties (1.20)–(1.22) are yet to be shown. Moreover, we perform the expansions in a
careful way so that the doubly connected property of the graphs in En will follow easily from the construction.

3.3 Main results

We are ready to state the main results of this paper. First, given an n-th order T -expansion, we can get a
local law in Theorem 3.6 for random band matrices satisfying (3.15). For simplicity of presentation, we will
adopt the following convention of stochastic domination introduced in [11].

Definition 3.5 (Stochastic domination and high probability event). (i) Let

ξ =
(
ξ(W )(u) : W ∈ N, u ∈ U (W )

)
, ζ =

(
ζ(W )(u) : W ∈ N, u ∈ U (W )

)
,

be two families of non-negative random variables, where U (W ) is a possibly W -dependent parameter set. We
say ξ is stochastically dominated by ζ, uniformly in u, if for any fixed (small) τ > 0 and (large) D > 0,

P
[ ⋃
u∈U(W )

{
ξ(W )(u) > W τζ(W )(u)

}]
6W−D,

for large enough W > W0(τ,D), and we will use the notation ξ ≺ ζ. If some complex family ξ satisfies
|ξ| ≺ ζ, then we will also write ξ ≺ ζ or ξ = O≺(ζ).

(ii) As a convention, for two deterministic non-negative quantities ξ and ζ, we will write ξ ≺ ζ if and only
if ξ 6W τζ for any constant τ > 0.

(iii) We say that an event Ξ holds with high probability (w.h.p.) if for any constant D > 0, P(Ξ) > 1−W−D
for large enough W . More generally, we say that an event Ω holds w.h.p. in Ξ if for any constant D > 0,
P(Ξ \ Ω) 6W−D for large enough W .

Theorem 3.6 (Local law). Fix any n ∈ N. Under the assumptions of Theorem 1.3, suppose we have an
n-th order T -expansion satisfying Definition 3.2. Assume that L satisfies

L2/W 2 6W (n−1)d/2−c0 (3.15)

for some constant c0 > 0. Then for any constant ε > 0, the local law

|Gxy(z)−m(z)δxy|2 ≺ Bxy (3.16)

holds uniformly in all z = E + iη with E ∈ (−2 + κ, 2− κ) and η ∈ [W 2+ε/L2, 1].

Next we show that we can construct the T -equation and T -expansion up to any fixed order M ∈ N.

Theorem 3.7 (Construction of the T -equation). Given any M ∈ N, we can construct a sequence of n-th
order T -equations satisfying Definition 3.3 for all 2 6 n 6M .

Solving the n-th order T -equation, we can get an n-th order T -expansion.

Corollary 3.8 (Construction of the T -expansion). Assume that Theorem 3.7 holds. Then we can construct
a sequence of n-th order T -expansions satisfying Definition 3.2 for all 2 6 n 6M − 1. If we further assume
that EM satisfies (1.20)–(1.22), then we can also construct the M -th order T -expansion.

In the proof of Theorem 3.7, we will construct a sequence of T -equations inductively. Suppose we have
constructed the T -equation up to order n. Then by Corollary 3.8, we have an (n− 1)-th order T -expansion.
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Using this T -expansion, we obtain from Theorem 3.6 that the local law (3.16) holds when L satisfies the
condition (with n in (3.15) replaced by n− 1)

L2/W 2 6W (n−2)d/2−c0 .

Using the local law (3.16), it was proved in [32] that En constructed in the n-th order T -equation in Theorem
3.7 is actually an n-th order self-energy.

Lemma 3.9 (Lemma 5.8 of [32]). The deterministic matrix En constructed in the n-th order T -equation in
Theorem 3.7 satisfies the properties (1.20)–(1.22) with l = n.

After showing that En is a self-energy satisfying Definition 2.7, we can use Corollary 3.8 again to get
the n-th order T -expansion. Then we use the n-th order T -expansion to construct the (n + 1)-th order
T -equation and prove the properties (1.20)–(1.22) for En+1. Continuing this process, we can construct the
T -equation up to any fixed order. One contribution of this paper is that we develop a sophisticated strategy
to construct the n-th order T -equation by using the (n − 1)-th order T -expansion. The reader can refer to
Section 3.4 for a discussion of some key ideas in the proof.

3.4 Main ideas

In this subsection, we briefly discuss some key ideas for the proof of Theorem 3.7 in Sections 4–6. Similar
ideas will also be used in the proof of Theorem 3.6 in Sections 7–9. We remark that the following discussions
are only for heuristic purposes, and they are not completely rigorous regarding some technical details.

3.4.1 Basic strategy

As discussed above, we will construct a sequence of T -equations (3.11) inductively. We start with the second
order T -expansion in (3.8). As an induction hypothesis, suppose we have obtained the (n − 1)-th order
T -expansion. We then construct the n-th order T -equation by repeating the following two steps: local
expansions and global expansions. Roughly speaking, given (3.8), we first apply local expansions in Section
4.2 to expand A(>2)

T into a sum of locally standard graphs in which every blue solid edge (G entry) is paired
with a red solid edge (G entry) to form a T -variable. Then in every locally standard graph, we choose a
T -variable and substitute it with the (n−1)-th order T -expansion. This process is called a global expansion.
If a resulting graph can be included into one of the terms on the right-hand side of (3.11), then we will
not expand it anymore. Otherwise, we will further expand it using local and global expansions. Our basic
strategy is to repeat the above process until we get (3.11). The main difficulty with this strategy is to
maintain the doubly connectedness of graphs throughout the expansions, which will be discussed in next few
subsections.

The above expansion strategy involves inserting the (n− 1)-th order T -expansion into the second order
T -equation and then repeating local and global expansions to obtain the n-th order T -equation. This is
different from the following “naturally inductive” strategy: given an (n− 1)-th order T -equation, we further
expand the n-th order graphs in A(>n−1)

IT into graphs satisfying Definitions 3.3 plus higher order graphs
of scaling order > n. However, this procedure fails because there may be some non-expandable graphs
in A(>n−1)

IT , i.e. graphs that cannot be expanded without breaking the doubly connected property. The
existence of such graphs does not indicate that the concept of T -equation fails, because there may be other
graphs that cancel this graph up to a small error (although it is almost impossible to know what these graphs
are). On the other hand, our global expansion strategy explicitly maintains the self-energies (especially their
delicate cancellations given by the sum zero property (1.22)) by replacing each T -variable with a lower order
T -expansion. In particular, this allows us to plug into terms (ΘΣT,kΘ)xy as a whole, which are well-behaved
by (3.7).

3.4.2 Redundant edges and pre-deterministic property

Local expansions preserve the doubly connected property (cf. Lemma 4.10), and they were dealt with in [32].
On the other hand, global expansions may break doubly connected structures of our graphs, and hence are
much harder to deal with. We will see that a global expansion will preserve the doubly connected property
if and only if we expand a redundant blue solid edge. (Here an expansion of a blue solid edge refers to an
expansion of a T -variable containing this edge.) As will be defined in Definition 5.5, a blue solid edge is
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redundant if after removing it, the remaining graph is still doubly connected. A non-redundant blue solid
edge is called pivotal. To preserve the doubly connected structure of every graph, we will follow the strict
rule that we only expand a redundant blue solid edge in a global expansion.

Under the above rule, if we expand blue solid edges in an arbitrary order, then we may get graphs that
are locally standard and only contain pivotal blue solid edges, namely, non-expandable graphs. These graphs
may not be included into one of the six terms on the right-hand side of (3.11). To avoid such “bad” graphs,
we need to impose structural properties that are stronger than the doubly connected property.

The leading term of a global expansion corresponds to replacing a blue solid edge with a diffusive edge
(i.e. the first term on the right-hand side of (3.1)). Due to this observation, we see that in order to expand a
graph, say G, into deterministic graphs (together with some recollision, Q, higher order or error graphs) using
global expansions under the above rule about redundant edges, we need the following property. All the blue
solid edges in G can be replaced by diffusive edges one by one according to an order, such that at each step
we are dealing with a redundant edge. We call this property a pre-deterministic property (cf. Definition 5.8),
and the corresponding order of blue solid edges a pre-deterministic order. The term “pre-deterministic”
refers to that pre-deterministic graphs will finally contribute to deterministic graphs (i.e. graphs in the
second term on the right-hand side of (3.11)) after the prescribed expansion procedure. Since there is at
least one redundant edge in a pre-deterministic graph, that is, the first edge in the pre-deterministic order,
a pre-deterministic graph is always expandable unless it is deterministic.

We remark that the pre-deterministic property is defined by only looking at leading terms of global
expansions (i.e. replacing a T -variable with a graph in the first two terms on the right-hand side of (3.1)
with n replaced by n − 1). If we consider subleading graphs obtained by inserting recollision, Q or higher
order graphs, the pre-deterministic property may be broken in a global expansion. These subleading graphs
actually satisfy a slightly weaker sequentially pre-deterministic property, which we introduce now.

3.4.3 Isolated subgraphs and sequentially pre-deterministic property

In a doubly connected molecular graph (by convention, blue and black nets are selected), every subset of
molecules are connected to other molecules through at least an edge in the blue net and an edge in the black
net. We define an isolated subgraph to be a subgraph induced on a subset of molecules that are connected
to other molecules exactly by two edges in the molecular graph with all red solid edges removed (because
red solid edges are not used in the definition of doubly connected property). It is easy to see that if a graph
contains a proper isolated subgraph, then this graph cannot be pre-deterministic because of the pivotal
external blue solid edge connected with this isolated subgraph. In general, global expansions may create
isolated subgraphs, and hence break the pre-deterministic property. Hence we need to introduce a weaker
property, called the sequentially pre-deterministic (SPD) property.

A SPD graph is a doubly connected graph satisfying Definition 5.9 below. Roughly speaking, the term
“sequentially” refers to that a SPD graph contains a sequence of isolated subgraphs, say Ik ⊂ Ik−1 ⊂ · · · ⊂ I1,
as shown in the following figure:

Γ1Γ0 Γk-1 Γk... (3.17)

Here we draw a molecular graph without red solid edges, and inside the black circles are some subgraphs.
Γk is the minimal isolated subgraph (MIS) Ik, Γk ∪Γk−1 plus the two edges between them form the isolated
subgraph Ik−1, and Γk ∪ Γk−1 ∪ · · · ∪ Γk−i plus the edges between these components form the isolated
subgraph Ik−i. Γ0 is a subgraph containing internal molecules that are connected with external edges, and
we do not treat it as an isolated subgraph. The term “pre-deterministic” refers to that the MIS of a SPD
graph is pre-deterministic.

As a key step of our proof, we will show that the SPD property will be preserved both in local expansions
(cf. Lemma 5.10) and global expansions (cf. Lemma 6.5) if we always expand the first blue solid edge in a
pre-deterministic order of the MIS of every SPD graph. Hence continuing expansions, we can finally expand
Ta,b1b2

into a sum of SPD graphs, which, by definition, imply the doubly property of them. However, unlike
pre-deterministic graphs, a SPD graph is not always expandable. For example, if (3.17) corresponds to a
locally standard atomic graph and all its components Γi do not contain any blue solid edges, then the atomic

16



graph only contains pivotal blue solid edges and cannot be expanded without breaking the doubly connected
property.

3.4.4 Globally standard property

Our goal is thus to find a graphical property as a compromise between the pre-deterministic and SPD
properties, so that it is preserved in both local and global expansions and also guarantees that we will not
get non-expandable graphs. We will identify such a property in Definition 6.2, called the globally standard
property. Roughly speaking, a globally standard graph is a SPD graph such that its MIS is connected with at
least two external red solid edges. First, using the fact that the SPD property is preserved by local and global
expansions, it is not hard to show that the globally standard property is also preserved by both local and
global expansions (as long as we always expand the first blue solid edge in a pre-deterministic order of the
MIS). Second, a globally standard graph is always expandable. To see why, we consider the setting (3.17).
If Γk contains at least one blue solid edge, then it contains a redundant edge due to its pre-deterministic
property. Otherwise, Γk is connected with at least two external red solid edges and at most one blue solid
edge. This shows that we cannot have a perfect pairing between blue and red solid edges, so the graph is
not locally standard. Then we can apply local expansions to the graph.

Now our expansion strategy roughly proceeds as follows. We first apply local expansions to (3.8) to
get locally and globally standard graphs. Then we expand the first blue solid edge in a pre-deterministic
order of the MIS in every graph using the (n − 1)-th order T -expansion. Next we apply local expansions
to the resulting graphs and get some new locally and globally standard graphs. In every such graph, we
further expand the first blue solid edge in a pre-deterministic order of the MIS. Repeating this process for
sufficiently many times, we finally obtain a linear combination of graphs that can be written into the form
(3.11). Throughout the expansion process, the doubly connected property is preserved, so all the graphs in
(3.11) are also doubly connected.

4 Basic graph operations

A graph operation O[G] on a graph G is a linear combination of new graphs such that the graph value of G
is unchanged, i.e. JO[G]K = JGK. All graph operations are linear, that is,

O
[∑

i

ciGi
]

=
∑
i

ciO [Gi] . (4.1)

The graphs operations in Sections 4.1–4.3 have been defined in [32, Section 3], while the Q-expansions in
Section 4.4 are new.

4.1 Dotted edges operations

Recall that a dotted edge between atoms α and β represents a δαβ factor. We will identify internal atoms
connected by dotted edges, but we will not identify an external and an internal atom due to their different
roles in graphs. We define the following simple merging operation regarding dotted edges.

Definition 4.1 (Merging operation). Given a graph G that contains dotted edges between different atoms,
we define an operator Omerge in the following way: Omerge[G] is a graph obtained by merging every pair of
internal atoms, say α and β, that are connected by a path of dotted edges into a single internal atom, say
γ. Moreover, the weights and edges attached to α and β are now attached to the atom γ in Omerge[G]. In
particular, the G edges between α and β become weights on γ, and the waved and diffusive edges between α
and β become self-loops on γ.

Given any regular graph, we can rewrite it into a linear combination of normal regular graphs using the
following dotted edge partition operation.

Definition 4.2 (Dotted edge partition). Given a regular graph G, for any pair of atoms α and β, if there
is at least one G edge but no ×-dotted edge between them, then we write

1 = 1α=β + 1α 6=β ;
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if there is a ×-dotted edge but no G edge between them, then we write

1α 6=β = 1− 1α=β .

Expanding the product of all these sums on the right-hand sides, we can expand G as

Odot[G] :=
∑
Omerge[Dot · G], (4.2)

where each Dot is a product of dotted and ×-dotted edges together with a + or − sign. In Dot · G, if there
is a ×-dotted edge between α and β, then the G edges between them are off-diagonal; otherwise, the G edges
between them become weights after the merging operation. If Dot is “inconsistent” (i.e., two atoms are
connected by a ×-dotted edge and a path of dotted edges), then we trivially have JDot · GK = 0. Thus we
will drop all inconsistent graphs. Finally, if the graph G is already normal, then Odot acting on G is a null
operation and we let Odot[G] := G.

From this definition, we see that Odot[G] of a regular graph G is a sum of normal regular graphs.

4.2 Local expansions

In this section, we define the basic local expansions. We call them “local” because these expansions do not
create new molecules, that is, every molecule in a new graph is obtained by adding new atoms to existing
molecules or merging some molecules in the original graph. It is easy to see that Odot is a local expansion.
We emphasize that local expansions can change the global structure, but they will preserve the doubly
connected property as we will show in Lemma 4.10.

As introduced in [32], there are four basic local expansions, including one weight expansion and three
edge expansions. We now define them one by one.

Definition 4.3 (Weight expansion operator). Given a normal regular graph G containing an atom x, if there

is no weight or light weight on x, then we trivially define O(x)
weight[G] := G. Otherwise, we define O(x)

weight[G]
in the following way.

(i) Removing regular weights: Suppose there are regular Gxx or Gxx weights on x. Then we rewrite

Gxx = m+ (Gxx −m), or Gxx = m+ (Gxx −m).

Expanding the product of all these sums, we can rewrite G into a linear combination of normal regular graphs

containing only light weights on x. We denote this graph expansion operator as O(x),1
weight.

(ii) Expanding light weight: If G has a light weight Gxx −m of positive charge on x and is of the form
G = (Gxx −m)f(G), then we define the light weight expansion on x by

O(x),2
weight [G] := m

∑
α

sxα(Gxx −m)(Gαα −m)f(G) +m
∑
α,β

S+
xαsαβ(Gαα −m)(Gββ −m)f(G)

−m
∑
α

sxαGαx∂hαxf(G)−m
∑
α,β

S+
xαsαβGβα∂hβαf(G) +Qw, (4.3)

where Qw is a sum of Q-graphs,

Qw := Qx [(Gxx −m)f(G)] +
∑
α

Qα
[
S+
xα(Gαα −m)f(G)

]
−mQx

[∑
α

sxα(Gαα −m)Gxxf(G)
]
−m

∑
α

Qα

[∑
β

S+
xαsαβ(Gββ −m)Gααf(G)

]
+mQx

[∑
α

sxαGαx∂hαxf(G)
]

+m
∑
α

Qα

[∑
β

S+
xαsαβGβα∂hβαf(G)

]
.

If G = (Gxx −m)f(G), then we define

O(x),2
weight [G] := O(x),2

weight

[
(Gxx −m)f(G)

]
, (4.4)
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where the right-hand side is defined using (4.3). When there are more than one light weights on x, we pick
any one of them and apply (4.3) or (4.4).

Combining the above two graph operators, we define

O(x)
weight[G] := O(x),1

weight ◦ Odot ◦ O
(x),2
weight ◦ O

(x),1
weight[G], (4.5)

where Odot is applied to ensure that the resulting graphs after applying O(x)
weight are normal regular.

We introduce the following notion of degree of atoms:

deg(x) := #{solid edges connected with x}. (4.6)

In other words, we only count the plus and minus G edges connected with an atom regarding its “degree”.
We define the following three edge expansions on atoms of nonzero degrees.

Definition 4.4 (Multi-edge expansion operator). Given a normal regular graph G, if there are no solid edges
connected with the atom x, then we trivially define O(x)

multi−e[G] := G. Otherwise, we define O(x)
multi−e in the

following way. Suppose the graph takes the form

G :=

k1∏
i=1

Gxyi ·
k2∏
i=1

Gxy′i ·
k3∏
i=1

Gwix ·
k4∏
i=1

Gw′ix · f(G), (4.7)

where f(G) does not contain G edges attached to x, and the atoms yi, y
′
i, wi and w′i are all not equal to x.

(i) If k1 > 1, then we define the multi-edge expansion on x as

Ô(x)
multi−e [G] :=

k2∑
i=1

|m|2
(∑

α

sxαGαy1Gαy′i

)
G

Gxy1Gxy′i
+

k3∑
i=1

m2

(∑
α

sxαGαy1Gwiα

)
G

Gxy1Gwix

+

k2∑
i=1

m(Gxx −m)

(∑
α

sxαGαy1Gαy′i

)
G

Gxy1Gxy′i
+

k3∑
i=1

m(Gxx −m)

(∑
α

sxαGαy1Gwiα

)
G

Gxy1Gwix

+m
∑
α

sxα (Gαα −m)G + (k1 − 1)m
∑
α

sxαGxαGαy1
G

Gxy1
+ k4m

∑
α

sxαGαxGαy1
G

Gxy1

−m
∑
α

sxα
G

Gxy1f(G)
Gαy1∂hαxf(G) +Qmulti−e. (4.8)

On the right-hand side of (4.8), the first two terms are main terms with the same scaling order as G, but
the degree of atom x is reduced by 2 and a new atom α of degree 2 is created; the third to fifth terms contain
one more light weight and hence are of strictly higher scaling order than G; the sixth to eighth terms contain
at least one more off-diagonal G edge and hence are of strictly higher scaling order than G. The last term
Qmulti−e is a sum of Q-graphs defined by

Qmulti−e := Qx (G)−
k2∑
i=1

mQx

[
Gxx

(∑
α

sxαGαy1Gαy′i

)
G

Gxy1Gxy′i

]

−
k3∑
i=1

mQx

[
Gxx

(∑
α

sxαGαy1Gwiα

)
G

Gxy1Gwix

]
−mQx

[∑
α

sxα (Gαα −m)G

]

− (k1 − 1)mQx

[∑
α

sxαGxαGαy1
G

Gxy1

]
− k4mQx

[∑
α

sxαGαxGαy1
G

Gxy1

]

+mQx

[∑
α

sxα
G

Gxy1f(G)
Gαy1∂hαxf(G)

]
.

(ii) If k1 = 0 and k2 > 1, then we define

Ô(x)
multi−e [G] := Ô(x)

multi−e

[
k2∏
i=1

Gxy′i ·
k3∏
i=1

Gwix ·
k4∏
i=1

Gw′ix · f(G)

]
,
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where the right-hand side can be defined using (i).

(iii) If k1 = k2 = 0 and k3 > 1, then we can define Ô(x)
multi−e [G] by exchanging the order of matrix indices in

(i). More precisely, we define

Ô(x)
multi−e [G] :=

k4∑
i=1

|m|2
(∑

α

sxαGw1αGw′iα

)
G

Gw1xGw′ix
+

k4∑
i=1

m(Gxx −m)

(∑
α

sxαGw1αGw′iα

)
G

Gw1xGw′ix

+m
∑
α

sxα (Gαα −m)G + (k3 − 1)m
∑
α

sxαGw1αGαx
G

Gw1x

−m
∑
α

sxα
G

Gw1xf(G)
Gw1α∂hxαf(G) +Qmulti−e, (4.9)

where

Qmulti−e := Qx (G)−
k4∑
i=1

mQx

[
Gxx

(∑
α

sxαGw1αGw′iα

)
G

Gw1xGw′ix

]
−mQx

[∑
α

sxα (Gαα −m)G

]

− (k3 − 1)mQx

[∑
α

sxαGw1αGαx
G

Gw1x

]
+mQx

[∑
α

sxα
G

Gw1xf(G)
Gw1α∂hxαf(G)

]
.

(iv) If k1 = k2 = k3 = 0 and k4 > 1, then we define

Ô(x)
multi−e [G] := Ô(x)

multi−e

[
k4∏
i=1

Gw′ix · f(G)

]
,

where the right-hand side can be defined using (iii).
Finally, applying the Odot in Definition 4.2, we define

O(x)
multi−e[G] := Odot ◦ Ô(x)

multi−e[G].

Definition 4.5 (GG expansion operator). Suppose a normal regular graph G takes the form G = GxyGy′xf(G)
with y, y′ 6= x, where f(G) does not contain G edges attached to x. Then we define

Ô(x)
GG[G] := mS+

xyGy′yf(G) +m
∑
α

sxα(Gαα −m)G +m
∑
α,β

S+
xαsαβ(Gββ −m)GαyGy′αf(G)

+m(Gxx −m)
∑
α

sxαGαyGy′αf(G) +m
∑
α,β

S+
xαsαβ(Gαα −m)GβyGy′βf(G)

−m
∑
α

sxαGαyGy′x∂hαxf(G)−m
∑
α,β

S+
xαsαβGβyGy′α∂hβαf(G) +QGG. (4.10)

On the right hand side of (4.10), the first term is the main term which is either of the same scaling order
as G if y = y′ or of strictly higher scaling order if y 6= y′; the second to fifth terms contain one more light
weight and hence are of strictly higher scaling order than G; the sixth and seventh terms contain at least one
more off-diagonal G edge and hence are of strictly higher scaling order than G; QGG is a sum of Q-graphs
defined by

QGG := Qx (G) +
∑
α

Qα

[
S+
xαGαyGy′αf(G)

]
−mQy

[
S+
xyGy′yf(G)

]
−mQx

[∑
α

sxα(Gαα −m)G
]

−m
∑
α

Qα

[∑
β

S+
xαsαβ(Gββ −m)GαyGy′αf(G)

]
−mQx

[
Gxx

∑
α

sxαGαyGy′αf(G)
]

−m
∑
α

Qα

[∑
β

S+
xαsαβGααGβyGy′βf(G)

]
+mQx

[∑
α

sxαGαyGy′x∂hαxf(G)
]

(4.11)

+m
∑
α

Qα

[∑
β

S+
xαsαβGβyGy′α∂hβαf(G)

]
.
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If G takes the form G = GxyGy′xf(G), then we define

Ô(x)
GG [G] := Ô(x)

GG

[
GxyGy′xf(G)

]
,

where the right-hand side is defined using (4.10). Finally, applying the Odot in Definition 4.2, we define

O(x)
GG[G] := Odot ◦ Ô(x)

GG[G].

Definition 4.6 (GG expansion operator). Suppose a normal regular graph G takes the form G = GxyGxy′f(G)
with y, y′ 6= x, where f(G) does not contain G edges attached to x. Then by taking k1 = k2 = 1 and
k3 = k4 = 0 in Definition 4.4, we define

Ô(x)

GG
[G] := |m|2

∑
α

sxαGαyGαy′f(G) +m
∑
α

sxα (Gαα −m)G

+m(Gxx −m)
∑
α

sxαGαyGαy′f(G)−m
∑
α

sxαGαyGxy′∂hαxf(G) +QGG, (4.12)

where QGG is defined by

QGG := Qx (G)−mQx
[∑

α

sxαGxxGαyGαy′f(G)
]
−mQx

[∑
α

sxα (Gαα −m)G
]

+mQx

[∑
α

sxαGαyGxy′∂hαxf(G)
]
.

If G takes the form G = GyxGy′xf(G), we define OGG(x)[G] by taking k1 = k2 = 0 and k3 = k4 = 1 in
Definition 4.4, and we omit the explicit expression. Finally, applying the Odot in Definition 4.2, we define

O(x)

GG
[G] := Odot ◦ Ô(x)

GG
[G].

As shown in [32], the operations O(x)
weight, O

(x)
multi−e, O

(x)
GG and O(x)

GG
are all obtained from Gaussian

integration by parts. Their basic properties have been summarized in Section 3 of [32]. In particular, it is
easy to see that the new atoms α and β appearing in these expansions are connected to atom x through a
path of waved edges, so they are included into the existing molecule containing atom x. Hence Definitions
4.3–4.6 all give local expansions. Applying these expansions repeatedly, we can expand any regular graph
into a linear combination of locally standard graphs, Q-graphs and higher order graphs. To define locally
standard graphs, we first introduce the following concept of standard neutral atoms.

Definition 4.7 (Standard neutral atoms). Consider an internal atom x of degree 2 in a graph. We say the
two edges connected with x are mismatched if they are of following forms:

+
x
+ +

x
+ -

x x
- - -

x x
- -+ +

Otherwise the two edges are matched and of the following forms:

x x
- -

x
+ + ++

x
- -

An atom is said to be standard neutral if it is only connected to three edges besides possible ×-dotted edges:
two matched G edges of opposite charges and one waved S edge.

The edges connected with a standard neutral atom almost form a T -variable (but not an exact T -variable
because of ×-dotted edges; see Section 4.3 for more details).
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Definition 4.8 (Locally standard graphs). A graph G is locally standard if

(i) it is a normal regular graph without P/Q labels;

(ii) it has no weights or light weights;

(iii) the degree of any internal atom is 0 or 2;

(iv) all degree 2 internal atoms are standard neutral.

Given a regular graph G, we first apply Odot to expand it into a linear combination of normal regular
graphs, then apply the weight expansion to remove all weights, and then apply the multi-edge, GG and GG
expansions one by one to remove all atoms that are not standard neutral. In the end, we can expand G into
a sum of locally standard graphs, recollision graphs, Q-graphs and higher order graphs. The following basic
lemma on local expansions has been proved in [32].

Lemma 4.9 (Lemma 3.22 of [32]). Let Ga,b1b2 be a normal regular graph without solid edges connected with
a. Then for any fixed n ∈ N, we have that

Ga,b1b2 = (Glocal)a,b1b2 +R(n)
a,b1b2

+ (A(>n)
ho )a,b1b2 +Q(n)

a,b1b2
, (4.13)

where (Glocal)a,b1b2 is a sum of O(1) many locally standard graphs, R(n)
a,b1b2

is a sum of O(1) many ⊕/	-
recollision graphs, (A(>n)

ho )a,b1b2
is a sum of O(1) many graphs of scaling order > n, and (Q(n))a,b1b2

is a
sum of O(1) many Q-graphs. Every molecule in a graph on the right-hand side is obtained by merging some
molecules in the original graph Ga,b1b2

.

If there are no dotted or waved edges added between different molecules, then the molecules in a new
graph are the same as those in Ga,b1b2

. In general, there may be newly added dotted edges (due to the dotted
edge partition Odot) or waved edges (due to the first term on the right-hand side of (4.10)), so the molecules
in a new graph are obtained from merging the molecules connected by dotted or waved edges. Now we show
that local expansions do not break the doubly-connected property.

Lemma 4.10. Suppose a normal regular graph G is doubly-connected in the sense of Definition 2.12. Then
applying any expansion in Definitions 4.2, 4.3, 4.4, 4.5 or 4.6 to G, the new graphs (including the Q-graphs)
are all doubly connected normal regular graphs.

Proof. First, all blue solid and (labelled) diffusive edges between molecules are all unchanged in a dotted
edge partition. The only changes are that in new molecular graphs, some molecules are merged into one
molecule due to newly added dotted edges between different molecules. It is obvious that such merging
operations will not break the doubly connected property.

Then we consider the weight expansion in Definition 4.3. It is trivial to see that O(x),1
weight does not change

molecular graphs at all. Hence it remains to show that O(x),2
weight[G] of a doubly connected graph G is still a

sum of doubly connected graphs. Let G1 be one of the new graphs. Since new atoms are all included into
the molecule containing x, the molecules in the molecular graph of G1 are the same as those in the original
molecular graph of G. Moreover, (labelled) diffusive edges between molecules are also not affected, i.e. the
black net does not change. It remains to consider the plus G edges between molecules in G1. From (4.3), it
is easy to see that any plus G edge in the molecular graph of G between two different molecules, sayM1 and
M2, either is not affected or becomes a connected path of two plus G edges betweenM1 andM2 due to the
partial derivatives ∂hαx or ∂hβα . (For example, if the atoms x, α and β are in molecule M3, then the edge
between M1 and M2 becomes two plus G edges from M1 to M3 and from M3 to M2.) In either case, the
path connectivity of the blue net is not affected, and hence the doubly connected property preserves in G1.

For the edge expansions in Definitions 4.4, 4.5 and 4.6, the argument is exactly the same.

4.3 Global expansions

In this section, we define global expansions. As an induction hypothesis, suppose we have obtained the
(n − 1)-th order T -expansion. Then a global expansion of a locally standard graph, say G, consists of the
following three steps:

(i) we choose a standard neutral atom in G;
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(ii) we replace the T -variable containing the atom in (i) by the (n− 1)-th order T -expansion;

(iii) we apply Q-expansions to every resulting graph with Q-labels from (ii).

We call this procedure “global” because it may create new molecules in our graphs. Unlike local expansions,
a global expansion may break the doubly connectedness of graphs. To avoid this issue, we need to follow a
specific criterion in choosing the standard neutral atom in (i). This will be discussed in Section 5. In this
subsection, we define step (ii) in the above procedure, and postpone the definition of Q-expansions in step
(iii) to the next subsection.

Picking a standard neutral atom, say α, in a locally standard graph, the edges connected to it take one
of the following forms:

tx,y1y2 := |m|2
∑
α

sxαGαy1Gαy21α 6=y11α6=y2 , or ty1y2,x := |m|2
∑
α

Gy1αGy2αsαx1α 6=y11α6=y2 . (4.14)

Then we apply the (n− 1)-th order T -expansion in (3.1) to these variables in the following way:

tx,y1y2 = mΘxy1Gy1y2 +m(ΘΣ
(n−1)
T Θ)xy1Gy1y2 + (R(n−1)

T )x,y1y2 + (A(>n−1)
T )x,y1y2 + (Q(n−1)

T )x,y1y2

+ (Errn−1,D)x,y1y2 −
∑
α

sxαGαy1Gαy2 (1α6=y11α=y2 + 1α=y11α 6=y2 + 1α=y11α=y2) .

The last term on the right-hand side gives one (since 1α 6=y11α=y2 = 1α=y11α6=y2 = 0 if y1 = y2) or two (since

1α=y11α=y2 = 0 if y1 6= y2) recollision graphs, so we combine it with (R(n−1)
T )x,y1y2 and denote the resulting

term by (R̃(n−1)
T )x,y1y2 . Hence we get the following expansion formula of the t-variable tx,y1y2 :

tx,y1y2 = mΘxy1Gy1y2 +m(ΘΣ
(n−1)
T Θ)xy1Gy1y2 + (R̃(n−1)

T )x,y1y2 + (A(>n−1)
T )x,y1y2

+ (Q(n−1)
T )x,y1y2 + (Errn−1,D)x,y1y2 . (4.15)

The expansion of ty1y2,x can be obtained by exchanging the order of every pair of matrix indices in the above
equation.

4.4 Q-expansions

If we replace a t-variable with a graph in Q(n−1)
T , then we will get a graph of the form

G0 =
∑
x

Γ0Qx(Γ̃0), (4.16)

where both the graphs Γ0 and Γ̃0 do not contain P/Q labels. The Q-expansions defined in this subsection
aim to expand the above graph into a sum of Q-graphs and graphs without P/Q labels. By Definition 3.1,
Q-graphs refer to graphs where all edges and weights have the same Q-label. The graph G0 does not satisfy
this property, so we will not call it a Q-graph to avoid confusion.

Step 1: First, we apply O(x),1
weight ◦ Odot to G0 in (4.16) and get a sum of normal regular graphs without

regular weights on atom x. Now for any new graph, say G =
∑
x ΓQx(Γ̃), if Γ does not contain any light

weight or edges attached to x, then we apply the following operations.
Let H(x) be the (N − 1)× (N − 1) minor of H obtained by removing the x-th row and column of H, and

define the resolvent minor G(x)(z) := (H(x) − z)−1. The following resolvent identity is well-known:

Gx1x2
= G(x)

x1x2
+
Gx1xGxx2

Gxx
, x1, x2 ∈ ZdL, (4.17)

which follows from the Schur complement formula. Correspondingly, we introduce a new type of weights,
(Gxx)−1 and (Gxx)−1, and a new label (x) to solid edges and weights. More precisely, if a weight on x has
a label “(−1)”, then this weight represents a (Gxx)−1 or (Gxx)−1 factor depending on its charge; if an edge
or a weight has a label (x), then it represents a G(x) entry.

Applying (4.17) to expand the resolvent entries in Γ one by one, we can get that

Γ = Γ(x) +
∑
ω

Γω, (4.18)
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where Γ(x) is a graph whose weights and solid edges all have the (x) label, and hence is independent of the
x-th row and column of H. The second term on the right-hand side of (4.18) is a sum of O(1) many graphs.
Moreover, every Γω has a strictly higher scaling order than Γ, at least two new solid edges connected with
x, and some weights with label (−1) on x. Using (4.18), we can expand G as

G =
∑
x

ΓQx(Γ̃) =
∑
ω

∑
x

ΓωQx(Γ̃) +
∑
x

Qx(ΓΓ̃)−
∑
ω

∑
x

Qx(ΓωΓ̃), (4.19)

where the second and third terms are sums of Q-graphs.
Next, we expand graphs Γω in (4.19) into graphs without G(x), (Gxx)−1 or (Gxx)−1 entries. First, we

apply the following expansion to the G(x) entries in Γω:

G(x)
x1x2

= Gx1x2 −
Gx1xGxx2

Gxx
. (4.20)

In this way, we can write Γω as a sum of graphs
∑
ζ Γω,ζ , where Γω,ζ does not contain any G(x) entries.

Second, we expand the (Gxx)−1 and (Gxx)−1 weights in Γω,ζ using the Taylor expansion

1

Gxx
=

1

m
+

D∑
k=1

1

m

(
−Gxx −m

m

)k
+W(x)

D , W(x)
D :=

∑
k>D

(
−Gyy −m

m

)k
. (4.21)

We will regardW(x)
D andW(x)

D as a new type of weights of scaling order D+ 1. Expanding the product of all
Taylor expansions of the (Gxx)−1 and (Gxx)−1 weights, we can write every Γω,ζ into a sum of graphs that
do not contain weights with label (−1). Finally, applying O(x),1

weight ◦ Odot again, we will get a sum of normal
regular graphs without regular weights on x.

Now we summarize Step 1 in the following lemma.

Lemma 4.11. Given a normal regular graph taking the form (4.16), we can expand it into a sum of O(1)
many graphs:

G0 =
∑
ω

ΓωQx(Γ̃ω) +
∑
ζ

Qx (Gζ) + Gerr, (4.22)

where Γω, Γ̃ω and Gζ are normal regular graphs without P/Q, (x) or (−1) labels, and Gerr is a sum of normal
regular graphs of scaling order > D. If Γ0 does not contain any weights or edges attached to x, then every
Γω has a strictly higher scaling order than Γ0 and contains at least one atom which either is connected to x
through a solid edge or has been merged with x.

Proof. We only need to prove the second statement. Suppose Γ0 does not contain any weights or edges
attached to x. Then there exists at least one Gx1x2

or Gx1x2 entry in Γ0 that has been replaced by two
solid edges Gx1xGxx2

or Gx1xGxx2
(together with a (Gxx)−1 or (Gxx)−1 weight). These two solid edges will

either appear in Γω or become weights if x1 or x2 is identified with x due to newly added dotted edges in
Odot operations.

If Γ0 does not contain any weights or edges attached to x, then after Step 1 the structures of Γω in (4.22)

are already good enough for our purpose. In Steps 2 and 3, we aim to remove the Qx label in Qx(Γ̃ω).

Step 2: In this step and Step 3, we will remove the Qx label in

ΓωQx(Γ̃ω) = ΓωΓ̃ω − ΓωPx(Γ̃ω).

It suffices to write Px(Γ̃ω) into a sum of graphs without the Px label. To this end, we will use the following
lemma.

Lemma 4.12. Let f be a differentiable function of G. We have that

Px [(Gxx −m)f(G)] = Px

[
m2
∑
α

sxα(Gαα −m)f(G) +m
∑
α

sxα(Gαα −m)(Gxx −m)f(G)
]

− Px
[
m
∑
α

sxαGαx∂hαxf(G)
]
. (4.23)
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Given a graph G taking the form (4.7), we have the following identity if k1 > 1:

Px[G] =

k2∑
i=1

|m|2Px

[(∑
α

sxαGαy1Gαy′i

)
G

Gxy1Gxy′i

]
+

k3∑
i=1

m2Px

[(∑
α

sxαGαy1Gwiα

)
G

Gxy1Gwix

]

+

k2∑
i=1

mPx

[(
Gxx −m

)(∑
α

sxαGαy1Gαy′i

)
G

Gxy1Gxy′i

]

+

k3∑
i=1

mPx

[
(Gxx −m)

(∑
α

sxαGαy1Gwiα

)
G

Gxy1Gwix

]

+mPx

[∑
α

sxα (Gαα −m)G

]
+ (k1 − 1)mPx

[∑
α

sxαGαy1Gxα
G

Gxy1

]

+ k4mPx

[∑
α

sxαGαy1Gαx
G

Gxy1

]
−mPx

[∑
α

sxα
G

Gxy1f(G)
Gαy1∂hαxf(G)

]
. (4.24)

Proof. These two identities both follow from Gaussian integration by parts, and have been proved in Lemma
3.5 and Lemma 3.10 of [32].

Similar to Definition 4.3, we can define an operator Õ(x)
weight acting on a graph Px(G) as

Õ(x)
weight[Px(G)] := O(x),1

weight ◦ Odot ◦ Õ
(x),2
weight ◦ O

(x),1
weight[Px(G)],

where Õ(x),2
weight is an operator defined from (4.23). Also similar to Definition 4.4, we can define an operator

Õ(x)
multi−e acting on a graph Px(G) as

Õ(x)
multi−e[Px(G)] := Odot ◦ Õ(x),1

multi−e[Px(G)],

where Õ(x),1
multi−e is an operator defined from (4.24) (the k1 = 0 case can be handled in the same way as cases

(ii)–(iv) of Definition 4.4 and we omit the details).
If a normal regular graph Px(G) contains weights or solid edges attached to x, then we will apply

Õ(x)
weight or Õ(x)

multi−e to it. We repeat these operations until all graphs do not contain weights or solid edges
attached to x, and hence obtain the following lemma.

Lemma 4.13. Suppose G is a normal regular graph without P/Q, (x) or (−1) labels. Then we can expand
Px(G) into a sum of O(1) many graphs:

Px(G) =
∑
ω

Px(Gω) + Gerr ,

where Gω are normal regular graphs without weights or edges attached to x (and without P/Q, (x) or (−1)
labels), and Gerr is a sum of normal regular graphs of scaling order > D.

Proof. We only describe the main argument for the proof without writing down all the details. Given a
normal regular graph Px(G), it is easy to check that every graph in Õ(x)

weight[Px(G)] or Õ(x)
multi−e[Px(G)], say

Px(G1), satisfies one of the following properties:

• Px(G1) has a strictly higher scaling order than Px(G0);

• Px(G1) contains strictly fewer weights or edges attached to x.

Hence applying the operations Õ(x)
weight or Õ(x)

multi−e for CG,D many times, each resulting graph either is of
scaling order > D, or has no weights or edges attached to x. Here CG,D ∈ N is a large constant depending
only on D and the number of weights and edges attached to atom x in G.

With Lemma 4.13, in Step 2 we can expand Qx(Γ̃ω) as

Qx(Γ̃ω) = Γ̃ω +
∑
ζ

Px(Γ̃ω,ζ) + Gerr, (4.25)
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where Γω,ξ are normal regular graphs without weights or edges attached to x, and Gerr is a sum of graphs
of scaling order > D.

Step 3: In this step, we expand the graphs Px(Γ̃ω,ζ) in (4.25). Suppose G is a normal regular graph without
weights or edges attached to x. Using the resolvent identity (4.17), we can write G into a similar form as in
(4.18):

G = G(x) +
∑
ω

Gω,

where G(x) is a graph whose weights and solid edges all have the same (x) label, and every graph Gω has a
strictly higher scaling order than G, at least two new solid edges connected with x, and some weights with
label (−1) on x. Then we can expand Px(G) as

Px(G) = G −
∑
ω

Gω +
∑
ω

Px(Gω).

Next, as in Step 1, we apply (4.20) and (4.21) to remove all G(x), (Gxx)−1 and (Gxx)−1 entries from Gω.
Finally, we apply O(x),1

weight ◦ Odot to all resulting graphs to get a sum of normal regular graphs without regular
weights on x. In sum, we obtain the following result.

Lemma 4.14. Suppose G is a normal regular graph without P/Q, (x) or (−1) labels. Moreover, suppose G
has no weights or edges attached to x. Then we can expand Px(G) into a sum of O(1) many graphs:

Px(G) = G +
∑
ξ

Gξ +
∑
γ

Px(G̃γ) + Gerr,

where Gξ and G̃γ are normal regular graphs without P/Q, (x) or (−1) labels, and Gerr is a sum of normal

regular graphs of scaling order > D. Moreover, Gξ and G̃γ are of strictly higher scaling order than G, and
have light weights or edges attached to the atom x.

With this lemma, we can expand Px(Γ̃ω,ζ) in (4.25) as

Px(Γ̃ω,ζ) = Γ̃ω,ζ +
∑
ξ

Γω,ζ,ξ +
∑
γ

Px(Γ̃ω,ζ,γ) + Gerr,

where Γω,ζ,ξ and Γ̃ω,ζ,γ respectively satisfy the same properties as Gξ and G̃γ in Lemma 4.11. Then we apply

Step 2 to the graphs Px(Γ̃ω,ζ,γ) again. Repeating Steps 2 and 3 for O(1) many times, we can finally expand

Px(Γ̃ω) into a sum of graphs without Px labels plus graphs of scaling order > D.

Combining Steps 1–3, we obtain the following lemma on Q-expansions.

Lemma 4.15 (Q-expansions). Suppose Γ0 and Γ̃0 in (4.16) are normal regular graph without P/Q, (x) or
(−1) labels. Then G0 can be expanded into a sum of O(1) many graphs:

G0 =
∑
ω

Gω +
∑
ξ

Qx(G̃ζ) + Gerr, (4.26)

where Gω and G̃ζ are normal regular graphs without P/Q, (x) or (−1) labels, and Gerr is a sum of normal
regular graphs of scaling order > D. Moreover, these graphs satisfy the following properties.

(i) Every graph on the right-hand side of (4.26) has a scaling order > ord(G0).

(ii) If there is a new atom in a graph on the right-hand side of (4.26), then it is connected to x through a
path of waved edges. Hence the expansion (4.26) is a local expansion.

(iii) If G0 is doubly connected, then all graphs on the right-hand side of (4.26) are also doubly connected.

(iv) If Γ0 does not contain any weights or edges attached to x, then the scaling order of Gω is strictly higher
than ord(G0) for every ω. Furthermore, Gω contains at least one atom that belongs to the original graph
Γ0 and satisfies the following property: it is connected to x through a solid edge or it has been merged
with x.
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Proof. This lemma is an easy consequence of Lemmas 4.11, 4.13 and 4.14. We now give the main arguments
without writing down all the details.

First, we show that the expansion (4.26) exists. Given G0, we first expand it as in (4.22). Then we repeat
Steps 2 and 3 to remove the Qx label in ΓωQx(Γ̃ω). By Lemmas 4.13 and 4.14, after an iteration of Steps
2 and 3, every new graph either has no P/Q labels or has a strictly higher scaling order than the original
graph. Hence after repeating Steps 2 and 3 for D many times, we can expand ΓωQx(Γ̃ω) into a sum of
graphs without P/Q labels and graphs of scaling orders > D. This gives (4.26).

The properties (i) and (ii) are trivial. The proof of (iii) is similar to the one for Lemma 4.10. The
property (iv) follows from Lemma 4.11.

The property (iv) of Lemma 4.15 is crucial to our global expansion strategy as we will explain in Section
6. Graphs with (x) and (−1) labels only appear in Q-expansions, and will not appear in any other part of
the expansion process. Hence for the rest of this paper, unless mentioned otherwise, our graphs are assumed
to have no (x) and (−1) labels.

5 Pre-deterministic property

The choice of the standard neutral atom is one of the most delicate parts of the global expansion defined in
Section 4.3, and this subsection is devoted to this issue. Our goal is to define a rule to choose the t variable
for every locally standard graph, so that the doubly connected property is preserved by global expansions.
In this section, we will define a specific order of blue solid edges, called the pre-deterministic order, and we
will show that the doubly connected property is preserved if we expand blue solid edges according to this
order. As a convention, expansion of a blue solid edge refers to the expansion of a t-variable containing this
edge.

In this section, we mostly consider molecular graphs with all red solid edges removed, because these edges
are not used in the doubly connected property.

5.1 Isolated subgraphs

Using Definition 2.12, it is trivial to prove the following simple property.

Claim 5.1. Let G be a doubly connected graph satisfying Definition 2.12. Then in its molecular graph GM
with all red solid edges removed, any subset of internal molecules are connected to other molecules (including
external molecules) through at least one blue solid edge and one diffusive edge, or at least two diffusive edges.

Then we define an isolated subgraph to be a subgraph induced on a subset of molecules that are connected
to other molecules through exactly two edges in a molecular graph without red solid edges.

Definition 5.2 (Isolated subgraphs). Let G be a doubly connected graph and GM be its molecular graph with
all red solid edges removed.

• Isolated subsets of molecule. A subset of internal molecules in G, say M, is isolated if and only
if M is connected to Mc exactly by two edges in GM. Here the complement Mc contains the internal
molecules that are not in M and all external molecules.

• Isolated subgraph. An isolated subgraph of G is a subgraph induced on an isolated subset of molecules.
Here by the “subgraph induced on a subset of molecules”, we mean the subgraph induced on the atoms
in these molecules (recall Definition 2.3).

Given any isolated subset of molecules M, we can define an isolated subgraph induced on it, denoted by IM.
Conversely, given an isolated subgraph I, the molecules in it form an isolated subset of molecules, denoted
by M(I). Furthermore, we define the concept of proper isolated subgraphs.

• Proper isolated subgraph. Given any subset of molecules (which is not necessarily isolated), say
S, M1 ⊂ S is called a proper isolated subset if M1 6= S and M1 is an isolated subset of molecules in
G. Moreover, a proper isolated subgraph of G|S refers to a subgraph induced on a proper isolated subset
of molecules in S.
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We call the set of all internal molecules the maximal subset of internal molecules, denoted by Mmax.
Correspondingly, the subgraph of G induced on Mmax is called the maximal subgraph, denoted by Gmax.
Whenever we say a proper isolated subset of molecules (resp. isolated subgraph) without specifying the
superset, we mean a proper isolated subset (resp. isolated subgraph) of Mmax (resp. Gmax). Given any
subset of molecules S, we say an atom is inside S if this atom belongs to a molecule in S, and we say an
edge is inside S if its ending atoms are inside S. Given two disjoint subsets of molecules S1 and S2, an edge
between S1 and S2 refers to an edge between an atom in S1 and an atom in S2.

Every graph in our expansions has at least one edge between an internal atom and an external atom
(recall property (ix) in Definition 3.2). Then from Definition 5.2, it is easy to get the following property.

Claim 5.3. Let G be a doubly connected graph such that there is at least one edge between its internal and
external molecules in the molecular graph GM without red solid edges. Then for any two isolated subsets of
molecules M1 and M2 in G, we have that either one is a subset of the other or M1 ∩M2 = ∅.

Proof. Suppose M1 6⊂ M2, M2 6⊂ M1 and M1 ∩M2 6= ∅. First, assume that M1 ∩M2 is connected to
(M1∪M2)c through a many edges with a ∈ {1, 2} in GM. Since M1 and M2 are isolated, M1 \M2 connects
to Mc

1 through 2− a many edges and M2 \M1 connects to Mc
2 through 2− a many edges. Applying Claim

5.1, we get that M1 \M2 connects to M1 ∩M2 through at least a many edges. This implies that M2

connects to Mc
2 through at least a+ 2 > 3 many edges, contradicting the fact that M2 is isolated.

Now we assume that M1 ∩M2 is not connected to (M1 ∪M2)c. Suppose M1 ∩M2 connects to M1 \M2

through a many edges and to M2 \M1 through b many edges. By Claim 5.1 and the fact that M1 and M2

are isolated, we have 0 6 a 6 2, 0 6 b 6 2 and a+ b > 2. If a = 0, then M1 \M2 connects to Mc
1 through

two edges and M1 ∩M2 connects to M2 \M1 through two edges, contradicting the fact that M1 is isolated.
If a = 2, then M2 \M1 is not connected to Mc

2 since M2 is isolated. This implies that b = 2 by applying
Claim 5.1 to M2 \M1. Since M1 is isolated, M1 \M2 is also not connected to Mc

1. Hence we get that
M1 ∪M2 is disconnected from (M1 ∪M2)c, which contradicts the assumption on GM. Finally, we consider
the case where a = b = 1, M1 \M2 connects to Mc

1 through one edge and M2 \M1 connects to Mc
2 through

one edge. However, it is not hard to see that this case contradicts the doubly connected property.

This claim shows that there is a natural partial order of isolated subgraphs in a doubly connected graph
satisfying Claim 5.3. In particular, we can define maximal and minimal subgraphs.

Definition 5.4. (i) An isolated subgraph (resp. isolated subset of molecules) is said to be minimal if it has
no proper isolated subgraphs (resp. proper isolated subsets). As a convention, if a graph G does not contain
any proper isolated subgraph, then the minimal isolated subgraph (MIS) refers to the maximal subgraph Gmax.

(ii) Given a subset of molecules S, an isolated subset M of S is said to be maximal if it is not a proper
subset of any other proper isolated subset of S. In this case, IM is called a maximal isolated subgraph of G|S
induced on S.

5.2 Redundant edges

For the global expansions defined in Section 4.3, it is easy to see that expanding a blue solid edge inside a
molecule will not break the doubly connected property. On the other hand, the doubly connected property
may or may not be broken when we expand a blue solid edge between molecules, depending on whether this
edge is pivotal or redundant.

Definition 5.5 (Pivotal edges and redundant edges). We say a blue solid edge in a doubly connected graph
G is pivotal if after removing it, the remaining graph is not doubly connected anymore. Otherwise, this blue
solid edge is said to be redundant.

Example 5.6. In (5.1), the blue solid edge b connecting an isolated subgraph I to its complement is pivotal:
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(5.1)
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In these graphs, inside the black circles are some subgraphs whose details are not drawn, and we did not
indicate the directions of the solid edges for conciseness. If we replace the T -variable containing edge b in
the first graph by a graph in (3.9), then we get the second graph, where the purple circle denotes a new
molecule M. It is easy to see that the second graph is not doubly connected anymore: in order to have a
connected black net Bblack, we have to put the two diffusive edges into Bblack, but then there is no edge in
the blue net Bblue that connects M and the molecules in I to other molecules.

By definition, blue solid edges inside molecules are all redundant. Now we show that a redundant edge
can be expanded without breaking the doubly connected property.

Lemma 5.7. Suppose G is a doubly connected graph containing a tx,y1y2 variable defined in (4.14), where
the blue solid edge Gαy1 is redundant. If we replace tx,y1y2 with a graph on the right-hand side of (4.15)
(including any recollision, Q, higher order or error graph), then the resulting graph is still doubly connected.

Proof. We denote the blue solid edge Gαy1 as b. If we replace tx,y1y2 with mΘxy1Gy1y2 or a graph in
m(ΘΣ

(n−1)
T Θ)xy1Gy1y2 , then it corresponds to replacing the edge b with a diffusive edge in the molecular

graph. Obviously, this will not break the doubly connected property because a diffusive edge can be also
used in the blue net. Now suppose we replace tx,y1y2 with a graph, say G̃x,y1y2 , in other terms. Since b is
redundant, G has a black net Bblack and a blue net Bblue satisfying Definition 2.12 such that Bblue \ {b} is
still a blue net. By property (x) of Definition 3.2, G̃x,y1y2 also contains a black net B̃black and a blue net
B̃blue satisfying Definition 2.12. Moreover, by property (ix) of Definition 3.2, the atom x connects to the
internal molecules of G̃x,y1y2 through a diffusive edge, say b̃1, while the atom y1 connects to the internal
molecules of G̃x,y1y2 through a blue solid or diffusive or dotted edge, say b̃2. Then Bblack ∪ B̃black ∪ {b̃1} and

(Bblue \ {b}) ∪ B̃blue ∪ {b̃2} are respectively the black net and blue net of the resulting graph if b̃2 is not a

dotted edge. If b̃2 is a dotted edge, then the blue net can be chosen as (Bblue \ {b})∪ B̃blue after merging the

molecules connected by b̃2. In either case, the resulting graph is still doubly connected.

5.3 Pre-deterministic property

In the proof of Theorem 3.7, we need to expand Ta,b1b2
into a sum of graphs that satisfy the properties in

Definition 3.3. Hence for a graph that is not a recollision, higher order or Q graph, we want its maximal
subgraph to be deterministic, so that the only random parts in the graph are two plus and minus G edges
connected with ⊕ and 	. On the other hand, since we want to maintain the doubly connected property
during expansions, we are only allowed to expand redundant G edges. Hence, not all doubly connected
graphs with non-deterministic maximal subgraphs can be expanded without breaking the doubly connected
property. For example, in a doubly connected graph where both the black and blue nets are trees, all the
blue solid edges between molecules are pivotal.

Now we want to identify a graphical property with which we can tell whether a graph is potentially
expanded into deterministic graphs in the end without breaking the doubly connected property. We can
obtain a necessary condition by looking at the leading terms of global expansions, where we replace tx,y1y2 in
(4.14) with mΘxy1Gy1y2 . This corresponds to changing a plus G edge into a diffusive edge in the molecular
graph. Hence we need to be able to change all plus G edges into diffusive edges one by one, such that the
plus G edge for every expansion is redundant. This leads to the following definition.

Definition 5.8 (Pre-deterministic property). We say a doubly connected graph G is pre-deterministic if the
following property holds. There exists an order of all internal blue solid edges, denoted by b1 � b2 � · · · ,
such that for any k, after changing the edges b1, · · · , bk−1 into diffusive edges, the blue solid edge bk becomes
redundant. (Recall that internal edges refer to edges that do not connect to external atoms.) We will call
this order of blue solid edges a pre-deterministic order.

A pre-deterministic order is not necessarily unique. Moreover, we can always choose an order where blue
solid edges inside molecules precede blue solid edges between molecules. If all internal blue solid edges in
a graph G are redundant, then G is obviously a pre-deterministic graph. On the other hand, Definition 5.8
covers more general graphs. We use the following example to explain why we define pre-deterministic graphs
in the above way, and why the order of blue solid edges is important:
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Here all graphs are molecular graphs without red solid edges. Note that the edges b1 and b2 are redundant in
the first graph, but b3 and b4 are not. Now we show that this graph is actually pre-deterministic. First, we
replace b1 and b2 with diffusive edges. In the second graph, if we choose the black net as {e1, e3, b1} and the
blue net as {e2, b2, b3, b4}, then the edge b3 is redundant, and we can replace it with a diffusive edge in the
third graph. In the third graph, if we choose the black net as {e2, e3, b1} and the blue net as {e1, b2, b3, b4},
then b4 becomes redundant, and we can replace it with a diffusive edge in the fourth graph. This argument
gives a pre-deterministic order b1 � b2 � b3 � b4.

5.4 Sequentially pre-deterministic property

Not all graphs in our expansions satisfy the pre-deterministic property. Instead, we need to consider the
following extension.

Definition 5.9 (Sequentially pre-deterministic property). A graph G is said to be sequentially pre-deterministic
(SPD) if its molecular graph GM without red solid edges satisfies the following properties.

(i) GM is doubly connected in the sense of Definition 2.12.

(ii) Any two proper isolated subgraphs I1 and I2 satisfy either I1 ⊂ I2 or I2 ⊂ I1.

(iii) The minimal isolated subgraph of GM is pre-deterministic. Moreover, given an isolated subgraph I, if
we replace its maximal isolated subgraph, say I ′, plus the two external edges with a single diffusive edge,
then I becomes pre-deterministic. (Here by “external edges”, we mean the blue solid or diffusive edges
connecting M(I ′) to the two molecules, say M and M′, in the complement of M(I ′); by “replace”,
we mean that we remove I ′ and its two external edges, and add a diffusive edge between M and M′.
If M =M′, then this diffusive edge is inside M and will not appear in the molecular graph.) Finally,
if we replace the maximal isolated subgraph of (GM)max (recall that (GM)max is the maximal subgraph
induced on all internal molecules) plus the two external edges with a single diffusive edge, then (GM)max

becomes pre-deterministic.

Now we discuss the meanings of properties (ii) and (iii). The property (ii) means that G contains at most
one sequence of proper isolated subgraphs, say

Ik ⊂ Ik−1 ⊂ · · · ⊂ I1 ⊂ Gmax, (5.2)

where I1 is the maximal isolated subgraph of Gmax and for any j, Ij+1 is the maximal isolated subgraph of
Ij . In particular, any subgraph has at most one maximal isolated subgraph, so property (iii) is well-defined.
Suppose that corresponding to (5.2), the sequence of proper isolated subsets of molecules is

Mk ⊂Mk−1 ⊂ · · · ⊂M1 ⊂Mmax, Mi := M(Ii), 1 6 i 6 k. (5.3)

We draw a sequence of isolated subgraphs in the following figure, where inside each black circle is a subgraph
Γi, which will be called a component in our proof, and we only draw the diffusive and blue solid edges
between each isolated subgraph and its complement:

Γ1Γ0 Γk-1 Γk... (5.4)
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Here for definiteness, we draw a graph with one external blue solid edge, but generally there may be zero
or more than one external edges. Moreover, the blue solid edges between components can be replaced by
blue diffusive edges. In (5.4), the component Γk is the minimal isolated subgraph Ik, the component Γi,
1 6 i 6 k − 1, is the subgraph induced on Mi \Mi+1, and Γ0 is the subgraph induced on Mmax \M1. One
can see that the isolated subgraphs in a SPD graph form a simple chain structure. Then property (iii) means
that if we replace the MIS Γk and its two external edges with a diffusive edge, then the resulting graph is
still SPD. In the new graph, replacing the MIS Γk−1 and its two external edges with a diffusive edge again
gives a SPD graph. Continuing this process, after replacing Γ1 and its two external edges with a diffusive
edge, Γ0 becomes pre-deterministic.

The reason why we define the SPD property in the above way is due to our global expansion strategy
below (cf. Strategy 6.6). We now describe one possible scenario to obtain a SPD graph. Initially, there
is no proper isolated subgraph in a graph obtained from local expansions, and its maximal subgraph is
pre-deterministic. Then we find the first redundant blue solid edge in a pre-deterministic order, replace a
t-variable containing it with a graph, say G̃1, on the right-hand side of (4.15), and get a new graph G1. If

G̃1 contains a pre-deterministic maximal subgraph, then this subgraph becomes a pre-deterministic isolated
subgraph I1 in graph G1. Next we find the first blue solid edge in a pre-deterministic order of I1, replace
it with a graph, say G̃2, on the right-hand side of (4.15), and get a new graph. Continuing this process, we
get a SPD graph with a sequence of isolated subgraphs in (5.2). At each step we expand the first blue solid
edge in the minimal isolated subgraph. Moreover, replacing Ii+1 and its two external edges with a diffusive
edge corresponds to replacing the first blue solid edge in a pre-deterministic order of Ii by a diffusive edge,
which still gives a pre-deterministic Ii by Definition 5.8. This explains why we define property (iii) in such
a way.

We now show that the SPD property is preserved under local expansions.

Lemma 5.10. Let G be a SPD graph. Then applying any expansion in Definitions 4.2, 4.3, 4.4, 4.5 and
4.6 to G, the new graphs (including the Q-graphs) are all sequentially pre-deterministic.

Proof. By Lemma 4.10, all new graphs are still doubly connected. It remains to check the properties (ii)

and (iii) in Definition 5.9 for any new graph, say G̃. Let G̃M be its molecular graph without red solid edges.

By Lemma 4.9, every molecule in G̃ is obtained by merging some molecules in G. We claim that any proper
isolated subset of molecules, say M, in G̃ is obtained from merging a proper isolated subset of molecules in G.
In fact, suppose the molecules of M are obtained from merging a subset of molecules S that is not isolated
in G. Then S is connected to Sc through at least three edges, say b1, b2 and b3, in the molecular graph GM
without red solid edges. For i = 1, 2, 3, if bi is a diffusive edge, then it is not affected in expansions and is
still an external edge of M in G̃M. If bi is a plus G edge in GM between moleculesM1 andM2, then either
bi is still a plus G edge between M1 and M2 in G̃M, or bi becomes a connected path of two plus G edges,
say bi,1 and bi,2, between M1 and M2. In the former case, bi is an external edge of M in G̃M, and in the
latter case, either bi,1 or bi,2 is an external edge of M in G̃M. In sum, we see that M is connected to Mc

through at least three edges in G̃M, which contradicts the assumption that M is isolated.
Now with the above claim, we prove the property (ii) of Definition 5.9 for G̃. Suppose two proper isolated

subsets of molecules M1 and M2 in G̃ are respectively obtained from merging two proper isolated subsets of
molecules M′

1 and M′
2 in G. Then we have either M1 ⊂M2 if M′

1 ⊂M′
2, or M2 ⊂M1 if M′

2 ⊂M′
1.

It remains to prove the property (iii) of Definition 5.9 for G̃. In all expansions, it is not hard to see that
there are only two types of operations that may affect the doubly connected structures:

(A) merging a pair of molecules due to a newly added dotted or waved edge between them;

(B) replacing a plus G edge b0 between molecules M and M′ with a path of two plus G edges—edge b
betweenM andM′′ and edge b′ betweenM′ andM′′—due to partial derivatives ∂hαx or ∂hβα , where
M′′ is a different molecule from M and M′.

All the other operations only act on local structures within molecules, and hence are irrelevant for our
proof. Moreover, in case (B), we have assumed thatM′′ is different fromM andM′, because otherwise the
molecular graph without red solid edges will be unchanged. To conclude the proof, it suffices to show that
both operations (A) and (B) do not break the property (iii) of Definition 5.9.

Suppose the sequence of proper isolated subgraphs in G is given by (5.2) and takes the form (5.4). In
case (A), it is easy to see that merging a pair of molecules in the same component does not break the SPD

31



property. Now suppose we merge a pair of molecules in different components Γi and Γj with i < j. With
a slight abuse of notation, we still denote the subgraph induced on Ml by Il in G̃. Then the sequence of
isolated subgraphs in G̃ is

Ik ⊂ Ik−1 ⊂ · · · ⊂ Ij+1 ⊂ Ii ⊂ Ii−1 ⊂ · · · ⊂ I1.

In particular, Il is not isolated in G̃ anymore if j + 1 < l < i. By the SPD property of G, we immediately
obtain the following property of G̃: for l > j+1 or l 6 i−1, if we replace Il+1 and its two external edges with

a diffusive edge in the molecular graph of G̃, then Il becomes pre-deterministic. It remains to show that after
replacing Ij+1 and its two external edges with a diffusive edge, the subgraph Ii becomes pre-deterministic.
This is given by the following lemma, whose proof is postponed to Appendix A.

Lemma 5.11. In the setting of (5.4), we merge a pair of molecules in different components Γi and Γj with
i < j. Then after replacing Ij+1 and its two external edges with a diffusive edge in the molecular graph
without red solid edges, the subgraph Ii becomes pre-deterministic.

Next we consider case (B). First, we assume that M, M′ and M′′ are all inside Γi for some 0 6 i 6 k.
Then all components are unchanged after operation (B), except the component Γi. By definition, after
replacing Ii+1 and its two external edges with a diffusive edge, Ii becomes pre-deterministic in G, and
suppose a pre-deterministic order of Ii is e1 � · · · � e`−1 � b0 � e`+1 � · · · . Then in G̃, after replacing Ii+1

and its two external edges with a diffusive edge, e1 � · · · � e`−1 � b � b′ � e`+1 � · · · is a pre-deterministic

order in Ii. Using this fact, we can readily check that G̃ is still SPD.
Second, we assume that M ∈ Γi, M′ ∈ Γi+1 and (1) M′′ ∈ Γi, or (2) M′′ ∈ Γi+1. Suppose we have

replaced Ii+2 and its two external edges with a diffusive edge in Ii+1 and get the following graphs:

Γi Γi+1

b'
b

M

M''

M'
Γi Γi+1

M M'

b'
b

M''

Γi

b

M

M''

b''

(1) (2)

M0 M0 M0

In case (1), Ii+1 is pre-deterministic because it is unchanged after the operation (B). In the second graph,
we replace Ii+1 and its two external edges with a diffusive edge b′′. We show that the edge b is now redundant
in Ii. By the doubly connected property of G, removing the subgraph Ii+1 and its two external edges still
gives a doubly connected graph. Correspondingly, in the first graph of case (1), if we remove Γi, its two
external edges and edge b, we still get a doubly connected graph. Hence the edge b is redundant in the second
graph of case (1). Now if we replace b with a diffusive edge, then the path of diffusive edges b′′ and b will
play the role of a single diffusive edge betweenM0 andM in Ii, and hence Ii becomes pre-deterministic by
the property (iii) of Definition 5.9 for the original graph G.

In case (2), Ii+1 is still pre-deterministic by choosing the edge b′ as the last edge in a pre-deterministic
order. Moreover, after replacing Ii+1 and its two external edges with a diffusive edge, Ii+1 becomes pre-
deterministic by the property (iii) of Definition 5.9 for the original graph G.

It remains to consider the case where M′′ is in a different component from both M and M′.

Lemma 5.12. In the setting of (5.4), suppose a blue solid edge between molecules M and M′ is replaced
by a path of two blue solid edges from M to M′′ and from M′′ to M′. Let the new graph be G̃, and with
a slight abuse of notation, we still denote the subgraphs induced on Ml by Il in G̃. Suppose M′′ is inside
component Γj. Then we have the following five cases for the molecular graph G̃M without red solid edges.

(i) If M,M′ ∈ Γi and i < j, then Ij+1 is the maximal isolated subgraph of Ii. Moreover, after replacing
Ij+1 and its two external edges with a diffusive edge, the subgraph Ii becomes pre-deterministic.

(ii) If M,M′ ∈ Γi and i > j, then Ii+1 is the maximal isolated subgraph of Ij. Moreover, after replacing
Ii+1 and its two external edges with a diffusive edge, the subgraph Ij becomes pre-deterministic.

(iii) If M ∈ Γi, M′ ∈ Γi+1 and i < j, then Ii+1 is the maximal isolated subgraph of Ii, and Ij+1 is the
maximal isolated subgraph of Ii+1. Moreover, after replacing Ij+1 and its two external edges with a
diffusive edge, the subgraph Ii+1 becomes pre-deterministic.
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(iv) If M ∈ Γi, M′ ∈ Γi+1 and i > j, then Ii+1 is the maximal isolated subgraph of Ij. Moreover,
after replacing Ii+1 and its two external edges with a diffusive edge, the subgraph Ij becomes pre-
deterministic.

(v) If M is an external molecule and M′ ∈ Γ0, then Ij+1 is the maximal proper isolated subgraph. More-
over, after replacing Ij+1 and its two external edges with a diffusive edge, the maximal subgraph G̃max

becomes pre-deterministic.

The proof of Lemma 5.12 will be postponed to Appendix A. Similar to case (A), combining Lemma 5.12
with the SPD property of the original graph G, we can readily show that the new graph obtained from the
operation (B) is still SPD. We omit the details. This concludes Lemma 5.10.

Similar to Lemma 5.10, we have the following result for Q-expansions.

Lemma 5.13. Let G0 in (4.16) be a SPD graph. Then applying the Q-expansions in Section 4.4, the new
graphs (including the Q-graphs) are all SPD.

Proof. The proof of this lemma is similar to the one for Lemma 5.10 by using Lemmas 5.11 and 5.12, because
Q-expansions are also local expansions as those in Lemma 5.10. We omit the details.

6 Proof of Theorem 3.7 and Corollary 3.8

6.1 Proof of Corollary 3.8

Given the n-th order T -equation constructed in Theorem 3.7, we can solve (3.11) to get that

Ta,b1b2
= m

(
1

1−ΘΣ(n)
Θ

)
ab1

Gb1b2

+
∑
x

(
1

1−ΘΣ(n)

)
ax

[
(R(n)

IT )x,b1b2
+ (A(>n)

IT )x,b1b2
+ (Q(n)

IT )x,b1b2
+ (Err′n,D)x,b1b2

]
. (6.1)

By the property (iv) of Definition 3.3, we can write that

(R(n)
IT )x,b1b2 =

∑
y

Θxy(G(n)
R )y,b1b2 , (A(>n)

IT )x,b1b2 =
∑
y

Θxy(G(>n)
A )y,b1b2

,

(Q(n)
IT )x,b1b2

=
∑
y

Θxy(G(n)
Q )y,b1b2

, (Err′n,D)x,b1b2
=
∑
y

Θxy(G(n,D)
err )y,b1b2

,

for some sums of graphs G(n)
R , G(>n)

A , G(n)
Q and G(n,D)

err . Using the definition (1.18), we can write (6.1) as

Ta,b1b2
= mΘ

(n)
ab1
Gb1b2

+
∑
x

Θ
(n)
ax

[
(G(n)
R )x,b1b2

+ (G(>n)
A )x,b1b2

+ (G(n)
Q )x,b1b2

+ (G(n,D)
err )x,b1b2

]
. (6.2)

We expand Θ(n) as

Θ(n) =

D∑
k=0

(ΘΣ(n))kΘ + Θ(n)
err, Θ(n)

err :=
∑
k>D

(ΘΣ(n))kΘ. (6.3)

The terms (ΘΣ(n))kΘ can be expanded into sums of labelled diffusive edges, and we regard (Θ
(n)
err)xy as a

new type of diffusive edge of scaling order > 2(D+ 2) between atoms x and y. Then we plug the expansion
(6.3) into (6.2) and rearrange the resulting graphs as follows. First, all graphs containing Θ

(n)
err and graphs

from
∑
x Θ

(n)
ax (G(n,D)

err )x,b1b2
will be included into (Errn,D)a,b1b2

. For other graphs,

• the term mΘ
(n)
ab1
Gb1b2

will give the first two terms on the right-hand side of (3.1) and some higher

order graphs in (A(>n)
T )a,b1b2 ;

• the term
∑
x Θ

(n)
ax (G(n)

R )x,b1b2 will give (R(n)
T )a,b1b2 and some higher order graphs in (A(>n)

T )a,b1b2 ;

33



• the term
∑
x Θ

(n)
ax (G(>n)

A )x,b1b2
will give higher order graphs in (A(>n)

T )a,b1b2
;

• the term
∑
x Θ

(n)
ax (G(n)

Q )x,b1b2 will give graphs in (Q(n)
T )a,b1b2 .

This concludes Corollary 3.8.

6.2 Globally standard graphs

For the rest of this section, we focus on proving Theorem 3.7. In this subsection, we introduce the concept
of globally standard graphs. By taking into account the external red solid edges connected with isolated
subgraphs, we define the following concept of weakly and strongly isolated subgraphs.

Definition 6.1 (Weakly and strongly isolated subgraphs). An isolated subset of molecules M is said to be
strongly isolated if there is at most one red solid edge between M and Mc, and the subgraph IM induced on
M is called a strongly isolated subgraph. Otherwise, M and IM are said to be weakly isolated (i.e. a weakly
isolated subgraph is an isolated subgraph that is not strongly isolated).

With Definition 5.9 and Definition 6.1, we define globally standard graphs.

Definition 6.2 (Globally standard graphs). A graph is said to be globally standard if it is SPD, and every
proper isolated subgraph of it is weakly isolated.

The reason for introducing globally standard graphs is to avoid non-expandable graphs, i.e. graphs that
cannot be expanded without breaking the doubly connected property. As an example, we consider the
following two graphs, where Γ1 is strongly isolated in (a) and weakly isolated in (b):

Γ1 Γ1

(a) (b)

Γ0Γ0

Suppose both graphs (a) and (b) are SPD with Γ1 being the minimal isolated subgraph. If Γ1 contains
blue solid edges, then we can either perform local expansions or expand the first blue solid edge in a pre-
deterministic order of Γ1. Now suppose Γ1 does not contain any internal blue solid edge, then it is not
locally standard in graph (b) because there are more external red solid edges than blue solid edges. Hence
we can perform local expansions to graph (b). On the other hand, if both Γ0 and Γ1 in (a) are deterministic,
then graph (a) is locally standard and only contains a pivotal blue solid edge, so it cannot be expanded
without breaking the doubly connected property. Such a graph may not be included into one of the six
terms on the right-hand side of (3.11). In sum, the SPD property in Definition 6.2 gives a canonical order of
blue solid edges to expand, while the weakly isolated property guarantees that our expansions will not give
non-expandable graphs.

Now we state some additional properties satisfied by the graphs in the T -expansion and T -equation.
Recall the definition of minimal isolated subgraphs (MIS) in Definition 5.4.

Definition 6.3 (T -expansion and T -equation: additional properties). The graphs in Definition 3.2 satisfy
the following additional properties.

(i) Every graph in (R(n)
T )a,b1b2

is globally standard.

(ii) Every graph in (A(>n)
T )a,b1b2 is SPD.

(iii) Every Q-graph in (Q(n)
T )a,b1b2

is SPD. Moreover, the atom in the Q-label of a Q-graph belongs to the
MIS, i.e. all solid edges and weights have the same Q-label Qx for an atom x inside the MIS.

(R(n)
IT )a,b1b2

, (A(>n)
IT )a,b1b2

and (Q(n)
IT )a,b1b2

in Definition 3.3 also satisfy these properties.

By this definition, the higher order and Q graphs in the T -expansion and T -equation may contain strongly
isolated subgraphs, but the recollision graphs do not. The heuristic reason is as follows. We only expand
globally standard graphs, and we want to show that an expansion of a globally standard graph still gives
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globally standard graphs plus some graphs that are not needed to be expanded further (i.e. recollision, Q,
higher order and error graphs). Suppose we substitute a t-variable with a recollision graph G in R(n−1)

T .
In order for the resulting graph to be globally standard, G cannot contain any strongly isolated subgraph.
This explains why recollision graphs have to be weakly isolated. If we substitute a T -variable with a graph
in A(n−1)

T , then the resulting graph will be of scaling order > n and we will not expand this graph further.
Hence we do not require this graph to be globally standard. Finally, if we substitute a T -variable with a
Q-graph G in Q(n−1)

T and get a graph, say G0, then we need to perform Q-expansions to G0. Suppose a Q-
expansion of G0 is given by (4.26). By the property (iv) of Lemma 4.15, there will be solid edges connecting
the atom in the Q-label of G, say x, to old atoms in the original graph. Since x belongs to the MIS of G, one
can see that the strongly isolated subgraphs in G0 before the Q-expansion are not strongly isolated anymore
in graphs Gω after the Q-expansion. The rigorous argument will be given in the proof of Lemma 6.5 below.

With Lemma 5.10, we can easily show that local expansions preserve the globally standard property.

Lemma 6.4. Let G be a globally standard graph without any P/Q labels.

(i) Apply any expansion in Definitions 4.2, 4.3, 4.4, 4.5 and 4.6 to G. The new graphs (including the
Q-graphs) are all globally standard.

(ii) Apply any expansion in Definitions 4.3, 4.4, 4.5 and 4.6 on an atom in the MIS of G. In each new
Q-graph, the atom in the Q-label also belongs to the MIS.

Proof. By Lemma 5.10, the new graphs are all SPD. Let G̃ be one of the new graphs. As shown in the proof
of Lemma 5.10, any proper isolated subset of molecules M in G̃ is obtained from merging a proper isolated
subset of molecules, say M0, in G. Moreover, it easy to see that the number of external red solid edges of M
in G̃ is larger than or equal to the number of external red solid edges of M0 in G. Since M0 is weakly isolated
in G, we get that M is also weakly isolated in G̃. This concludes (i). The property (ii) can be checked readily
using the Definitions 4.3, 4.4, 4.5 and 4.6.

The following lemma is key to our proof. Roughly speaking, it shows that the globally standard property
is preserved if we expand the first blue solid edge in a pre-deterministic order of the MIS.

Lemma 6.5. Suppose G is a globally standard graph without P/Q labels. Let Ik be the MIS of G. Consider
a tx,y1y2 variable in G defined by (4.14), so that the blue solid edge Gαy1 is the first blue solid edge in a
pre-deterministic order of Ik.

(1) If we replace tx,y1y2 with a graph in the first two terms on the right-hand side of (4.15), then the
resulting graph, say G̃, has no P/Q labels and is globally standard. Moreover, G̃ either has a strictly
higher scaling order than G, or is obtained by replacing tx,y1y2 with mΘxy1Gy1y2 .

(2) If we replace tx,y1y2 with a graph (GR)x,y1y2 in (R̃(n−1)
T )x,y1y2 , then the resulting graph has no P/Q

labels, is globally standard and has a scaling order > ord(G) + 1.

(3) If we replace tx,y1y2 with a graph (GA)x,y1y2 in (A(>n−1)
T )x,y1y2 , then the resulting graph has no P/Q

labels, is SPD and has a scaling order > ord(G) + n− 2.

(4) Suppose we replace tx,y1y2 with a graph (GQ)x,y1y2 in (Q(n−1)
T )x,y1y2 and get a graph G̃. Then applying

the Q-expansions, we can expand it into a sum of O(1) many graphs:

G̃ =
∑
ω

Gω +Q+ Gerr, (6.4)

where every Gω has no P/Q labels, is globally standard and has a scaling order > ord(G) + 1; Q is a
sum of Q-graphs, each of which is SPD and has a MIS containing the atom in the Q-label; Gerr is a
sum of doubly connected graphs of scaling orders > D.

(5) If we replace tx,y1y2 with a graph (Gerr)x,y1y2 in (Errn−1,D)x,y1y2 , then the resulting graph is doubly
connected and has a scaling order > ord(G) +D − 1.
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Proof. The proofs of (1), (3) and (5) are simple by using the properties in Definitions 3.2 and 6.3. We focus
on the proofs of (2) and (4).

Proof of (2): We denote the new graph by G̃. Then we have the following graph (a), where we only show
a case which has a dotted edge connected with y1 in (GR)x,y1y2 . There are also cases with a dotted edge
connected with y2. With a slight abuse of notation, we have used x and y1 to denote the respective molecules
that contain atoms x and y1.

Γk Γ'
y1

Ik+1 ( I1' )

(a) (b)

x
Γk Γk+1

y1
Ik+2

x

(6.5)

The graph (a) gives the isolated molecular subgraph Ik in G̃ with all red solid edges removed, where we have
not merged the molecules connected by the dotted edge. Inside the back circles are some subgraphs, where
Γk contains the molecules in Ik of the original graph G, I ′1 = Ik+1 is the first proper isolated subgraph in

(GR)x,y1y2 and also the (k+ 1)-th proper isolated subgraph in G̃, and Γ′ contains the molecules in (GR)x,y1y2
that are not in I ′1. The graph (b) is obtained by removing the dotted edge from graph (a) and renaming the
subgraphs.

First, ord(G̃) > ord(G)+1 follows immediately from the fact that (GR)x,y1y2 has scaling order > 3. Second,
using the fact that both G and (GR)x,y1y2 have no proper strongly isolated subgraphs, we immediately get
that G̃ also does not contain any proper strongly isolated subgraph. It remains to prove the SPD property
of G̃. With Lemma 5.11, it suffices to show that graph (b) in (6.5), denoted by G̃b, is SPD. In this graph, we
have renamed Ik+1 in (a) as Ik+2 and Γ′ as Γk+1. Notice that Γk+1, Ik+2 and the two edges between them
form the isolated subgraph Ik+1 in G̃b.

Now we verify the properties (i)–(iii) of Definition 5.9 for G̃b. The property (i) follows from Lemma 5.7.
Using the SPD property of (GR)x,y1y2 given by Definition 6.3, we get that there is at most one sequence
of isolated graphs in Ik. Together with the SPD property of G and the fact that Ik is the MIS of G, it
concludes the property (ii) for G̃b. It remains to prove the property (iii). Suppose the sequence of proper

isolated subgraphs in G̃b is

Il ⊂ · · · ⊂ Ik+2 ⊂ Ik+1 ⊂ Ik ⊂ · · · ⊂ I1, for some l > k, (6.6)

and for simplicity of notation, we denote the maximal subgraph by I0. For j > k+ 1, if we replace Ij+1 and
its two external edges with a diffusive edge, then Ij becomes pre-deterministic because (GR)x,y1y2 is SPD.
For j 6 k − 1, if we replace Ij+1 and its two external edges with a diffusive edge, then Ij becomes pre-
deterministic because G is SPD. Finally, if we replace Ik+1 and its two external edges with a diffusive edge,
then it corresponds to changing the first blue solid edge in a pre-deterministic order of Ik into a diffusive
edge. Hence Ik becomes pre-deterministic by Definition 5.8. In sum, we get that G̃b is SPD, which concludes
statement (2) of Lemma 6.5.

Proof of (4): Using a similar argument as the one for G̃b, we get that G̃ is SPD. Then the SPD property
of the graphs on the right-hand side of (6.4) follow from Lemma 5.13. The conditions on scaling orders and
the fact that the atom in the Q-label of a Q-graph belongs to the MIS follow from Lemma 4.15. It remains
to prove the weakly isolated property of (possible) proper isolated subgraphs in Gω.

We assume that (GQ)x,y1y2 indeed contains strongly isolated subgraphs, since otherwise the proof will be
trivial. Then we have the following molecular graph without red solid edges:

Γk+1Γ Γl-1 Il...
y

Qy

Here all solid edges and weights inside the purple dashed rectangle have the same Qy label for an atom y
in the MIS, denoted by Il for some l > k. Inside the back circles are some subgraphs, where Γ contains
the molecules in the original graph G, and Γi’s are components corresponding to the isolated subgraphs in
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(GQ)x,y1y2 . Again we denote the isolated subgraphs of G̃ by (6.6). Then by property (iv) of Lemma 4.15,
every Gω has atoms in Γ or external atoms so that (a) they connect to y through red solid edges, (b) they
connect to y through blue solid edges, or (c) they have been merged with y. In cases (b) and (c), the
subgraphs Ii, k + 1 6 i 6 l, are not isolated anymore. In case (a), we have the following graph (or some
variants of it, where we are not trying to draw all possible cases):

Γk+1Γ Γl-1 Il...
y

In this case, any subgraph Ii, k+1 6 i 6 l, is weakly isolated if it is still an isolated subgraph in Gω. In sum,
we see that Gω does not contain proper strongly isolated subgraphs, and hence is globally standard.

6.3 Global expansion strategy

Lemma 6.5 gives a canonical choice of the standard neutral atom in a global expansion of a globally standard
graph, that is, we choose an ending atom of the first blue solid edge in a pre-deterministic order of the MIS.
With this choice, we define the global expansion strategy for the proof of Theorem 3.7 in this subsection.

Fix any n ∈ N. As an induction hypothesis, suppose we have obtained the (n− 1)-th order T -expansion.
Then we define the following stopping rules. We stop the expansion of a graph if it is a normal regular graph
and satisfies at least one of the following properties:

(S1) it is a ⊕/	-recollision graph;

(S2) its scaling order is at least n+ 1;

(S3) it is a Q-graph;

(S4) it is non-expandable, that is, it is locally standard and has no redundant blue solid edge.

If a graph has a deterministic maximal subgraph, then it is non-expandable. On the other hand, in a non-
expandable graph that is not deterministic, we cannot expand a plus G edge without breaking the doubly
connected property. Now we give our global expansion strategy.

Strategy 6.6 (Global expansion strategy). Fix any n ∈ N and large D > n. Given the above stopping rules
(S1)–(S4), we apply the following strategy.

Step 0: We start with the second order T -expansion (3.8), and apply local expansions to obtain a linear
combination of new graphs, each of which either satisfies the stopping rules (S1)–(S3) already, or is locally
standard. At this step, there is only one internal molecule in every graph, which is trivially globally standard.

Step 1: Given a globally standard input graph, we perform the local expansions in Definitions 4.3, 4.4, 4.5
and 4.6 on atoms in the minimal isolated subgraph (MIS). We send the resulting graphs that already satisfy
the stopping rules (S1)–(S4) to the outputs. Every remaining graph is globally standard by Lemma 6.4, and
its MIS is locally standard (i.e. the MIS has no weights and every atom in it either has degree 0 or is a
standard neutral atom by Definition 4.8).

Step 2: Given a globally standard input graph G with a locally standard MIS, say Ik, we find a tx,y1y2 or
ty1y2,x variable defined in (4.14), so that α is a standard neutral atom in Ik and the blue solid edge Gαy1 or
Gy1α is the first blue solid edge in a pre-deterministic order of Ik. If we cannot find such a t-variable, then
we stop expanding the input graph.

Step 3: We apply the global expansions defined in Section 4.3 to the tx,y1y2 or ty1y2,x variable chosen in
Step 2. More precisely, we first replace tx,y1y2 (or ty1y2,x) with (4.15) (or an expression obtained by taking
transpositions of all G entries in (4.15)). Then we apply the Q-expansions defined in Section 4.4 to graphs
that take the form (4.16), where both Γ0 and Γ̃0 are non-trivial. We send the resulting graphs that already
satisfy the stopping rules (S1)–(S4) to the outputs. The remaining graphs are all globally standard by
Lemma 6.5, and we sent them back to Step 1.
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Using the definition of globally standard graphs, it is easy to show that if an output graph from the above
strategy does not satisfy the stopping rules (S1)–(S3), then it must have a deterministic maximal subgraph.

Lemma 6.7. Let Ga,b1b2 be an output graph from the global expansion strategy 6.6. If Ga,b1b2 does not satisfy
stopping rules (S1)-(S3), then it has a deterministic maximal subgraph with a doubly connected structure.

Proof. By Lemma 6.4 and Lemma 6.5, we know that Ga,b1b2
is globally standard. Under the assumption of

this lemma, Ga,b1b2 either is non-expandable or does not contain a t-variable required by Step 2 of Strategy
6.6. In either case, Ga,b1b2 contains a locally standard MIS, say Ik, which, by the pre-deterministic property
of Ik, does not contain any internal blue solid edge.

Now we consider two cases. First, suppose Ik is a proper isolated subgraph. Due to the weakly isolated
property, Ik is connected with at least two external red solid edges and at most one blue solid edge. Hence
Ik contains a non-standard neutral atom, which gives a contradiction. Second, suppose Ik is indeed the
maximal subgraph of Ga,b1b2 . Then Ik is locally standard and does not contain any internal blue solid edges,
so it is deterministic.

With Lemma 6.5, we show that Strategy 6.6 will stop after O(1) many iterations.

Lemma 6.8. The expansions in Strategy 6.6 will stop after at most Cn many iterations of Steps 1–3, where
Cn denotes a large constant depending on n. All graphs from these expansions are doubly connected. If a
graph satisfies the stopping rule (S1)/(S2)/(S3) and has scaling order 6 D, then it satisfies the property
(i)/(ii)/(iii) of Definition 6.3.

Proof. Let G be an input graph for Step 3 of Strategy 6.6. Its scaling order must be larger than or equal to
the scaling orders of the graphs in (3.9), i.e. ord(G) > 3. Hence the new graphs from case (3) of Lemma 6.5
are SPD and have scaling orders > n + 1, so it satisfies the property (ii) of Definition 6.3; the new graphs
from case (5) of Lemma 6.5 are doubly connected and have scaling orders > D + 2. Furthermore, the new
graphs from cases (1) and (2) of Lemma 6.5 are globally standard, so they satisfy the property (i)/(ii) of
Definition 6.3 if they satisfy the stopping rule (S1)/(S2). Finally, in equation (6.4), the graphs in Q satisfy
the stopping rule (S3) and the property (iii) of Definition 6.3; the graphs in Gerr are doubly connected and
have scaling orders > D + 1; the graphs Gω are globally standard, so they satisfy the property (i)/(ii) of
Definition 6.3 if they satisfy the stopping rule (S1)/(S2). Combining the above discussions with Lemma 6.4
for local expansions in Step 1 of Strategy 6.6, we conclude the second and third statements.

Now we prove the first statement. Let G0 be a graph from Step 0. We construct inductively a tree
diagram T for the expansions of G0 as follows. Let G0 be the root. Given a graph G represented by a vertex
of the tree, its children are the graphs obtained from an iteration of Steps 1–3 of Strategy 6.6 acting on G.
Suppose a graph G satisfies a stopping rule, then we stop the expansion and G has no children on T . Let the
height of T be the maximum distance between the root and a leaf of T . To show that the expansions will
stop after Cn many iterations of Steps 1–3, it is equivalent to show that T is a finite tree with height 6 Cn.

Let G0 → G1 → G2 → · · · → Gh be a self-avoiding path from the root to a leaf. Let k0 = 0. After having
defined ki, let ki+1 := h ∧min{j > ki : ord(Gj) > ord(Gki)}. Then the increasing sequence {k0, k1, k2, · · · }
has length at most n, because a graph of scaling order > n + 1 satisfies the stopping rule (S2) and has no
children. Moreover, we claim that |ki+1 − ki| 6 n. First, by Lemma 6.5, if a new graph after an iteration of
Steps 1–3 has the same scaling order as the input graph, then it must have one fewer blue solid edge than
the input graph. Second, by the property (ii) of Definition 2.5, the number of internal atoms in Gki is less
than or equal to the number of waved and diffusive edges, which gives that the number of blue solid edges
in Gki is at most n. These two facts together conclude the claim. In sum, we have shown that h 6 n2, i.e.
the height of T is at most n2.

6.4 Proof of Theorem 3.7

In this subsection, we prove Theorem 3.7 using the results in Sections 6.2 and 6.3. To summarize, we have
proved the following facts.

(I) The expansions of Ta,b1b2
will stop and give O(1) many new graphs (Lemma 6.8).

(II) If a new graph from the expansions satisfies the stopping rule (S1)/(S2)/(S3), then it satisfies the
property (i)/(ii)/(iii) of Definition 6.3 (Lemma 6.8).
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(III) If a new graph from the expansions does not satisfy the stopping rules (S1)–(S3), then it has a deter-
ministic doubly connected maximal subgraph (Lemma 6.7).

Now we complete the proof of Theorem 3.7 using induction. We have obtained the second order T -
expansion and T -equation in (3.8). Fix any 2 6 n 6M . Suppose for all 2 6 k 6 n− 1, we have constructed
the k-th order T -equation using Strategy 6.6, shown the properties (1.20)–(1.22) of En−1 by Lemma 3.9, and
obtained the k-th order T -equation using Corollary 3.8. Now applying Strategy 6.6, we obtain the following
expansion of Ta,b1b2

:

Ta,b1b2 = mΘab1Gb1b2 +
∑
x

(ΘΣ(n))axtx,b1b2 + (R̃(n)
IT )a,b1b2 + (A(>n)

IT )a,b1b2 + (Q(n)
IT )a,b1b2 + (Err′n,D)a,b1b2 .

Denoting

(R(n)
IT )a,b1b2

= (R̃(n)
IT )a,b1b2

−
∑
x

(ΘΣ(n))ax|m|2
∑
α

sxαGαb1
Gαb2

(1− 1α6=b1
1α6=b2

) ,

the above equation can be rewritten as

Ta,b1b2
= mΘab1

Gb1b2
+
∑
x

(ΘΣ(n))axTx,b1b2
+ (R(n)

IT )a,b1b2
+ (A(>n)

IT )a,b1b2

+ (Q(n)
IT )a,b1b2 + (Err′n,D)a,b1b2 . (6.7)

By the above three facts (I)–(III), we have shown that (6.7) satisfies Definitions 3.3 and 6.3, except for the
following properties:

• in the decomposition (3.12) of R(n)
IT , RIT,l, 4 6 l 6 n − 1, are the same expressions as those in lower

order T -equations;

• in the decomposition (3.13) of Q(n)
IT , QIT,l, 4 6 l 6 n − 1, are the same expressions as those in lower

order T -equations;

• in the decomposition (3.14) of Σ(n), El, 4 6 l 6 n−1, are the same self-energies as those in lower order
T -equations.

We decompose the graphs Σ(n), R(n)
IT and Q(n)

IT in (6.7) according to scaling orders as

Σ(n) = Σ̂(n−1) + En, R(n)
IT = R̂(n−1)

IT +RIT,n, Q(n)
IT = Q̂(n−1)

IT +QIT,n +Q(>n)
IT , (6.8)

where Σ̂(n−1), R̂(n−1)
IT and Q̂(n−1)

IT are sums of graphs of scaling orders 6 n − 1, En, RIT,n and QIT,n are
sums of graphs of scaling order n, and Q(>n)

IT is a sum of Q-graphs of scaling order > n. To conclude the
proof, it suffices to prove that

Σ̂(n−1) = Σ(n−1), R̂(n−1)
IT = R(n−1)

IT , Q̂(n−1)
IT = Q(n−1)

IT , (6.9)

if we perform the expansions in a proper way. In order to have (6.9), we perform almost the same (n− 1)-th
and n-th order expansions of Ta,b1b2 in parallel, with the only difference being the cutoff order in the stopping
rule: the cutoff order is n− 1 for the (n− 1)-th order expansion strategy, and n for the n-th order expansion
strategy. We now give a more precise description of the expansion procedure.

After the r-th step expansion (where one step refers to a local expansion in Section 4.2, a Q-expansion in
Section 4.4 or a substitution in global expansions), we denote by G

(n−1)
r and G

(n)
r the collections of scaling

order 6 n − 1 graphs in the (n − 1)-th and n-th order expansion processes, respectively. We trivially have
G

(n−1)
0 = G

(n)
0 . Suppose G

(n−1)
r = G

(n)
r for an r ∈ N. Then given any graph in G ∈ G

(n−1)
r , we perform the

(r + 1)-th step expansion as follows.

• If we apply a local expansion to G in the (n− 1)-th order expansion process, then we apply the same
expansion to the same weight or edge of G in the n-th order expansion process.

• If G is of the form (4.16), then we apply exactly the same Q-expansion to it in both the (n− 1)-th and
n-th order expansion processes.
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• Suppose in the (n−1)-th order expansion processes, we replace a tx,y1y2 variable in G with an (n−2)-th
order T -expansion (i.e. (4.15) with n − 1 replaced by n − 2). Then in the n-th order expansion, we
replace the same tx,y1y2 variable with (4.15). By (3.2), (3.5) and (3.6), we have that

Σ
(n−1)
T − Σ

(n−2)
T = ΣT,n−1, R(n−1)

T −R(n−2)
T = RT,n−1,

Q(k−1)
T −Q(k−2)

T = QT,k−1 +Q(>k−1)
T −Q(>k−2)

T .

Hence the (n− 2)-th order version of (4.15) is different from (4.15) only in the following terms:

m(ΘΣT,n−1Θ)xy1Gy1y2 , (RT,n−1)x,y1y2 , (QT,n−1 +Q(>n−1)
T −Q(>n−2)

T )x,y1y2 ,

(A(>n−2)
T )x,y1y2 , (A(>n−1)

T )x,y1y2 , (Errn−1,D)x,y1y2 , (Errn,D)x,y1y2 .

However, if we have replaced tx,y1y2 with a graph in one of these terms, then the resulting graph must

be of scaling order at least n. Such graphs will not be included into G
(n−1)
r+1 or G

(n)
r+1.

In sum, we see that G
(n−1)
r+1 = G

(n)
r+1 as long as we perform the n-th order expansions in the above way. By

induction in r, we get that (6.9) holds, which concludes the proof.

7 Proof of Theorem 3.6

Recall the following standard large deviation estimates in Lemma 7.1, which show that the resolvent entries
are controlled T -variables. The bound (7.2) was proved in equation (3.20) of [33], and (7.3) was proved in
Lemma 5.3 of [12]. Given a matrix M , we will use ‖M‖max = maxi,j |Mij | to denote its maximum norm.

Lemma 7.1. Suppose for a constant δ0 > 0 and deterministic parameter W−d/2 6 Φ 6W−δ0 we have that

‖G(z)−m(z)‖max ≺W−δ0 , ‖T‖max ≺ Φ2, (7.1)

uniformly in z ∈ D for a subset D ⊂ C+. Then

1x 6=y|Gxy(z)|2 ≺ Txy(z) (7.2)

uniformly in x, y ∈ ZdL and z ∈ D, and

|Gxx(z)−m(z)| ≺ Φ (7.3)

uniformly in x ∈ ZdL and z ∈ D.

Now we state the three main ingredients, Lemmas 7.2, 7.3 and 7.4, for the proof of Theorem 3.6. First,
we have an initial estimate when η = 1, whose proof will be given in Section 8.

Lemma 7.2 (Initial estimate). Under the assumptions of Theorem 3.6, for any z = E + iη with E ∈
(−2 + κ, 2− κ) and η = 1, we have that

|Gxy(z)−m(z)δxy|2 ≺ Bxy, ∀ x, y ∈ ZdL. (7.4)

Second, we have a continuity estimate in Lemma 7.3, whose proof will be given in Section 9. It allows us
to get some a priori estimates on G(z) from the local law (3.16) on G(z̃) for z̃ with a larger imaginary part
Im z̃ = W ε0 Im z, where ε0 > 0 is a small constant.

Lemma 7.3 (Continuity estimates). Under the assumptions of Theorem 3.6, suppose that

|Gxy(z̃)−m(z̃)δxy|2 ≺ Bxy(z̃), ∀ x, y ∈ ZdL, (7.5)

with z̃ = E + iη̃ for some E ∈ (−2 + κ, 2− κ) and η̃ ∈ [W 2+ε/L2, 1]. Then we have that

max
x,x0

1

Kd

∑
y:|y−x0|6K

(
|Gxy(z)|2 + |Gyx(z)|2

)
≺
(
η̃

η

)2
1

W 4Kd−4
, (7.6)

40



uniformly in K ∈ [W,L/2] and z = E+iη with W 2+ε/L2 6 η 6 η̃. Moreover, for any constant ε0 ∈ (0, d/20),
we have that

‖G(z)−m(z)‖max ≺W−d/2+ε0 , (7.7)

uniformly in z = E + iη with max{W−ε0 η̃,W 2+ε/L2} 6 η 6 η̃.

Compared with (3.16), the `∞ bound (7.7) is sharp up to a factor W ε0 . The estimate (7.6) is an averaged
bound instead of an entrywise bound and the right-hand side of (7.6) loses an W 2/K2 factor when compared
with the sharp averaged bound W−2K−(d−2). We need to use the following lemma to improve the weaker
estimates (7.6) and (7.7) to the stronger local law (3.16). Its proof will be given in Section 8. Note that
(7.6) verifies the assumption (7.8) as long as we have W−ε0 η̃ 6 η 6 η̃.

Lemma 7.4 (Entrywise bounds on T -variables). Suppose the assumptions of Theorem 3.6 hold. Fix any
z = E + iη with E ∈ (−2 + κ, 2− κ) and η ∈ [W 2+ε/L2, 1]. Suppose for some constant ε0 > 0, (7.7) and the
following estimate hold:

max
x,x0

1

Kd

∑
y:|y−x0|6K

(
|Gxy(z)|2 + |Gyx(z)|2

)
≺ W 2ε0

W 4Kd−4
, (7.8)

for all K ∈ [W,L/2]. As long as ε0 is sufficiently small (depending on n and c0 in (3.15)), we have that

Txy(z) ≺ Bxy, ∀ x, y ∈ ZdL. (7.9)

Combining the above three lemmas, we can complete the proof of Theorem 3.6 using a bootstrapping
argument on a sequence of multiplicatively decreasing η given in (7.10). The details have been given in
Section 5.2 of [32]. For the reader’s convenience, we repeat the main argument here.

Proof of Theorem 3.6. Fix any E ∈ (−2 + κ, 2− κ). We define the following sequence of decreasing η for a
small constant ε0 > 0:

ηk := max(W−kε0 , W 2+ε/L2), 0 6 k 6 `0, (7.10)

where `0 is the smallest integer such that W−`0ε0 6W 2+ε/L2. By definition, ηk+1 = W−ε0ηk for k 6 `0− 1
and we always have η`0 = W 2+ε/L2. Now we prove Theorem 3.6 through an induction on k. First, by
Lemma 7.2, (3.16) holds with z = z0 = E + iη0. Then suppose (3.16) holds with z = zk := E + iηk for some
0 6 k 6 `0 − 1. By Lemma 7.3, (7.7) and (7.8) hold for all z = E + iη with ηk+1 6 η 6 ηk. Then applying
Lemma 7.4, we obtain that (7.9) holds with z = zk+1. Now using Lemma 7.1, we can conclude (3.16) with
z = zk+1. Repeating the induction for `0 steps, we obtain that

(i) (3.16) holds for all zk with 0 6 k 6 `0;

(ii) (7.7) and (7.8) hold for all z = E + iη with η`0 6 η 6 1.

To conclude Theorem 3.6, we need to extend (3.16) uniformly to all z = E + iη with E ∈ (−2 + κ, 2 − κ)
and η ∈ [η`0 , 1]. This is a standard perturbation and union bound argument, so we omit the details.

8 High moment estimate

In this section, we prove Lemma 7.2 and Lemma 7.4. Their proofs use the same idea, that is, we bound
the high moment ETxy(z)p for any fixed p ∈ N using the n-th order T -expansion. First, Lemma 7.4 follows
immediately from the high moment estimate in Lemma 8.1, which will be proved in Section 8.2.

Lemma 8.1. Suppose the assumptions of Lemma 7.4 hold. Assume that

Txy ≺ Bxy + Φ̃2, ∀ x, y ∈ ZdL, (8.1)

for a deterministic parameter Φ̃ satisfying 0 6 Φ̃ 6W−δ for a constant δ > 0. Then for any fixed p ∈ N, we
have that

ETxy(z)p ≺ (Bxy +W−cΦ̃2)p (8.2)

for a constant c > 0 depending only on d and c0 in (3.15).
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Proof of Lemma 7.4. By (7.7), we have that (8.1) holds with Φ̃ = Φ̃0 := W−d/2+ε0 . Then combining (8.2)
with Markov’s inequality, we obtain that

Txy(z) ≺ Bxy +W−cΦ̃2
0 .

Hence (8.1) holds with a smaller parameter Φ̃ = Φ̃1 := W−c/2Φ̃0. Applying Lemma 8.1 and Markov’s
inequality again, we obtain that

Txy(z) ≺ Bxy +W−cΦ̃2
1 = Bxy +W−2cΦ̃2

0 .

Now for any fixed D > 0, iterating the above argument for dD/ce many times, we obtain that

Txy(z) ≺ Bxy +W−D.

This concludes (7.9) as long as D is large enough.

8.1 Estimates of doubly connected graphs

The proof of Lemma 8.1 will use some important estimates on doubly connected graphs stated in this
subsection. First, inspired by the maximum bound (7.7), the weak averaged bound (7.8) and the local law
(3.16), the following weak and strong norms were introduced in [32].

Definition 8.2. Given a ZdL × ZdL matrix A and some fixed a, b > 0, we define its weak-(a, b) norm as

‖A‖w;(a,b) := W ad/2 max
x,y∈ZdL

|Axy|+ sup
K∈[W,L/2]

(
W

K

)b
Kad/2 max

x,x0∈ZdL

1

Kd

∑
y:|y−x0|6K

(|Axy|+ |Ayx|) ,

and its strong-(a, b) norm as

‖A‖s;(a,b) := max
x,y∈ZdL

(
W

〈x− y〉

)b
〈x− y〉ad/2 |Axy| .

It is easy to check that ‖B‖s;(2,2) ≺ 1, ‖G(z) − m(z)IN‖s;(1,1) ≺ 1 if (3.16) holds, and ‖G(z) −
m(z)IN‖w;(1,2) ≺ W ε0 if (7.7) and (7.8) hold. We now introduce a positive random variable Ψxy(τ,D)
for a small constant τ > 0 and a large constant D > 0, which was defined in [33, Definition 3.4]:

Ψ2
xy ≡ Ψ2

xy(τ,D) := W−D + max
|x1−x|6W 1+τ

|y1−y|6W 1+τ

sx1y1 +W−(2+2τ)d
∑

|x1−x|6W 1+τ

∑
|y1−y|6W 1+τ

|Gx1y1 |2. (8.3)

It is easy to check that ‖Ψ(z)‖w;(1,2) ≺ ‖G(z)−m(z)IN‖w;(1,2)+1 and ‖Ψ(z)‖s;(1,1) ≺ ‖G(z)−m(z)IN‖s;(1,1)+
1 as long as D is large enough. The motivation for introducing the Ψ variable is as follows: given two atoms
x1, x2 ∈ ZdL, suppose y1 6= y2 satisfy that

|y1 − x1| 6W 1+τ/2, |y2 − x2| 6W 1+τ/2. (8.4)

Then under the setting of Lemma 7.1, by applying (7.2) twice we obtain that

|Gy1y2(z)|2 ≺ Ty1y2(z) = |m|2sy1y2 |Gy2y2(z)|2 + |m|2
∑
α 6=y2

sy1α|Gy2α(z)|2

≺ sy1y2 +
∑
α6=y2

sy1αTy2α(z) 6 sy1y2 +
∑
α,β

sy1αsy2β |Gαβ(z)|2

6W−D + sy1y2 +W−2d
∑

|α−y1|6W 1+τ/2

∑
|β−y2|6W 1+τ/2

|Gαβ(z)|2 6W 2dτΨ2
x1x2

(τ,D), (8.5)

where we also used (1.9) and the identity Gxy(z) = Gyx(z) in the derivation. In particular, if y1 and y2

are in the same molecules as x1 and x2, respectively, then (8.4) holds, since otherwise the graph will be
smaller than W−D for any fixed D > 0 by (1.9) and (2.3). Hence (8.5) shows that all the G edges between
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two molecules containing atoms x1 and x2 can be bounded by the same variable Ψx1x2
. This fact will be

convenient for our proof.
In this paper, we only use weak or strong-(a, b) norms with a 6 2. In this case, it is not hard to check

that the strong-(a, b) norm is strictly stronger than the weak-(a, b) norm. By Definition 8.2, we immediately
get the bounds

max
x,y∈ZdL

|Axy| 6W−ad/2‖A‖w;(a,b), (8.6)

max
x,x0∈ZdL

1

Kd

∑
y:|y−x0|6K

(|Axy|+ |Ayx|) 6
1

W bKad/2−b ‖A‖w;(a,b), for all K ∈ [W,L/2], (8.7)

|Axy| 6
1

W b〈x− y〉ad/2−b
‖A‖s;(a,b). (8.8)

Using these estimates, we can easily prove the following bounds.

Claim 8.3. Let a and b be two positive constants satisfying that

ad/2− b− 2 > 0. (8.9)

Given any two matrices A(1) and A(2), we have that

∑
x

A(1)
xβ ·

k∏
i=1

Bxyi ≺W−ad/2Γ(y1, · · · , yk) · ‖A(1)‖w;(a,b), (8.10)

∑
x

A(1)
xαA

(2)
xβ ·

k∏
i=1

Bxyi ≺W−ad/2Γ(y1, · · · , yk) · 1

W b〈x− y〉ad/2−b
· ‖A(1)‖s;(a,b)‖A(2)‖s;(a,b), (8.11)

∑
x

A(1)
xαA

(2)
xβ ·

k∏
i=1

Bxyi ≺W−ad/2Γ(y1, · · · , yk)Aαβ · ‖A(1)‖w;(a,b)‖A(2)‖w;(a,b), (8.12)

where Aαβ is a positive variable satisfying ‖A‖w;(a,b) 6 1 and Γ(y1, · · · , yk) is defined by

Γ(y1, · · · , yk) :=

k∑
i=1

∏
j 6=i

Byiyj . (8.13)

Proof. The proof of this claim is basic by using (8.6)–(8.8), so we omit the details. The reader can also refer
to the proof of Claim 6.11 in [32] for a formal proof.

The following lemma gives useful estimates on doubly connected graphs.

Lemma 8.4 (Lemma 6.10 of [32]). Suppose d > 8 and G is a doubly connected normal regular graph without
external atoms. Pick any two atoms of G and fix their values x, y ∈ ZdL. Then the resulting graph Gxy
satisfies that

|Gxy| ≺W−(nxy−3)d/2BxyAxy · ‖G(z)−m(z)IN‖
nxy−2

w;(1,2) , (8.14)

and
|Gxy| ≺W−(nxy−3)d/2B3/2

xy · ‖G(z)−m(z)IN‖
nxy−2

s;(1,1) , (8.15)

where nxy := ord(Gxy) is the scaling order of Gxy and Axy is some positive variable satisfying ‖A‖w;(1,2) ≺ 1.
If we fix an atom x ∈ G, then the resulting graph Gx satisfies that

|Gx| ≺W−ord(Gx)·d/2 · ‖G(z)−m(z)IN‖
nxy−2

w;(1,2). (8.16)

The above bounds hold also for the graph Gabs, which is obtained by replacing every component (including
edges, weights and coefficients) in G with its absolute value and ignoring all P or Q labels (if any).

Deterministic doubly connected graphs satisfy better bounds than Lemma 8.4, because all edges in their
blue nets are now (labelled) diffusive edges, whose strong-(2, 2) norms are bounded by O≺(1).
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Lemma 8.5 (Corollary 6.12 of [32]). Suppose d > 6 and G is a deterministic doubly connected normal
regular graph without external atoms. Pick any two atoms of G and fix their values x, y ∈ ZdL. Then the
resulting graph Gxy satisfies that

|Gxy| ≺W−(nxy−4)d/2B2
xy, (8.17)

where nxy := ord(Gxy) is the scaling order of Gxy. This bound holds also for the graph Gabs, which is obtained
by replacing every component (including edges and coefficients) in G with its absolute value.

8.2 Proof of Lemma 8.1

In this subsection, we prove Lemma 8.1 using the n-th order T -expansion.

Proof of Lemma 8.1. We rename the indices x and y as a and b, respectively. Moreover, following the
notation in (2.4), we represent a and b by ⊗ and ⊕ in graphs. Applying (3.1) to a Tab in ET pab, we obtain
that

ET pab = ET p−1
ab

[
mΘab +m(ΘΣ

(n)
T Θ)ab

]
Gbb + ET p−1

ab (R(n)
T )a,bb

+ ET p−1
ab (A(>n)

T )a,bb + ET p−1
ab (Q(n)

T )a,bb + ET p−1
ab (Errn,D)a,bb.

(8.18)

Using (1.14) and (3.7), we can bound the first term on the right-hand side as

ET p−1
ab

[
mΘab +m(ΘΣ

(n)
T Θ)ab

]
Gbb ≺ BabET p−1

ab . (8.19)

Next we claim that
(R(n)

T )a,bb ≺W−d/2+ε0Bab. (8.20)

Let Gab be a graph in (R(n−1)
T )ab. By Definition 3.2, it has dotted edges connected with ⊕, has a (labelled)

diffusive edge connected with ⊗, is of scaling order > 3, and is doubly connected. Now merging ⊕ with the
internal atoms that are connected to it through dotted edges, we can write Gab as

Gab =
∑
x

Θax(G0)xb,

where the Θ edge can also be replaced by a labelled diffusive edge and (G0)xb is a graph satisfying the
assumptions of Lemma 8.4. Then using (1.14) (or (2.8) if Θax is replaced by a labelled diffusive edge), (8.14)
and ‖G(z)−m(z)IN‖w;(1,2) ≺W ε0 by the assumptions of Lemma 7.4, we can bound that

|Gab| ≺W (nxb−3)(−d/2+ε0)+ε0
∑
x

BaxBxbAxb ≺W (nxb−2)(−d/2+ε0)Bab, (8.21)

where nxb := ord((G0)xb), Axb is a positive variable satisfying ‖A‖w;(1,2) ≺ 1, and in the last step we used
(8.10) with (a, b) = (1, 2). Using (8.21) and the fact that nxb > 3, we conclude (8.20). Now with (8.20), we
can bound the second term on the right-hand side of (8.18) as

ET p−1
ab (R(n)

T )a,bb ≺W−d/2+ε0BabET p−1
ab . (8.22)

It remains to bound the last three terms on the right-hand side of (8.18). This can be done with the following
two claims.

Claim 8.6. Under the setting of Lemma 8.1, we have that

(A(>n)
T )a,bb ≺W (n−1)(−d/2+ε0) L

2

W 2
(Bab + Φ̃2), (8.23)

and

(Errn,D)a,bb ≺WD(−d/2+ε0) L
2

W 2
(Bab + Φ̃2). (8.24)

Claim 8.7. Under the setting of Lemma 8.1, we have that

ET p−1
ab (Q(n)

T )a,bb ≺
p∑
k=2

[
W−d/4+ε0/2(Bab + Φ̃2)

]k
ET p−kab . (8.25)
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We postpone the proofs of these two claims until we complete the proof of Lemma 8.1. Using Claim 8.6
and the condition (3.15), we get that

ET p−1
ab

[
(A(>n)

T )a,bb + (Errn,D)a,bb

]
≺W (n−1)(−d/2+ε0) L

2

W 2
(Bab + Φ̃2)ET p−1

ab

6W−c0+(n−1)ε0(Bab + Φ̃2)ET p−1
ab .

(8.26)

Combining (8.19), (8.22), (8.25) and (8.26), and using Hölder’s inequality ET p−kab 6 (ET pab)
p−k
p , we can bound

(8.18) as

ET pab ≺ (Bab +W−cΦ̃2) (ET pab)
p−1
p +

p∑
k=2

[
W−c(Bab + Φ̃2)

]k
(ET pab)

p−k
p , (8.27)

where c := min(c0 − (n− 1)ε0, d/4− ε0/2) is a positive constant as long as ε0 is sufficiently small. Applying
Young’s inequality to every term on the right-hand side, we get that

ET pab ≺W
ε(Bab +W−cΦ̃2)p +W−εET pab ⇒ ET pab ≺W

ε(Bab +W−cΦ̃2)p, (8.28)

for any constant ε > 0. Since ε is arbitrary, we conclude (8.2).

For convenience of our proof, we introduce the following notation of Ω variables, which satisfy the same
properties needed for the proof as off-diagonal G edges.

Notation 8.8. We will use Ω to denote matrices of non-negative random variables satisfying ‖Ω‖w;(1,2) ≺
W ε0 and

Ωxy ≺ B1/2
xy + Φ̃. (8.29)

In the setting of Lemma 8.1, |Gxy −mδxy| and Ψxy in (8.3) are both Ω variables.

Now we claim the following useful fact: if Ω(1) and Ω(2) satisfy Notation 8.8, then

Ωαβ :=
W d/2−ε0

Γ(y1, · · · , yk)

∑
x

Ω(1)
xαΩ

(2)
xβ ·

k∏
i=1

Bxyi also sastifies Notation 8.8. (8.30)

First, notice that by (8.12), we have ‖Ω‖w;(1,2) ≺W ε0 . It remains to prove that Ω satisfies (8.29). Consider
two regions I1 := {x : 〈x−α〉 > 〈x−β〉} and I2 := {x : 〈x−α〉 < 〈x−β〉}. On I1, we have 〈x−α〉 > 〈α−β〉/2,
which gives that

Ω(1)
xα ≺ B1/2

xα + Φ̃ . B1/2
αβ + Φ̃.

Together with (8.10), it gives that

∑
x∈I1

Ω(1)
xαΩ

(2)
xβ ·

k∏
i=1

Bxyi ≺ (B
1/2
αβ + Φ̃)

∑
x∈I1

Ω
(2)
xβ ·

k∏
i=1

Bxyi ≺ (B
1/2
αβ + Φ̃) ·W−d/2+ε0Γ(y1, · · · , yk).

We have a similar bound for the sum over I2. This concludes (8.30). In the proof, it is more convenient to
use the following form of (8.30):

∑
x

Ω(1)
xαΩ

(2)
xβ ·

k∏
i=1

Bxyi = W−d/2+ε0Γ(y1, · · · , yk)Ωαβ , (8.31)

for some Ω satisfying Notation 8.8.

Proof of Claim 8.6. We only need to consider the graphs in (A(>n)
T )ab that are not ⊕-recollision graphs,

because ⊕-recollision graphs have been shown to satisfy (8.21). Any such graph Gab can be written into

Gab =
∑

x,y1,y2

Θax(G0)x,y1y2Gy1bGy2b, Gab =
∑
x,y1

Θax(G0)xy|Gyb|2, Gab =
∑
x,y

Θax(G0)xyΘyb, (8.32)
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or some forms obtained by setting x to be equal to y, y1 or y2 and by replacing the Θ edges with labelled
diffusive edges. Here the graphs G0 are doubly connected graphs without external atoms. Using (8.14), we
can bound the second and third terms of (8.32) as

|Gab| ≺W (nxy−3)(−d/2+ε0)+ε0
∑
x,y

BaxBxyAxy
(
Byb + Φ̃2

)
.W (nxy−2)(−d/2+ε0)

∑
y

Bay

(
Byb + Φ̃2

)
.W (nxy−2)(−d/2+ε0)

(
1

W 4〈a− b〉d−4
+

L2

W 2
Φ̃2

)
.W (n−1)(−d/2+ε0) L

2

W 2

(
Bab + Φ̃2

)
, (8.33)

where nxy := ord((G0)xy). Here in the second and third steps we used (8.10) and the simple bounds∑
y

BayByb .
1

W 4〈a− b〉d−4
,
∑
y

Bay .
L2

W 2
,

and in the fourth step we used ord((G0)xy) = ord(Gab) > n + 1 and 〈a − b〉 . L. It remains to bound the
first expression in (8.32). (Some variants of (8.32) obtained by setting x to be equal to y, y1 or y2 and by
replacing the Θ edges with labelled diffusive edges can be estimated in similar ways, so we omit the details.)

By (1.9), (1.14), (2.3) and (2.8), we have the following maximum bounds on deterministic edges:

max
x,y

sxy = O(W−d), max
x,y
|S±xy| = O(W−d), max

x,y
Θxy ≺W−d,

max
x,y
|(ΘE2k1ΘE2k2Θ · · ·ΘE2klΘ)xy| ≺W−kd/2,

(8.34)

where k :=
∑l
i=1 2ki − 2(l − 1). For simplicity of presentation, we will use α ∼M β to mean that “atoms α

and β belong to the same molecule”. Suppose there are ` internal moleculesMi, 1 6 i 6 `, in G0. We choose
one atom in each Mi, say xi, as a representative. For definiteness, we assume that x, y1 and y2 belong to
different molecules. Otherwise, the proof will be easier and we omit the details. Throughout the following
proof, we fix a small constant τ > 0 and a large constant D > 0. For any α ∼M xi, it suffices to assume that

|α− xi| 6W 1+τ/2, (8.35)

because otherwise the graph is smaller than W−D. Then under the assumption (8.35), for αi ∼M xi and
αj ∼M xj , by (1.14), (8.5) and (2.8) we have that

|Gαiαj | ≺W dτΨxixj (τ,D), Θαiαj ≺ Byiyj .W (d−2)τ/2Bxixj . (8.36)∣∣(ΘE2k1ΘE2k2Θ · · ·ΘE2klΘ)αiαj
∣∣ ≺W−(k−2)d/2+(d−2)τ/2Bxixj . (8.37)

The above estimates show that we can bound edges between different molecules with Ψ or B variables that
only contain the representative atoms xi in their indices.

We first bound the edges between different molecules. Due to the doubly connected property of G0, we
can pick two spanning trees of the black and blue nets, which we refer to as the black tree and blue tree,
respectively. We bound the internal edges that are not in the two trees by their maximum norms:

(i) we bound each solid edge that is not in the blue tree by O≺(W−d/2+ε0);

(ii) we bound each diffusive edge that is not in the black and blue trees by O≺(W−d);

(iii) we bound each labelled diffusive edge that is not in the black and blue trees by O≺(W−kd/2), where k
is the scaling order of this edge.

We bound the external edges and edges of the two trees as follows:

(iv) the blue solid and diffusive edges in the two trees and the external edges Θax, Gy1b and Gy2b are
bounded using (8.36) and (8.37).

In this way, we can bound that

|Gab| ≺W−n1d/2+n2τ+n3ε0
∑

x1,··· ,x`

Γglobal(x1, · · · , x`)
∏̀
i=1

|G(i)
xi | , (8.38)
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where W−n1d/2+n2τ+n3ε0 is a factor coming from the above items (i)–(iv); Γglobal is a product of blue solid
edges that represent Ψ entries, and (black or blue) double-line edges that represent B entries; every G(i)

xi is
the subgraph inside the molecule Mi, which has xi as an external atom. The local structure G(i)

xi can be
bounded as follows:

• we bound each waved or diffusive edge by O≺(W−d) using the maximum bounds in (8.34);

• we bound each labelled diffusive edge by O≺(W−kd/2), where k is its scaling order;

• we bound each off-diagonal G edge and light G weight by O≺(W−d/2+ε0);

• each summation over an internal atom in Mi \ {xi} gives a W (1+τ/2)d factor due to (8.35).

Thus with the definition of scaling order in (2.11), we get that

|G(i)
xi | ≺W

−ord(G(i)
xi

)·d/2+liε0+kidτ/2, (8.39)

where li is the number of off-diagonal G edges and light weights in G(i)
xi , and ki is the number of internal

atoms. Finally, for convenience of proof, we bound every diffusive edge in the blue (but not black) tree of
Γglobal(x1, · · · , x`) as

Bxixj 6W
−d/2B1/2

xixj . (8.40)

(This is solely because we can express both the Ψ and B1/2 entries using the Notation 8.8.) Plugging (8.39)
and (8.40) into (8.38), we obtain that

Gab ≺W (nab−`−1)(−d/2+ε0)+n4τ (Gab)aux, (8.41)

where nab := ord(Gab), n4 := n2 +
∑`
i=1 kid/2, and nab− `− 1 in the exponent can be obtained by counting

the number of W−d/2 factors from the above argument. Here we also used the following fact: by property
(ii) of Definition 2.5, the number of internal atoms in Gab is at most the number of waved and diffusive
edges, and hence the number of W ε0 factors coming from off-diagonal G edges and light weights is less than
or equal to the number of W−d/2 factors. (Gab)aux is an auxiliary graph satisfying the following properties:

(i) (Gab)aux has two external atoms a and b, and ` internal atoms xi, 1 6 i 6 `, which are the representative
atoms of the internal molecules of Gab;

(ii) every double-line edge between atoms x and y represents a Bxy factor, and every blue solid edge
between atoms x and y represents a variable satisfying the Notation 8.8;

(iii) there is a spanning tree of black double-line edges, and ⊗ is connected to an internal atom through a
double-line edge (which corresponds to the edge Θax in Gab);

(iv) there is a spanning tree of blue solid edges, and ⊕ is connected to internal atoms through two blue
solid edges (which correspond to the edges Gy1b and Gy2b in Gab).

Now we choose an atom connected to ⊕ as the root of the blue spanning tree. Then we sum over the
internal atoms in (Gab)aux from the leaves to this root. Without loss of generality, assume that we sum over
the internal atoms according to the order

∑
x`
· · ·
∑
x2

∑
x1

, such that atom x` is the root. For simplicity

of notations, we denote all blue solid edges appearing in the proof by Ω, including the Ψ and B1/2 edges in
(Gab)aux and new edges coming from applications of (8.30). All these Ω variables satisfy the Notation 8.8,
and their exact forms may change from one line to another.

We sum over the internal atoms one by one. For the sum over x1, using (8.31) (if x1 is connected with
⊕) or (8.10) (if x1 is not connected with ⊕), we can bound (Gab)aux as

(Gab)aux ≺W−d/2+ε0

n1∑
k=1

(G(1)
ab,k)aux, (8.42)

where (G(1)
ab,k)aux are auxiliary graphs obtained by replacing the edges connected to x1 with the graphs on the

right-hand side of (8.31) or (8.10), and n1 is the number of atoms connected to x1 through double-line edges.
More precisely, after summing over x1, we get rid of the blue solid edge connected with x1. If ⊕ and x1 are
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connected through a blue solid edge in (Gab)aux, then in each new graph ⊕ is connected to the parent of x1

on the blue tree through a blue solid edge. Moreover, suppose w1, · · · , wn1
are the atoms connected to x1

through double-line edges. Then corresponding to the n1 terms in Γ(w1, · · · , wn1
), the atoms w1, · · · , wn1

are now connected to one of them, say wk, through double-line edges in new graphs, which leads to the
n1 different choices in (8.42). Now we observe that every new graph (G(1)

ab,k)aux is doubly connected in the
following sense: there is a black spanning tree connecting all the internal atoms and ⊗, and a disjoint blue
spanning tree connecting all the internal atoms and ⊕. Furthermore, there are at least two blue solid edges
connected with ⊕ in (G(1)

ab,k)aux.

Then we sum over the atoms x2, · · · , x`−1 one by one using (8.31) or (8.10). At each step, we gain a
W−d/2+ε0 factor and reduce a graph into a sum of several new graphs, each of which has one fewer atom, a
black spanning tree connecting all the internal atoms and ⊗, a blue spanning tree connecting all the internal
atoms and ⊕, and two blue solid edges connected with ⊕. In the following figure, we give an example of the
graph reduction process by summing over the internal atoms x1, x2, x3.

x2

x1
x3

a
 

b

x4

x2

x3

a
 

b

x4

x3

  

a
 

b

x4

x4

  

a
 

b

Finally, we get a graph with only one internal atom xl, one double-line edge between ⊗ and xl, and two blue
solid edges between ⊕ and xl. Then using (8.29), we can bound (8.41) as

|Gab| ≺W (nab−2)(−d/2+ε0)+n4τ
∑
x`

Bax`

(
Bx`b + Φ̃2

)
.W (n−1)(−d/2+ε0)+n4τ

L2

W 2

(
Bab + Φ̃2

)
,

where we used nab > n+ 1 and a similar argument as in (8.33). Since τ is arbitrary, we can bound the first
case in (8.32) by the right-hand side of (8.23). This concludes the proof.

Proof of Claim 8.7. We only consider the graphs in (Q(n)
T )a,bb that are not ⊕-recollision graphs, because

⊕-recollision graphs are much easier to deal with and we omit the details. Let Gab be such a Q-graph. We
need to bound the graph ET p−1

ab Gab. In the following proof, we call the 2(p− 1) solid edges in T p−1
ab external

solid edges, and we regard the atoms x in Tab = |m|2
∑
x sax|Gxb|2 as an atom in the external ⊗ molecule.

We perform the Q-expansions in Section 4.4 to T p−1
ab Gab and get that

ET p−1
ab Gab = E

p∑
k=2

T p−kab

∑
ω

(G(k)
ω )ab + E

p∑
k=2

T p−kab

∑
ζ

(G(k)
err,ζ)ab. (8.43)

Every (G(k)
ω )ab is a normal regular graph satisfying the following properties.

(1) (G(k)
ω )ab contains no P/Q labels.

(2) It is doubly connected.

(3) ⊗ is connected to internal molecules through a (labelled) diffusive edge.

(4) Let the atom in the Q-label of Gab be α. There are r, k − 1 6 r 6 2(k − 1), external edges (coming
from (k− 1) many Tab variables) that become paths of two external solid edges in the molecular graph
from the ⊗ molecule to the molecule containing α and then to the ⊕ molecule.

(5) Besides the external solid edges in (4), the internal molecules are also connected to ⊕ through a diffusive
edge, or two blue and red solid edges (which correspond to the two solid edges connected with ⊕ in
Gab). In the latter case, we call the two solid edges special solid edges.
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Every graph (G(k)
err,ζ)ab is of scaling order > 2k + D and satisfies the above properties (2)–(5) (but it may

contain P/Q labels). For convenience of presentation, whenever we refer to external solid edges in the
following proof, they do not include the special solid edges in (5). For the rest of the proof, we will focus
on (G(k)

ω )ab, while the graphs (G(k)
err,ζ)ab can be bounded in the same way. Moreover, we only consider the

hardest case where (a) there are no dotted edges connected with ⊕ or ⊗ in (G(k)
ω )ab; (b) in the above item

(5), ⊕ is connected to the internal molecules through a blue solid edge and a red solid edge. Other cases
where (a) or (b) does not hold are all easier to bound.

We will follow similar arguments as in the above proof of Claim 8.6. More precisely, given any graph

(G(k)
ω )ab, we first pick two spanning trees of the black and blue nets. Then we bound the internal edges

that are not in the two trees by their maximum norms, and bound the local structures inside all internal
molecules by (8.39). Furthermore, we bound the external edges, special solid edges and the internal edges
that are in the two trees using (8.36), (8.37) and (8.40). Again we can reduce the problem to bounding an
auxiliary graph (Gab)aux satisfying the following properties:

(i) (G(k)
ω )ab has two external atoms a and b, and ` internal atoms xi, 1 6 i 6 `, which are the representative

atoms of the internal molecules;

(ii) each double-line edge between atoms x and y represents a Bxy factor, and each blue solid edge between
atoms x and y represents a variable satisfying the Notation 8.8;

(iii) each external or special solid edge between two molecules in (G(k)
ω )ab is replaced by an external blue

solid edge between the representative atoms of these molecules in (Gab)aux;

(iv) the maximal subgraph of (Gab)aux induced on the internal atoms has a spanning tree of black double-
line edges and a spanning tree of blue solid edges;

(v) in (Gab)aux, ⊗ is connected to the internal atoms through a black double-line edge, and ⊕ is connected
to the internal atoms through two special blue solid edges;

(vi) in (Gab)aux, there are 2(k − 1) − r blue solid edges between a and b, r blue solid edges between a
and x`, and r blue solid edges between b and x`, where x` is the representative atom of the molecule
containing α.

Since (G(k)
ω )ab ≺ (Gab)aux, we only need to estimate (Gab)aux. We choose the atom x`, the representative

atom of the molecule containing α, as the root of the blue spanning tree. Then we sum over the internal
atoms in (Gab)aux from leaves to this root. Without loss of generality, assume that we sum over the internal
atoms according to the order

∑
x`
· · ·
∑
x2

∑
x1

. For simplicity of notations, we denote all blue solid edges
appearing in the proof by Ω, including the edges in the original graph (Gab)aux and new edges coming from
applications of (8.30). All these Ω variables satisfy the Notation 8.8, and their exact forms may change
from one line to another. Suppose the two special blue solid edges in (v) connect ⊕ to atoms xi and xj ,
respectively. We have the following two cases.

Case 1: Suppose the unique path on the blue spanning tree from xi to xj passes through x`. Then, similar
to the proof of Claim 8.6, we sum over the internal atoms one by one and reduce the graphs using (8.10)
and (8.31). Finally, we get the following graph with 2(k − 1) − r blue solid edges between ⊗ and ⊕, and
only one internal atom x`, which is connected with ⊗ through a black double-line edge and r external solid
edges, and with ⊕ through two special solid edges and r external solid edges. (To have a clearer picture, we
draw two copies of the ⊗ and ⊕ atoms in the graph.)

xl

  

a
 

b

  

a

b

...

...

...
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Denote this graph by (G̃ab)aux. To estimate (G̃ab)aux, we consider two regions I1 := {x` : 〈x`−a〉 > 〈x`−b〉}
and I2 := {x : 〈x` − a〉 < 〈x` − b〉}. Then we can bound that

(G̃ab)aux 6
( ∑
x`∈I1

+
∑
x`∈I2

) (
Bax` |Ωx`b|2

)
(|Ωax` |r|Ωx`b|r) |Ωab|2k−2−r

≺
[ ∑
x`∈I1

Bax`

(
Bx`b + Φ̃2

)
|Ωx`b|

r
+
∑
x`∈I2

Bax`

(
Bx`b + Φ̃2

)
|Ωax` |

r
] (
B

1/2
ab + Φ̃

)2k−2

, (8.44)

where in the second step we used (8.29), 〈x` − a〉 > 〈a − b〉/2 on I1 and 〈x` − b〉 > 〈a − b〉/2 on I2. We
bound the sum over I1 as∑

x`∈I1

Bax`

(
Bx`b + Φ̃2

)
|Ωx`b|

r ≺W (r−1)(−d/2+ε0)
∑
x`∈I1

Bax`

(
Bx`b + Φ̃2

)
Ωx`b

≺W r(−d/2+ε0)
(
Bab + Φ̃2

)
,

(8.45)

where we used (8.6) in the first step, and (8.10) in the second step with (a, b) = (1, 2) and ‖Ω‖w;(1,2) ≺W ε0 .
We have a similar bound for the sum over I2. Hence we get that

(G̃ab)aux ≺W r(−d/2+ε0)
(
Bab + Φ̃2

)(
B

1/2
ab + Φ̃

)2k−2

.W r(−d/2+ε0)
(
Bab + Φ̃2

)k
. (8.46)

Case 2: Suppose the unique path on the blue spanning tree from xi to xj does not pass through x`. Then,
similar to the proof of Claim 8.6, we sum over the internal atoms one by one and reduce the graphs using
(8.10) and (8.31). At certain step, we will get a graph where the two special blue solid edges are connected
with the same internal atom, say xi. Denote this graph by (G̃ab)aux. Now applying (8.29) to the two special

edges, we can bound (G̃ab)aux by

(G̃ab)aux ≺ (G̃(1)
ab )aux + Φ̃2(G̃(2)

ab )aux, (8.47)

where (G̃(1)
ab )aux is obtained by replacing the two special edges with a double-line edge between xi and ⊕,

and (G̃(2)
ab )aux is obtained by removing the two special edges. In the following figure, we draw an example of

graphs (G̃ab)aux, (G̃(1)
ab )aux and (G̃(2)

ab )aux.
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There is a Φ̃2 factor associated with the third graph (G̃(2)
ab )aux, but we did not draw it.

Similar to the proof of Claim 8.6, we sum over the internal atoms of (G̃(2)
ab )aux from leaves to the root

x` on the blue tree and reduce the graphs using (8.10) at each step. We will finally get the following graph
with only one internal atom x`:

xl

  

a
 

b

  

a

b

...

...

...

Denote this graph by (Ĝ(2)
ab )aux. Using similar arguments as in (8.44) and (8.45), we can bound that

(G̃(2)
ab )aux ≺ (Ĝ(2)

ab )aux ≺
( ∑
x`∈I1

Bax` |Ωx`b|
r

+
∑
x`∈I2

Bax` |Ωax` |
r
)(

B
1/2
ab + Φ̃

)2k−2
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≺
( ∑
x`∈I1

Bax`Ωx`b +
∑
x`∈I2

Bax`Ωax`

)
W (r−1)(−d/2+ε0)

(
B

1/2
ab + Φ̃

)2k−2

≺W r(−d/2+ε0)
(
Bab + Φ̃2

)k−1

. (8.48)

To estimate the graph (G̃(1)
ab )aux, we also sum over its internal atoms from leaves to the root x` on the

blue tree and reduce the graphs using (8.10) at each step. After each summation, we will get a sum of several
new graphs, each of which has a black spanning tree that connects all the internal atoms and the atoms ⊗
and ⊕. In the end, we get a sum of graphs with only one internal atom x`. Each of these graphs must take
one of the following three forms:

xl
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...

(a)
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(b)
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(c)

Graph (a), denoted by (Ĝ(a)
ab )aux, can be bounded using similar arguments as in (8.44) and (8.45):

(Ĝ(a)
ab )aux ≺W r(−d/2+ε0)Bab

(
Bab + Φ̃2

)k−1

.

Graph (b), denoted by (Ĝ(b)
ab )aux, can be bounded by

(Ĝ(b)
ab )aux ≺ Bab(Ĝ(2)

ab )aux ≺W r(−d/2+ε0)Bab

(
Bab + Φ̃2

)k−1

.

It is trivial to see that this bound also holds for graph (c) denoted by (Ĝ(c)
ab )aux. Combining these estimates,

we obtain that

(G̃(1)
ab )aux ≺ (Ĝ(a)

ab )aux + (Ĝ(b)
ab )aux + (Ĝ(c)

ab )aux ≺W r(−d/2+ε0)Bab

(
Bab + Φ̃2

)k−1

. (8.49)

Plugging (8.48) and (8.49) into (8.47), we get the estimate (8.46) in case 2.

Finally, combining the above two cases, we conclude from (8.46) that

(G(k)
ω )ab ≺ (Gab)aux ≺ (G̃ab)aux ≺W r(−d/2+ε0)

(
Bab + Φ̃2

)k
≺
[
W−d/4+ε0/2

(
Bab + Φ̃2

)]k
,

where we used k > 2 and r > k − 1 > k/2 in the last step. Inserting this estimate into (8.43), we can
conclude Claim 8.7.

8.3 Proof of Lemma 7.2

The proof of Lemma 7.2 is similar to (and actually much easier than) the one for Lemma 7.4. In the η = 1
case, by (1.14) we have that for any small constant τ > 0 and large constant D > 0,

Θxy 6
W τ

W d
1|x−y|6W 1+τ + O(W−D). (8.50)

In other words, the Θ edge is typically a “short edge” of length O≺(W ). Moreover, the following local law
on G(z) was proved in [13,14].

Lemma 8.9 (Theorem 2.3 of [13] and Theorem 2.1 of [14]). Suppose the assumptions of Theorem 1.3 hold.
For any constants κ, ε > 0, the local law

max
x,y
|Gxy(z)− δxym(z)| ≺ (W dη)−1/2 (8.51)

holds uniformly in z = E + iη with E ∈ (−2 + κ, 2− κ) and η ∈ [W−d+ε, 1].
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With (8.51) as the a priori estimate, to conclude Lemma 7.2, it suffices to prove the following high
moment estimate similar to (8.2): if (8.1) holds, then

ETxy(z)p ≺ (Bxy +W−d/4Φ̃2)p. (8.52)

To prove (8.52), we use the second order T -expansion (3.8). Using (8.50), (8.51) and (8.1), we can easily
bound that

(A(>2)
T )a,bb ≺W−d/2

∑
x:|x−a|6W 1+τ

W τ

W d

(
Bxb + Φ̃2

)
+W−D ≺W−d/2+2dτ

(
Bab + Φ̃2

)
.

Moreover, we can prove that

ET p−1
ab (Q(2)

T )a,bb ≺
p∑
k=2

[
W−d/4+dτ

(
Bxy + Φ̃2

)]k
ET p−kab .

We omit the details since the proof is similar to (and actually much easier than) the one for Claim 8.7. With
the above two estimates, we can obtain an estimate similar to (8.27), which gives (8.52) by the argument in
(8.28).

9 Continuity estimate

9.1 Proof of Lemma 7.3

Define the subset of indices I = {y : |y− x0| 6 K} for x0 ∈ ZdL and K ∈ [W,L/2]. Then we define the I ×I
positive definite Hermitian matrix A = (Ayy′ : y, y′ ∈ I) by

Ay′y :=
Gy′y(z̃)−Gyy′(z̃)

2i
. (9.1)

In the proof of Lemma 5.3 in [32], we have obtained the following estimates:∑
y∈I
|Gxy(z)|2 .

∑
y∈I
|Gxy(z̃)|2 +

(
η̃

η

)2

‖A‖`2→`2 , (9.2)

∑
y∈I
|Gyx(z)|2 .

∑
y∈I
|Gyx(z̃)|2 +

(
η̃

η

)2

‖A‖`2→`2 , (9.3)

with high probability. Using (7.5), we can bound that∑
y∈I

(
|Gxy(z̃)|2 + |Gyx(z̃)|2

)
≺ 1 +

∑
y∈I

Bxy .
K2

W 2
. (9.4)

In this section, we will prove the following bound.

Lemma 9.1. Suppose the assumptions of Lemma 7.3 hold. Then for any fixed p ∈ N and small constant
ε > 0, the matrix A in (9.1) satisfies that

ETr
(
A2p

)
6 Kd

(
W εK

4

W 4

)2p−1

. (9.5)

With Lemma 9.1, we obtain that

E‖A‖2p`2→`2 6 ETr
(
A2p

)
6 Kd

(
W εK

4

W 4

)2p−1

.

Since p can be arbitrarily large, using Markov’s inequality we obtain that

‖A‖`2→`2 ≺
K4

W 4
. (9.6)

Inserting (9.4) and (9.6) into (9.2) and (9.3), we conclude (7.6). The proof of (7.7) uses a standard pertur-
bation and union bound argument, which has been given in [32]. Hence we omit the details.

52



9.2 Non-universal T -expansion

The rest of this section is devoted to proving Lemma 9.1. Recall that the matrix A is defined using G(z̃).
Hence all G edges in the following proof represent G(z̃) entries, and they satisfy the local law (7.5). The proof
of Lemma 9.1 is based on an intricate expansion strategy of the graphs in Tr

(
A2p

)
, which is an extension

of Strategy 6.6. In this subsection, we establish the first tool for our proof, that is, the non-universal T -
expansion. We will expand the n-th order T -expansion into a sum of deterministic graphs (more precisely,
graphs whose maximal subgraphs are deterministic) and Q-graphs. In other words, we will further expand
the graphs in (R(n)

IT )a,b1b2
and (A(>n)

IT )a,b1b2
into deterministic graphs plus Q-graphs. As we will see later,

the expansion is called non-universal because it depends on L explicitly, and the graphs in the expansion
are bounded properly only when the condition (3.15) holds.

To get a non-universal T -expansion, we apply Strategy 6.6 to (R(n)
IT )a,b1b2

and (A(>n)
IT )a,b1b2

with the
following stopping rule: we will stop expanding a graph when it has a deterministic maximal subgraph, it is
a Q-graph, or its scaling order is larger than a large enough constant D > 0. However, there is one scenario
which is not covered by Strategy 6.6, that is, at a certain step we have to expand a pivotal edge and hence
break the double connected property. This is the main difficulty with the proof. We will design an expansion
strategy so that in the end all the graphs that are not doubly connected in the non-universal T -expansion
can be bounded properly under the condition (3.15).

Although some graphs may not be doubly connected, all graphs in our expansions will automatically
have a black net. On the other hand, the subset of blue and red solid edges may not contain a spanning
tree and can be separated into disjoint components. For simplicity, we summarize these properties in the
following definition.

Definition 9.2. We say a subgraph G without external atoms has (at most) k0 ≡ k0(G) many components
if there exist three disjoint subsets of edges in the molecular graph GM satisfying the following properties.

(i) Bblack is a black net consisting of diffusive edges.

(ii) Bblue is a subset consisting of blue solid (i.e. plus G) and diffusive edges.

(iii) Rred is a subset consisting of red solid (i.e. minus G) edges.

(iv) There are k0 disjoint components in the molecular subgraph consisting of the edges in Bblue ∪ Rred.
(By definition, a component means a subgraph in which any two molecules are connected to each other
by a path of edges in Bblue ∪Rred, and which is connected to no additional molecules in the rest of the
graph.)

A graph G with external atoms is said to have k0 many components if its maximal subgraph induced on
internal atoms has k0 many components. We will call the edges in Bblue and Bred as blue edges and red
edges, respectively.

If a graph has only one component, then Lemma 8.4 applies to it. In general, we have the following
lemma for graphs with more than one component.

Lemma 9.3. Under the assumptions of Lemma 7.3, let G be a normal regular graph without external atoms
and with (at most) k0 components in the sense of Definition 9.2. Pick any two atoms of G and fix their
values x, y ∈ ZdL. Then the resulting graph Gxy satisfies that

|Gxy| ≺
(
L2

W 2

)k0−1
W−(nxy−2)d/2

〈x− y〉d
, (9.7)

where nxy := ord(Gxy) is the scaling order of Gxy. This bound holds also for the graph Gabs.

Proof. The proof is similar to the one for Lemma 8.4 in [32] and the one for Claim 8.6 in Section 8. Hence
we only explain the main difference instead of writing down all the details. First, we pick a spanning tree
of black edges in Bblack, and a spanning tree of blue and red edges in Bblue ∪ Rred for each component.
Then similar to the proof of Claim 8.6, we can reduce the problem to bounding an auxiliary graph (Gxy)aux
satisfying the following properties:

• Gxy has two external atoms x and y, and ` internal atoms xi, 1 6 i 6 `, which are the representative
atoms of the internal molecules;
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• there is a spanning tree of black double-line edges connecting all atoms, where a double-line edge
between atoms α and β represents a Bαβ factor;

• there is a spanning tree of blue solid edges connecting all atoms in each of the k0 components, where

a blue solid edge between atoms α and β represents a B
1/2
αβ factor.

In obtaining the auxiliary graph, we also bound the red solid edges in the spanning trees of the k0 components
by B1/2 factors. This is different from the proof of Claim 8.6, where we bound all red solid edges by their
maximum norms.

For any spanning tree of blue solid edges in a component of (Gxy)aux, we choose an atom in it as the
root. If a blue tree contains x or y, then we choose x or y as the root. For definiteness, we assume that x
and y belong to different blue trees in the following proof. The case where x and y belong to the same tree
can be handled in a similar way, and we omit the details. Now we sum over the atoms in a spanning tree
from leaves to the root. Similar to the proof of Claim 8.6, we bound each sum using (8.10) and (8.11) with
(a, b) = (1, 1). After summing over all internal atoms in one component except for the root, we turn to the
blue spanning tree of the next component and sum over its internal atoms from leaves to the chosen root.
After summing over the non-root atoms in all components, we obtain a graph, say (G̃xy)aux, satisfying the
following properties:

• it has two external atoms x, y and k0 − 2 internal atoms, which are the roots of the k0 blue trees;

• it has a spanning tree of black diffusive edges connecting all atoms.

We sum over the internal atoms, say x1, · · · , xk0−2, of (G̃xy)aux one by one, and bound each sum using the
simple estimate ∑

xi

k∏
i=1

Bxiyk .
L2

W 2
Γ(y1, · · · , yk). (9.8)

In (G̃xy)aux, we have a black spanning tree connecting all internal atoms. By (9.8), after each summation,
we get some new graphs, each of which has one fewer internal atom, an additional L2/W 2 factor and a black
spanning tree connecting all atoms. After summing over all the k0− 2 internal atoms, we get a graph where
x is connected to y through a double-line edge, i.e.,

(G̃xy)aux ≺
(
L2

W 2

)k0−2

Bxy .

(
L2

W 2

)k0−1
1

〈x− y〉d
.

Finally, by counting the number of W−d/2 factors carefully, we can obtain (9.7).

For our purpose, the weakest bound required for a graph Gxy satisfying the setting of Lemma 9.3 is 〈x−
y〉−d. Hence we need to make sure that the factor W−(nxy−2)d/2 is small enough to cancel the (L2/W 2)k0−1

factor. By condition (3.15), if we have nxy > (n− 1) · (k0 − 1) + 2, then (9.7) gives

|Gxy| ≺
W−(k0−1)c0

〈x− y〉d
.

Thus in expansions, we need to make sure that the scaling order of every graph is sufficiently high depending
on the number of components in it. For this purpose, we introduce the following helpful tool.

Definition 9.4 (Ghost edges). We use a green dashed edge between atoms x and y to represent a W 2/L2

factor, and we call such an edge a ghost edge. We do not count ghost edges when calculating the scaling
order of a graph, i.e. the scaling order of a ghost edge is 0. Moreover, the doubly connected property in
Definition 2.12, the SPD property in Definition 5.9, and the globally standard property in Definition 6.2 can
be extended to graphs with ghost edges by including these edges into blue nets.

To keep graph values unchanged, whenever we add a ghost edge to a graph, we always multiply it by
L2/W 2 to cancel this edge. In a doubly connected graph with k0 ghost edges, removing all of them gives at
most k0 + 1 many components. Hence with Lemma 9.3, we immediately obtain the following estimate.
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Lemma 9.5. Under the assumptions of Lemma 7.3, let G be a doubly connected normal regular graph without
external atoms and with kgh ghost edges. Pick any two atoms of G and fix their values x, y ∈ ZdL. Then the
resulting graph Gxy satisfies that

|Gxy| ≺
(
L2

W 2

)kgh W−(nxy−2)d/2

〈x− y〉d
, (9.9)

where nxy := ord(Gxy) is the scaling order of Gxy. This bound holds also for the graph Gabs.

Ghost edges are introduced to deal with expansions of pivotal blue solid edges (recall Definition 5.5).
We have avoided such expansions in the proof of Theorem 3.7, but they are necessary for constructing the
non-universal T -expansion. Roughly speaking, when we expand a pivotal blue solid edge in a graph, we
will add a ghost edge between its two ending atoms and multiply the graph by L2/W 2 to keep the graph
value unchanged. Then this pivotal edge becomes redundant, and we can make use of the tools developed in
Sections 5 and 6. In this way, we do not need to rebuild a new set of graphical tools from scratch. However,
different from Strategy 6.6, we also need to keep track of the scaling orders of our graphs carefully to make
sure that they are high enough to cancel the L2/W 2 factors associated with the ghost edges. To deal with
this issue, we will introduce some new graphical tools.

To define the non-universal T -expansion, we first define the generalized SPD property, extending the SPD
property in Definition 5.9. For simplicity of notations, we call an isolated subgraph plus its external edges
(including the ending atoms of them) the closure of this isolated subgraph.

Definition 9.6 (Generalized SPD property). A graph G with ghost edges is said to be a generalized sequen-
tially pre-deterministic graph if the following properties hold.

(i) G is doubly connected by including its ghost edges into the blue net.

(ii) G contains at most one sequence of proper isolated subgraphs with non-deterministic closures. (By
definition, an isolated subgraph has a non-deterministic closure if this subgraph contains G edges and
weights inside it, or it is connected with at least one external G edge.)

(iii) The maximal subgraph Gmax (resp. an isolated subgraph I) of G is pre-deterministic if it has no proper
isolated subgraph with non-deterministic closure. Otherwise, let I ′ be its maximal isolated subgraph
with non-deterministic closure. If we replace the closure of I ′ with a diffusive edge in the molecular
graph without red solid edges, then Gmax (resp. I) becomes pre-deterministic.

The only difference from Definition 5.9 is that property (ii) of Definition 9.6 is restricted to the sequence
of isolated subgraphs with non-deterministic closures. In other words, a proper isolated subgraph of G may
have several other sequences of deterministic isolated subgraphs. Now we are ready to state the main result
of this subsection on non-universal T -expansions.

Lemma 9.7 (Non-universal T -expansion). Suppose the assumptions of Lemma 7.3 hold. For any large
constant D > 0, Ta,b1b2

can be expanded into a sum of O(1) many graphs:

Ta,b1b2
= mΘab1

Gb1b2
+
∑
µ

B
(µ)
ab1
Gb1b2

fµ(Gb1b1
) +

∑
ν

B̃
(ν)
ab2
Gb2b1

f̃ν(Gb2b2
)

+
∑
µ

B
(µ)
a,b1b2

gµ(Gb1b1
, Gb2b2

, Gb1b2
, Gb2b1

) +Qa,b1b2
+ Erra,b1b2

.
(9.10)

The graphs on the right-hand side depend on n, D, W and L directly, and satisfy the following properties.

(i) Erra,b1b2 is an error term satisfying Erra,b1b2 ≺W−D.

(ii) B
(µ)
ab1

and B̃
(ν)
ab2

are deterministic graphs satisfying

|B(µ)
ab1
| ≺W−c1Bab1

, |B̃(ν)
ab2
| ≺W−c1Bab2

, (9.11)

under the condition (3.15), where c1 := min(c0, d/2).
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(iii) B
(µ)
ab1

are deterministic graphs of the form
∑
x B̂

(µ)
ax D(µ)

x,b1b2
, where B̂

(µ)
ax satisfies

|B̂(µ)
ax | ≺ Bax, (9.12)

and D(µ)
x,b1b2

is doubly connected with x, b1 and b2 regarded as internal atoms and satisfies

ord(D(µ)
x,b1b2

) > kgh(D(µ)
x,b1b2

) · (n− 1) + 2. (9.13)

Here kgh(D(µ)
x,b1b2

) denotes the number of ghost edges in D(µ)
x,b1b2

.

(iv) fµ are monomials of Gb1b1
and Gb1b1

, f̃ν are monomials of Gb2b2
and Gb2b2

, and gµ are monomials
of Gb1b1 , Gb1b1 , Gb2b2 , Gb2b2 , Gb1b2 and Gb2b1 .

(v) Qa,b1b2 is a sum of O(1) many Q-graphs, denoted by Q(ω)
a,b1b2

, satisfying the following properties.

(a) Q(ω)
a,b1b2

is a generalized SPD graph.

(b) The atom in the Q-label of Q(ω)
a,b1b2

belongs to the MIS with non-deterministic closure, denoted by
Imin. In other words, we can write that

Q(ω)
a,b1b2

=

(
L2

W 2

)kgh(Q(ω)
a,b1b2

)∑
α

Qα(Γ(ω)),

where kgh(Q(ω)
a,b1b2

) denotes the number of ghost edges in Q(ω)
a,b1b2

, Γ(ω) is a graph without P/Q
labels, and the internal atom α is inside Imin.

(c) The scaling order of Q(ω)
a,b1b2

satisfies that

ord(Q(ω)
a,b1b2

) > kgh(Q(ω)
a,b1b2

) · (n− 1) + 2. (9.14)

(vi) Each Q(ω)
a,b1b2

has a deterministic graph B(ω)
ax between ⊗ and an internal atom x, where B(ω)

ax satisfies

|B(ω)
ax | ≺ Bax. (9.15)

Moreover, there is at least an edge, which is either blue solid or diffusive or dotted, connected to ⊕,
and there is at least an edge, which is either red solid or diffusive or dotted, connected to 	.

To prove Lemma 9.7 , we start with the n-th order T -expansion (3.1). The term m(ΘΣ
(n)
T Θ)ab1

Gb1b2

can be included into the second term on the right-hand side of (9.10), (Q(n)
T )a,b1b2

can be included into
Qa,b1b2 , and (Errn,D)a,b1b2 can be included into Erra,b1b2 . It remains to expand the graphs in (R(n)

T )a,b1b2

and (A(>n)
T )a,b1b2 . We again use the Strategy 6.6, but with some modifications to handle the ghost edges

and to keep track of the scaling order of every graph (see Strategy 9.8 below).
To describe the expansion strategy, we now define the stopping rules. Given a graph G, we define

size(G) :=

(
L2

W 2

)kgh(G)

W−ord(G)·d/2, (9.16)

where kgh(G) denotes the number of ghost edges in G. By Lemma 9.5, we have |G| ≺ size(G) if G is doubly
connected with ghost edges. Given the large constant D in Lemma 9.7, we stop expanding a graph G if it is
normal regular and satisfies at least one of the following properties:

(T1) G has a deterministic maximal subgraph that is locally standard (i.e. if there is an internal atom
connected with external edges, it must be standard neutral);

(T2) size(G) 6W−D;

(T3) G is a Q-graph.
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Then, similar to Strategy 6.6, the core of the expansion strategy for the proof of Lemma 9.7 is still to expand
the plus G edges according to a pre-deterministic order in the MIS with non-deterministic closure. However,
there is a key difference that we have to expand a pivotal blue solid edge connected with an isolated subgraph
at a certain step. To deal with this issue, we add a ghost edge between the ending atoms of the pivotal edge
which we want to expand. Then this blue solid edge becomes redundant, and we can expand it in the same
way as Step 3 of Strategy 6.6. However, we need to make sure that every graph, say G, from the expansion
has a scaling order satisfying

ord(G) > (n− 1) · kgh(G) + 2.

Now we define the following expansion strategy.

Strategy 9.8. Given a large constant D > 0 and a generalized SPD graph G without P/Q labels, we perform
one step of expansion as follows. Let Ik be the MIS with non-deterministic closure.

Case 1: If Ik is not locally standard, then we perform the local expansions in Definitions 4.3, 4.4, 4.5 and
4.6 on an atom in Ik. We send the resulting graphs that already satisfy the stopping rules (T1)–(T3) to the
outputs. Every remaining graph has a locally standard MIS with non-deterministic closure and satisfies the
generalized SPD property by Lemma 5.10.

Case 2: Suppose Ik is locally standard. We find a tx,y1y2 or ty1y2,x variable defined in (4.14), so that α is
a standard neutral atom in Ik and the edge Gαy1 or Gy1α is the first blue solid edge in a pre-deterministic
order of Ik. Then we apply the expansion in Step 3 of Strategy 6.6 (except that we will use (4.15) with n−1
replaced by n).

Case 3: Suppose Ik is deterministic, strongly isolated in Ik−1 (cf. Definition 6.1), and locally standard.
(In other words, Ik contains a standard neutral atom connected with two external blue and red solid edges.)
Suppose b1 is the edge Gαy1 or Gy1α in (4.14), with α being the standard neutral atom in Ik. We add a
ghost edge between α and y1 and multiply the graph by L2/W 2. In the resulting graph, the edge b1 becomes
redundant if we include the newly added ghost edge into the blue net. Then we apply the expansion in Step
3 of Strategy 6.6 (except that we will use (4.15) with n− 1 replaced by n). We will show that each Q-graph
from this expansion satisfies the property (v) of Lemma 9.7, and each non-Q graph, say G′, satisfies

ord(G′) > (n− 1) · kgh(G′) + 2,

so that size(G′) is under control.

We will show that by applying the Strategy 9.8 repeatedly until all graphs satisfy the stopping rules
(T1)–(T3), we can obtain the expansion (9.10). For this purpose, we define the generalized globally standard
property, extending the globally standard property in Definition 6.2.

Definition 9.9 (Generalized globally standard graphs). We say a graph G is generalized globally standard
(GGS) if it is a generalized SPD graph and satisfies at least one of the following properties.

(A) G satisfies
ord(G) > (n− 1) · [kgh(G) + 1] + 2. (9.17)

(B) G satisfies
ord(G) > (n− 1) · kgh(G) + 2. (9.18)

Let Ik be the minimal strongly isolated subgraph with non-deterministic closure. (In other words, Ik
may contain weakly isolated subgraphs, but a strongly isolated subgraph of Ik must have a deterministic
closure.) There exists a ghost edge, say g0, inside Ik such that the following property holds.

(B1) Let I ′ be the minimal isolated subgraph of Ik that contains g0. (I ′ can be Ik if g0 is not inside any
proper isolated subgraph of Ik.) If we replace the closure of the maximal proper isolated subgraph
of I ′ and all other blue solid edges in I ′ with diffusive edges, then g0 becomes redundant.

Similar to the proof of Theorem 3.7 in Section 6, Lemma 9.7 follows from the following two observations:

• if the input graph is GGS, then after one step of expansion in Strategy 9.8, all the resulting non-Q
graphs are still GGS and all the Q-graphs satisfy property (v) of Lemma 9.7;

• the expansion of Ta,b1b2 will stop after O(1) many iterations of Strategy 9.8.

We postpone the detailed proof of Lemma 9.7 to Appendix B.
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9.3 Generalized doubly connected property

In this subsection, we develop another tool for the proof of Lemma 9.1, that is, a generalized doubly connected
property of graphs with external atoms, which extends the doubly connected property in Definition 2.12.

Definition 9.10 (Generalized doubly connected property). A graph G with external molecules is said to be
generalized doubly connected if its molecular graph satisfies the following property. There exist a collection,
say Bblack, of diffusive edges, and another collection, say Bblue, of blue solid, diffusive or ghost edges such
that: (a) Bblack ∩ Bblue = ∅, (b) every internal molecule connects to external molecules through two disjoint
paths: a path of edges in Bblack and a path of edges in Bblue.

Given a generalized doubly connected graph G, after removing its external molecules we may not get a
doubly connected graph in the sense of Definition 2.12 (i.e., the maximal subgraph of G consisting of internal
molecules may not have a black net and a blue net). For example, the following graph is a generalized doubly
connected graph with external molecules a1, a2, a3, a4, and internal molecules x1, x2, x3, x4, x5, but it is not
doubly connected.

x2

x1
x3

x4

x5

a1 a2

a4a3

However, by Definition 9.10, if we merge all external molecules in a generalized doubly connected graph into
a single internal molecule, then we will get a doubly connected graph in the sense of Definition 2.12.

Generalized doubly connected graphs satisfy the following bound.

Lemma 9.11. Under the assumptions of Lemma 7.3, let G be a generalized doubly connected normal regular
graph. Then it satisfies the bound

|G| ≺
(
L2

W 2

)kgh(G)

W−ord(G)·d/2. (9.19)

Proof. The proof of this lemma is similar to the one for Lemma 9.3. With the generalized doubly connected
property of G, we can choose disjoint black spanning trees and blue spanning trees with external molecules
so that each internal molecule connects to an external molecule through a unique black path on a black tree,
and to an external molecule through a unique blue path on a blue tree. We can again reduce the problem to
bounding an auxiliary graph Gaux consisting of these black and blue trees. Then we sum over the internal
atoms in Gaux from leaves of the blue trees to the roots of them. We bound the summation over each internal
atom using (8.10) with (a, b) = (1, 1) (if the blue edge in the summation is bounded by a B1/2 entry), or
(9.8) (if the blue edge in the summation is bounded by W 2/L2). After each summation, we get a sum of
new graphs that are still generalized doubly connected. Finally, after summing over all internal atoms, we
get the bound (9.19). We omit the details of the proof.

The following lemma will be used in the proof of Lemma 9.1. It bounds the average of a deterministic
generalized doubly connected graph over its external molecules in the box I.

Lemma 9.12. Under the assumptions of Lemma 7.3, let G be a deterministic generalized doubly connected
normal regular graph with 2p external atoms ai, 1 6 i 6 2p. Moreover, suppose G is a connected graph in
the sense that all molecules (including both internal and external molecules) are connected to each other.
Finally, suppose all ghost edges are between internal atoms. Then we have that

1

(Kd)
2p

∑
a1,a2,··· ,a2p∈I

|G (a1, a2, · · · , a2p)| ≺
(
W d−4

Kd−4

)2p−1

·
(
L2

W 2

)kgh(G)

W−ord(G)·d/2, (9.20)

where recall that I = {y : |y − x0| 6 K} for some x0 ∈ ZdL. We emphasize that in calculating ord(G), ai,
1 6 i 6 2p, are still treated as external atoms, regardless of the sum

∑
a1,a2,··· ,a2p

.
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Proof. We can assume that there are no dotted edges in G. Otherwise, we merge the atoms connected by
dotted edges and still get a graph satisfying the assumption of this lemma and with at most 2p external
atoms (there may be dotted edges between external atoms, so after the merging operation the graph may
contain strictly fewer external atoms). Without loss of generality, we assume that the external atoms are ai,
1 6 i 6 q, for some 1 6 q 6 2p. Moreover, we can simply pick out the (L2/W 2)kgh(G) factor in the coefficient
of G and do not keep it in our proof.

Following the argument in the proof of Claim 8.6, we again reduce the problem to bounding a gener-
alized doubly connected auxiliary graph Gaux obtained as follows. Gaux has a set of external atoms, say
a1, a2, · · · , aq, and a set of internal atoms, say x1, x2, · · · , x`, which are the representative atoms of the
internal molecules. Every diffusive edge between different molecules of G is replaced by a double-line edge
representing a B factor in Gaux. Every ghost edge in G is still a ghost edge representing a W 2/L2 factor in
Gaux. To conclude the proof, it suffices to prove that

1

(Kd)
2p

∑
a1,a2,··· ,aq∈IK

|Gaux (a1, a2, · · · , aq)| ≺
(
W d−4

Kd−4

)2p−1

W−ord(Gaux)·d/2, (9.21)

where ord(Gaux) is defined by

ord(Gaux) := 2#{double-line edges} − 2#{internal atoms}.

With the generalized doubly connected property of Gaux, we can choose a collection of blue trees such
that every internal atom connects to an external atom through a unique path on a blue tree. These blue trees
are disjoint, and each of them contains an external atom as the root. Then we sum over the internal atoms
from leaves of the blue trees to the roots until each blue tree has only one internal atom that is connected
to the root. We bound the summation over each internal atom using estimates

∑
xi

Bxiβ ·
k∏
i=1

Bxiyi ≺W−dΓ(y1, · · · , yk),
∑
xi

W 2

L2

k∏
i=1

Bxiyi ≺ Γ(y1, · · · , yk), (9.22)

which follow from (8.10) with (a, b) = (2, 2) and (9.8). Here Bxiβ and W 2/L2 respectively represent a double-
line edge and a ghost edge in the blue tree, and Bxiy1 , · · · , Bxiyk are other double-line edges connected to
xi (we always have k > 1 because of the generalized doubly connected property of Gaux). It is not hard to
check that after each summation, we get a sum of new graphs that are generalized doubly connected and
whose atoms are all connected to each other. Finally, we will get a linear combination of graphs where each
blue tree in them contains only one internal atom that is connected to an external atom through a blue
double-line edge.

In sum, using the above argument, we can bound Gaux by a linear combination of deterministic graphs:

Gaux ≺
∑
ω

W−∆κd/2Gω,aux, ∆κ := ord(Gaux)− ord(Gω,aux). (9.23)

Every Gω,aux satisfies the following properties: (a) Gω,aux is a connected graph consisting of double-line edges
only, (b) Gω,aux is generalized doubly connected, and (c) each internal atom in Gω,aux is connected with at
least one external atom through a double-line edge in the blue net. Here we give such an example with 10
external atoms ai, 1 6 i 6 10, and 6 internal atoms xi, 1 6 i 6 6:

x1

a1

a6

x2

a2

a7

x4

a3

a8

x5

a4

a9

x6

a5

a10

x3 (9.24)

Now we sum over the internal atoms in Gω,aux. We introduce a new type of purple solid edges: a purple
solid edge between atoms α and β represents a B̃αβ = W−4〈α− β〉−(d−4) factor. Purple solid edges are not
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included into either the black net or the blue net. We will use the following estimate, which can be proved
with basic calculus: if k > 1 and r > 0, we have

∑
xi

k∏
j=1

Bxiyj ·
r∏
s=1

B̃xizs ·Bxia .
k∏
j=2

Byja ·
(
B̃y1a

r∏
s=1

B̃zsa

)

+

k∑
l=1

∏
j:j 6=l

Byjyl ·
(
B̃yla

r∏
s=1

B̃zsyl

)
+

r∑
t=1

k∏
j=2

Byjzt ·
(
B̃y1ztB̃zta

∏
s:s6=t

B̃zszt

)
.

(9.25)

Note that the left-hand side is a star graph consisting of k + 1 double-line edges and r purple solid edges
connected with xi, while each graph on the right-hand side is a star graph consisting of k − 1 double-line
edges and r + 1 purple solid edges connected with a, yl or zt.

Now we use (9.25) to bound the sums over the internal atoms in Gω,aux. We choose a collection of black
trees such that each internal atom connects to an external atom through a unique path on a black tree.
These black trees are disjoint, and each of them contains an external atom as the root. Then we sum over
the internal atoms from leaves of the black trees to the roots. First, suppose x1 is a leaf of a black tree.
Then using (9.25), we can bound the summation over x1 by a sum of new graphs, each of which satisfies the
following properties:

(i) it is a connected graph consisting of double-line edges and purple solid edges;

(ii) it is generalized doubly connected;

(iii) every internal atom is connected with at least one external atom through a blue double-line edge.

In every new graph, we again find a leaf of a black tree, and bound the sum over it using (9.25). More
precisely, when we sum over xi, xi is a leaf of a black tree, y1 is the parent of xi on this tree, Bxia is a
blue double-line edge connecting xi to an external atom a, Byjxi , 2 6 j 6 k, are the remaining double-line
edges connected with xi, and the purple solid edges connected with z1, · · · , zr are the edges coming from
previous sums over internal atoms. In this way, we can bound the summation over xi by a sum of new graphs
satisfying the above properties (i)–(iii). Finally, after summing over all internal atoms, we obtain that

Gω,aux ≺
∑
γ

Gω,γ,aux, (9.26)

where every Gω,γ,aux is a connected graph consisting of external atoms a1, · · · , aq, and double-line and purple
solid edges. Since Gω,γ,aux only contains external atoms, its scaling order is

ord (Gω,γ,aux) = 2#{diffusive and purple solid edges in Gω,γ,aux} = ord(Gω,aux). (9.27)

Finally, it remains to bound

1

(Kd)
2p

∑
a1,a2,··· ,aq∈I

Gω,γ,aux (a1, a2, · · · , aq) .

We perform the summations according to the order
∑

aq
· · ·
∑

a2

∑
a1

, and we use the following estimate to
bound each average:

1

Kd

∑
ai∈I

k∏
j=1

B̃yjai .
1

W 4Kd−4

k∑
l=1

∏
j:j 6=l

B̃ylyj = W−d · W
d−4

Kd−4

k∑
l=1

∏
j 6=l

B̃ylyj .

This estimate shows that we can bound each average by a sum of new connected graphs with one fewer atom
and one fewer edge, while gaining an extra factor W−4K−(d−4). After taking averages over a1, · · · , aq−2, we

obtain a graph (B̃aq−1aq )
k with

k := ord (Gω,γ,aux) /2− (q − 2).

Its average over aq−1 can be bounded by

1

Kd

∑
aq−1∈I

(B̃aq−1aq )
k .W−kd

W d−4

Kd−4
.
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Finally, the average over aq is equal to 1. In sum, we get that

1

(Kd)
2p

∑
a1,a2,··· ,aq∈I

Gω,γ,aux (a1, a2, · · · , aq) ≺
(

1

Kd

)2p−q (
W d−4

Kd−4

)q−1

W−ord(Gω,γ,aux)·d/2. (9.28)

Plugging this estimate into (9.26) and further into (9.23), we obtain (9.21), which concludes (9.20).

9.4 Proof of Lemma 9.1

In this subsection, we complete the proof of Lemma 9.1. Using (9.1), we can expand ETr
(
A2p

)
as

ETr
(
A2p

)
=

∑
a1,··· ,a2p∈I

∑
s1,··· ,s2p∈{+,−}

c(s1, · · · , s2p)

2p∏
i=1

Gsiaiai+1
, (9.29)

where as a convention we let a2p+1 := a1, c(s1, · · · , s2p) is a deterministic coefficient of order O(1), and si,
i = 1, · · · , 2p, denote ± signs. Here we adopted the notations

G+
xy := Gxy, G−xy := Gxy.

Thus to conclude (9.5), it suffices to prove that for any 2p-gon graph

Ga1,··· ,a2p
≡ Ga1,··· ,a2p

(s1, · · · , s2p) :=

2p∏
i=1

Gsiaiai+1
, (9.30)

we have ∑
a1,··· ,a2p∈I

EGa1,··· ,a2p
6 Kd

(
W εK

4

W 4

)2p−1

, (9.31)

for any small constant ε > 0. The proof of (9.31) is based on the results in Sections 9.2 and 9.3: we first use
Lemma 9.7 to expand Ga1,··· ,a2p

into a sum of deterministic generalized doubly connected graphs, and then
use Lemma 9.12 to bound each of them.

Because of the estimates (9.11), (9.12) and (9.15), it is more natural to treat graphs B(µ), B̃(ν), B̂(µ) and
B(ω) in Lemma 9.7 as new types of diffusive edges in the following proof. It is not hard to see that Lemma
9.11 and Lemma 9.12 still hold for generalized doubly connected graphs containing these new diffusive edges,
as long as we replace the factor (L2/W 2)kgh(G)W−ord(G)·d/2 by size(G) defined in (9.16).

Corresponding to Definition 9.10, we can extend the generalized SPD property in Definition 9.6 and the
globally standard property in Definition 6.2 as follows.

Definition 9.13. (i) A graph G is said to satisfy the generalized SPD property with external molecules
if, after merging all external molecules of G into one single internal molecule, the resulting molecular graph
satisfies Definition 9.6.

(ii) A graph G is said to be globally standard with external molecules if it is generalized SPD with
external molecules in the above sense, and every proper isolated subgraph with non-deterministic closure is
weakly isolated.

It is easy to see that Lemma 9.1 is an immediate consequence of the following lemma.

Lemma 9.14. Suppose the assumptions of Lemma 7.3 hold. Then for any large constant D > 0, a 2p-gon
graph in (9.30) can be expanded as

EGa1,··· ,a2p
=
∑
ω

G(ω)
a1,··· ,a2p + O≺(W−D), (9.32)

where the first term on the right-hand side is a sum of O(1) many deterministic graphs G(ω)
a1,··· ,a2p satisfying

the assumptions of Lemma 9.12. In particular, they satisfy the estimate

1

(Kd)
2p

∑
a1,a2,··· ,a2p∈I

G(ω)
a1,··· ,a2p ≺

(
1

W 4Kd−4

)2p−1

. (9.33)
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Proof. The expansion (9.32) can be obtained by applying Strategy 6.6 with the following modifications:

(i) we will use the non-universal T -expansion (9.10) instead of the n-th order T -expansion;

(ii) we will use the globally standard property with external molecules defined in Definition 9.13;

(iii) we will stop the expansion of a graph if it is deterministic, its size is less than W−D or it is a Q-graph.

The proof is actually easier than that for Theorem 3.7, because the non-universal T -expansion takes a simpler
form with only two types of graphs: graphs with deterministic maximal subgraphs and Q-graphs. Moreover,
Q-graphs from the expansion of Ga1,··· ,a2p will vanish after taking expectation, so we do not need to keep
them. We now give more details.

First, we apply local expansions to Ga1,··· ,a2p to get a linear combination of locally standard graphs
without P/Q labels. The new atoms generated in this process are all included into the external molecules
around ai, 1 6 i 6 2p. Then we pick any tx,y1y2 variable in one of the new graphs, say G̃, and replace it with
the non-universal T -expansion (9.10):

tx,y1y2 = mΘxy1Gy1y2 +
∑
µ

B(µ)
xy1Gy1y2fµ(Gy1y1) +

∑
ν

B̃(ν)
xy2Gy2y1 f̃ν(Gy2y2)

+
∑
µ

B(µ)
x,y1y2gµ(Gy1y1 , Gy2y2 , Gy1y2 , Gy2y1) +Qx,y1y2 + Errx,y1y2 .

(9.34)

Here we again include the graphs containing tx,y1y2 − Tx,y1y2 into the second and third terms on the right-
hand side of (9.34) (where we abuse the notation a little bit). If we replace tx,y1y2 with a graph in the first
four terms on the right-hand side of (9.34), then we will get a generalized doubly connected graph which
either does not contain any internal molecule or has a deterministic maximal subgraph. Moreover, the new
graph either has one fewer blue solid edge or is of smaller size than size(G̃) by a factor W−c1 . If we replace
tx,y1y2 with a graph in Errx,y1y2 , then the new graph is of size 6W−D.

Now suppose we replace tx,y1y2 in G̃ with a Q-graph in Qx,y1y2 and apply the Q-expansions. Then
by Lemma 6.5, the resulting non-Q graphs are globally standard with external molecules in the sense of
Definition 9.13. Here we draw two examples of such molecular graphs with 2p = 6:

(a)

b1

y

a1

a2

a3a4

a6

a5

b2b3

(b)

b1

y

a1

a2

a3a4

a6

a5

b2b3

Inside the black circle is a subgraph containing all internal molecules, and y is the atom in the label of the Q-
graph (where we used y to label the molecule containing it). Graph (a) does not contain any isolated subgraph
with non-deterministic closure and has a pre-deterministic order: internal blue solid edges � b1 � b2 � b3.
Graph (b) may contain isolated subgraphs with non-deterministic closures, but they are weakly isolated due
to the two red solid edges b2 and b3 connected with y. Now for each resulting graph from Q-expansions, we
either perform local expansions on atoms in the MIS as in Step 1 of Strategy 6.6, or expand the first blue
solid edge in a pre-deterministic order of the MIS with non-deterministic closure as in Step 3 of Strategy 6.6
by plugging into the non-universal T -expansion.

Continuing the expansions, we will get a sum of graphs that are generalized doubly connected with
external molecules, and whose internal molecules are only connected with deterministic edges. In other
words, all the G edges are inside or between external molecules as in the following example:
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Γ

a1

a2

a3a4

a6

a5

Now we repeat the previous expansions, that is, we first apply local expansions and then pick any tx,y1y2
variable to expand using (9.34). This may generate a new subset of internal molecules. Again we will apply
Strategy 6.6 to the resulting graphs. Notice that since the old internal molecules are connected only with
deterministic edges, they will not be affected in the rest of the expansion process.

After each step of expansion, all non-Q graphs satisfy the following properties: it is generalized doubly
connected, all molecules are connected together, and all ghost edges are between internal atoms. Our expan-
sions will stop when every graph is deterministic, of size 6 W−D, or a Q-graph. Then taking expectation
gives (9.32) with deterministic graphs G(ω)

a1,··· ,a2p satisfying the assumptions of Lemma 9.12. Notice that
throughout the expansion process, the number of ghost edges in each graph (including G(ω)

a1,··· ,a2p) are under
control due to the conditions (9.13) and (9.14). Now repeating the proof of Lemma 9.12, we can bound that

1

(Kd)
2p

∑
a1,a2,··· ,a2p∈I

G(ω)
a1,··· ,a2p ≺

1

(Kd)
2p

2p∑
q=1

∑
ω,γ

∑
a1,a2,··· ,aq∈I

Gω,γ,aux (a1, a2, · · · , aq) , (9.35)

where we followed the notation in (9.26): Gω,γ,aux are connected graphs consisting of external atoms
a1, · · · , aq, and double-line and purple solid edges. Using (9.28) and the fact

ord (Gω,γ,aux) = 2#{diffusive and purple solid edges in Gω,γ,aux} > 2(q − 1),

we get that

1

(Kd)
2p

∑
a1,a2,··· ,aq∈I

Gω,γ,aux (a1, a2, · · · , aq) ≺
(

1

Kd

)2p−q (
W d−4

Kd−4

)q−1

W−(q−1)d.

Plugging it into (9.35), we conclude (9.33).

A Proof of Lemma 5.11 and Lemma 5.12

All graphs in this section are molecular graphs without red solid edges. We will say a diffusive edge is black
(resp. blue) if this edge is used in the black (resp. blue) net. In the proof, whenever we say “we can change
a blue solid edge into a diffusive edge”, we actually mean “this edge is redundant and hence we can change
it into a diffusive edge”. Thus showing a subgraph is pre-deterministic is equivalent to showing that “we can
change the blue solid edges in this subgraph into diffusive edges one by one”.

First, we state the following two claims, whose proofs are trivial.

Claim A.1. Given a graph G, let S be a subset of molecules such that the subgraph induced on S is doubly
connected. Then G is doubly connected if and only if the following quotient graph G/S is doubly connected:
G/S is obtained by treating the subset of molecules S as one single vertex, and the edges connected with S
in G are now connected with this vertex S in G/S.

Claim A.2. Suppose a blue solid edge b0 is redundant in a doubly connected graph G. We replace a diffusive
edge b between two moleculesM1 andM2 with a path of two diffusive edges: b1 fromM1 to another molecule
M, and b2 from M to M2. Then the edge b0 is still redundant in the new graph.

Now Lemma 5.11 follows from repeated applications of the above two claims.
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Proof of Lemma 5.11. We replace Ij+1 and its two external edges with a black diffusive edge, and get the
following graph (a) for Ii:

Γi Γj-1 Γj

...

(a)
b2

b1

M2

M1

MM

Γi Γj-1

...

(b)

b2

b1

M2

M1

M

M
(A.1)

Here we keep the names Γl, i 6 l 6 j, for the subgraph components inside the black circles. We also keep
the dotted edge between Γi and Γj in order to have a clearer comparison with the original graph without
this dotted edge. In particular, the ending molecules of this dotted edge should be understood as the same
molecule, denoted by M.

First, by the SPD property of the original graph G, we know that the component Γj in graph (a) of
(A.1) is pre-deterministic, and hence we can change the blue solid edges in it into diffusive edges one by
one according to a pre-deterministic order. By Claim A.1, graph (a) of (A.1) is equivalent (in the sense of
doubly connected property) to graph (b) of (A.1) with Γj replaced by a vertex. Furthermore, by merging
the molecules connected by the dotted edge, we get the following graph (a):

(a) (b)

i j-1

...

b2
b1

M2

M1

M

i j-1

...

b2
b1

M2

M1

M
(A.2)

We claim that b2 is redundant in graph (a) of (A.1). Due to the doubly connected property of the original
graph G, removing the subgraph Ij and its two external edges still gives a doubly connected graph. Corre-
spondingly, in graph (a) of (A.2), if we remove the edges b1 and b2, we still get a doubly connected graph,
so the edge b2 is redundant. Then we can change b2 into a diffusive edge and get graph (b) of (A.2).

Next, by property (iii) of Definition 5.9, if we replace b1 and b2 with a single diffusive edge b between
M1 and M2 in graph (b) of (A.2), the component Γj−1 in the resulting graph becomes pre-deterministic.
Then using Claim A.2, we get that the component Γj−1 in graph (b) of (A.2) is pre-deterministic, and we
can change the blue solid edges in it into diffusive edges one by one. After that, the subgraph induced on
the moleculeM and the molecules in Γj−1 is a doubly connected graph. Thus we can replace this subgraph
with a vertex by Claim A.1 and obtain a graph with a similar structure as graph (a) of (A.2). Hence we can
repeat exactly the same argument again.

Continuing in this way, we can show that the blue solid edges in Ii can be changed into diffusive edges
one by one according to an order given by the above argument. Hence Ii is pre-deterministic.

The proof of the case (i) of Lemma 5.12 uses Claim A.1 and the following three claims.

Claim A.3. Given a doubly connected graph G, we construct a new graph Gnew as follows: we create a new
molecule Mnew; we add a diffusive edge b1 between Mnew and a molecule M1 in G, and a blue solid edge
b2 between Mnew and a molecule M2 in G; we replace a blue solid edge b between molecules M3 and M4 in
G with two blue solid edges b3 between M3 and Mnew and b4 between M4 and Mnew. Then the blue solid
edge b2 is redundant in Gnew.

Proof. We illustrate the setting of this claim with the following figure, where graphs (a) and (b) represent
G and Gnew, respectively:

(a) (b)

b2

b1

M2

M1

Mnew

M4 M3

b4

b3

M2

M1

M4 M3

b

(A.3)
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The original graph G is doubly connected with black and blue nets denoted by Bblack and Bblue. In Gnew, the
edge b1 connects the new molecule Mnew to M1, and hence Bblack ∪ {b1} is a black net in Gnew. Moreover,
the path of edges b3 and b4 in Gnew can replace the role of b in the blue net Bblue, and they also connect
Mnew to the molecules in G. Hence Bblue ∪ {b3, b4} \ {b} is a blue net in Gnew. Since b2 is not used in this
blue net, it is redundant in Gnew.

Claim A.4. Given a doubly connected graph G, we construct a new graph Gnew as follows: we create a new
molecule Mnew; we replace a diffusive edge b0 between molecules M1 and M2 in G with two diffusive edges
b1 between M1 and Mnew, and b2 between M2 and Mnew; we replace a blue solid edge b between molecules
M3 andM4 in G with two blue solid edges b3 betweenM3 andMnew, and b4 betweenM4 andMnew. Then
we have that:

(i) If a blue solid edge is not equal to b and is redundant in G, then it is also redundant in Gnew.

(ii) If the edge b is redundant in G, then either b3 or b4 is redundant. Moreover, if we change one redundant
edge of them into a diffusive edge, the other edge also becomes redundant.

Proof. We first prove the statement (i). Suppose the redundant blue solid edge we are considering is e =
(M5,M6). We consider two cases: (A) the edge b0 is included in the black net of G in order for e to be
redundant, and (B) the edge b0 is included in the blue net of G in order for e to be redundant.

Case (A): The graphs (a) and (b) of the following figure represent G and Gnew, respectively:

(a) (b)

b2

b1

M2

M1

Mnew

M4 M3

b4

b3

e

M5

M6

M2

M1

M4 M3

b

e

M5

M6

b0

(A.4)

In graph G, the edge e = (M5,M6) is redundant by putting b0 into the black net. Let the corresponding
black net and blue net be Bblack and Bblue, such that b0 ∈ Bblack and Bblue \{e} is still a blue net of G. Then
in Gnew, if we put edges b1 and b2 into the black net, they can replace the role of b0 in the black net Bblack
and also connect Mnew to other molecules. Hence Bblack ∪ {b1, b2} \ {b0} is a black net in Gnew. Similarly,
the path of edges b3 and b4 can replace the role of b in the blue net Bblue \ {e} and also connect Mnew to
other molecules. Hence Bblue ∪ {b3, b4} \ {e, b} is a blue net in Gnew. Since e is not used in this blue net, it
is redundant in Gnew.

Case (B): The graphs (a) and (b) of the following figure represent G and Gnew, respectively:

(a) (b)

b2

b1

M2

M1

Mnew

M4 M3

b4b3

e

M5

M6

M2

M1

M4 M3

b

e

M5

M6

b0

(A.5)

In graph G, the edge e = (M5,M6) is redundant by putting b0 into the blue net. Let the corresponding
black net and blue net be Bblack and Bblue, such that b0 ∈ Bblue and Bblue \ {e} is still a blue net of G.
Then either M1 or M2 is connected to molecules M3 and M4 through a path of edges in Bblue \ {e, b0},
since otherwise adding back the edge b0 to Bblue \ {e, b0} does not give a blue net, which is a contradiction.
Without loss of generality, assume thatM2 is connected toM3 through a path of edges in Bblue \ {e, b0, b}.
In graph (b) of (A.5), the dashed edge represents such a path from M2 to M3.

Now in graph (b) of (A.5), we put b1 into the blue net and b2 into the black net. Then Bblack ∪ {b2} is
a black net in Gnew, because b2 connects the new molecule Mnew to other molecules. On the other hand,
we claim that Bnewblue := Bblue ∪ {b1, b3, b4} \ {e, b0, b} is a blue net in Gnew. This can be derived from the
following observations.
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(1) M3 andM4 are connected by the path of edges b3 and b4, which replaces the role of edge b in the blue
net Bblue \ {e} of G.

(2) M1 andM2 is connected by a path of edges in Bnewblue consisting of b1, b3 and a path of edges connecting
M2 to M3 in Bblue \ {e, b0, b}. This shows that the role of edge b0 in the blue net Bblue \ {e} can be
replaced by a path of edges in Bnewblue .

(3) The new molecule Mnew is connected to other molecules through b1, b3 and b4.

Combing these observations with the fact that Bblue \ {e} is a blue net in G, we conclude that Bnewblue is a blue
net in Gnew. Since e is not in this blue net, it is redundant in Gnew.

Next we prove the statement (ii). Again there are two cases: (C) the edge b0 is included in the black net
of G in order for b to be redundant, and (D) the edge b0 is included in the blue net of G in order for b to be
redundant.

Case (C): In this case, G and Gnew are represented by the graphs (a) and (b) of (A.4) (where the edge e is
irrelevant). The graph G has a black net Bblack and a blue net Bblue, such that b0 ∈ Bblack and Bblue \ {b} is
still a blue net of G. Then in Gnew, we again have that Bblack ∪ {b1, b2} \ {b0} is a black set in Gnew. On the
other hand, Bblue ∪ {b4} \ {b} is a blue net in Gnew, because Bblue \ {b} is a blue net in G and b4 connects
Mnew to other molecules. Since b3 is not used in this blue net, it is redundant in Gnew. Hence we can change
b3 into a diffusive edge. With the same argument, we can show that b4 is also redundant in the new graph.
This concludes statement (ii) for case (C).

Case (D): In this case, G and Gnew are represented by the graphs (a) and (b) of (A.5) (where the edge e
is irrelevant). The graph G has a black net Bblack and a blue net Bblue, such that b0 ∈ Bblue and Bblue \ {b}
is still a blue net in G. By a similar argument as in case (B), either M3 or M4 is connected to one of
M1 and M2 through a path of edges in Bblue \ {b, b0}. Without loss of generality, assume that M3 is
connected to M2 through a path of edges in Bblue \ {b, b0} (which is represented by the dashed edge in
graph (b) of (A.5)). First, we again have that Bblack ∪ {b2} is a black net in Gnew. Then we claim that
Bnewblue := Bblue ∪ {b1, b3} \ {b, b0} is a blue net in Gnew. This claim follows from the observation thatM1 and
M2 are connected by a path of edges in Bnewblue consisting of b1, b3 and a path of edges connectingM2 toM3

in Bblue \ {b, b0}, and hence the role of edge b0 in Bblue \ {b} can be replaced by a path of edges in Bnewblue .
Since b4 is not used in Bnewblue , it is redundant in Gnew.

Now we change b4 into a diffusive edge and get the following graph, denoted by G̃new:

b2

b1

M2

M1

Mnew

M4 M3

b4b3

(A.6)

We put b4 into the black net, and b1 and b2 into the blue net. Then it is easy to see that Bblack ∪ {b4} is
a black net in Gnew. Moreover, Bblue ∪ {b1, b2} \ {b, b0} is a blue net in Gnew, because the path of edges b1
and b2 can replace the role of edge b0 in the original blue net Bblue \ {b} of G, and b1 and b2 also connect
Mnew to other molecules. Since b3 is not used in this blue net, it is redundant in Gnew. This concludes the
statement (ii) for case (D).

Claim A.5. Given a doubly connected graph G, we construct a new graph Gnew as follows: we create a new
molecule Mnew; we replace a diffusive edge b0 between molecules M1 and M2 in G with two diffusive edges
b1 between M1 and Mnew, and b2 between M2 and Mnew; we replace a diffusive edge b between molecules
M3 and M4 in G with two diffusive edges b3 between M3 and Mnew, and b4 between M4 and Mnew. If a
blue solid edge is redundant in G, then it is also redundant in Gnew.

Proof. Suppose the redundant blue solid edge we are considering is e = (M5,M6). If the edge b is included
into the blue net in order for e to be redundant in G, we put the edges b3 and b4 into the blue net, and the
result then follows from Claim A.4 (because blue diffusive edges and blue solid edges are equivalent in a blue
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net). Notice that b0 and b play symmetric roles. Hence if b0 is included into the blue net in order for e to
be redundant in G, we can conclude the proof with the same argument.

It remains to consider the case where both b and b0 are included into the black net in order for e to be
redundant in G. We have the following figure, where the graphs (a) and (b) respectively represent G and
Gnew:

b0
M2

M1

M4 M3

b

e

M5

M6

b2

b1

M2

M1

Mnew

M4 M3

b4b3

e

M5

M6

(a) (b)

(A.7)

The graph G has a black net Bblack and a blue net Bblue, such that b0, b ∈ Bblack and Bblue \ {e} is still a
blue net of G. Then either M3 or M4 is connected to one of M1 and M2 through a path of black edges
in Bblack \ {b, b0}, since otherwise adding back the edges b and b0 to Bblack \ {b, b0} does not give a black
net, which is a contradiction. Without loss of generality, assume that M3 is connected to M2 through a
path of edges in Bblack \ {b, b0}, which is represented by the dashed edge in the graph (b) of (A.7). Then in
Gnew, we put b2 into the blue net, and put edges b1, b3 and b4 into the black net. First, using the fact that
Bblue \ {e} is a blue net in G, it is easy to see that Bblue ∪ {b2} \ {e} is a blue net in Gnew. Then we claim
that Bnewblack := Bblack ∪ {b1, b3, b4} \ {b, b0} is a black net in Gnew. This is due to the following observations.

(1) M3 and M4 are connected by the path of edges b3 and b4, which replaces the role of edge b in the
original black net Bblack.

(2) M1 and M2 are connected by a path of edges in Bnewblack consisting of b1, b3 and a path of black edges
connecting M2 to M3 in Bblack \ {b, b0}. This shows that the role of edge b0 in the original black net
Bblack can be replaced by a path of edges in Bnewblack.

(3) The new molecule Mnew is connected to other molecules through b1, b3 and b4.

Hence Gnew has a black net Bnewblack and a blue net Bblue ∪ {b2} \ {e}. Since e is not used in this blue net, it
is redundant.

Now we give the proof of the case (i) of Lemma 5.12 using Claims A.3–A.5. Recall that the original

graph is denoted by G, and the new graph is denoted by G̃.

Proof of Lemma 5.12: case (i). The statement that Ij+1 is the maximal isolated subgraph of Ii is trivial.
We replace Ij+1 and its two external edges with a diffusive edge, and get the following graph (a) for the

isolated subgraph Ii of G̃:

Γi Γj-1 Γj

...

(a)

b2

b1

M''

Γi Γj-1

...

(b)

b2

b1

Mnew

M'

M

M'

M

b3

b4

b3

b4

(A.8)

Here we keep the names Γl, i 6 l 6 j, for the subgraph components inside the black circles. By the SPD
property of G, we know that the component Γj in graph (a) is pre-deterministic, and hence we can change
its blue solid edges into diffusive edges one by one according to a pre-deterministic order. Now by Claim
A.1, it suffices to show that the graph (b) with Γj replaced by a vertex is pre-deterministic.

Now we show that the edge b2 is redundant in the graph (b) of (A.8). By the doubly connected property
of G, removing the subgraph Ij+1 and its two external edges still gives a doubly connected graph. Corre-
spondingly, in the graph (b) of (A.8), if we remove the two edges b1 and b2 and replace the edges b3 and b4
with a single blue solid edge b = (M,M′), we still get a doubly connected graph. Then by Claim A.3, the

67



edge b2 is redundant, so we can change it into a diffusive edge and get the following graph:

Γi Γj-1

...
b2

b1

Mnew

M'

M

b3

b4

(A.9)

By the SPD property of G, if we replace Ij and its two external edges with a diffusive edge, then the blue
solid edges in Γj−1 can be changed into diffusive edges one by one according to a pre-deterministic order.
Now using Claim A.4 (i), we get that the blue solid edges inside Γj−1 in (A.9) can be changed into diffusive
edges according to the same pre-deterministic order. After that, since the subgraph induced on the molecules
in Γj−1 and the molecule Mnew is doubly connected, by Claim A.1 it is equivalent to replace them with a
single molecule and get a graph that is similar to graph (b) of (A.8).

Repeating the above argument, we finally reduced the graph to the following graph (b) with component
Γi only and a new molecule Mnew:

Γi

(a) (b)

b2

b1

Mnew

M' M

b4
b3M' M

b

b0Γi Γi

(c)

b2

b1

Mnew

M' M

b4
b3

Γi

(d)

b2

b1

Mnew

M' M

b4
b3

M1

M2
(A.10)

Here the graph (a) is obtained from G by replacing Ii+1 and its two external edges with a diffusive edge
b0 between M1 and M2. By the property (iii) of Definition 5.9, the component Γi in graph (a) is pre-
deterministic. Suppose a pre-deterministic order of the blue solid edges is e1 � · · · � e`−1 � b � e`+1 �
· · · � ek. First, by Claim A.3, the edge b2 in the graph (b) of (A.10) is redundant, so we can change it into
a diffusive edge and get the graph (c). Second, by Claim A.4 (i), the blue solid edges e1, · · · , e`−1 inside Γi
can be changed into diffusive edges one by one. Third, by Claim A.4 (ii), the edges b3 and b4 can be changed
into diffusive edges according to the order b3 � b4 or b4 � b3, which gives the graph (d) of (A.10). Finally,
by Claim A.5, the blue solid edges e`+1, · · · , ek in Γi can be changed into diffusive edges one by one.

In sum, we have shown that the blue solid edges in Ii can be changed into diffusive edges one by one
according to an order given by the above argument. Hence Ii is pre-deterministic. This concludes the case
(i) of Lemma 5.12.

The cases (ii)–(v) of Lemma 5.12 are all easier to prove than case (i). We consider them case by case.

Proof of Lemma 5.12: cases (ii) and (iv). For the case (ii), the statement that Ii+1 is the maximal isolated
subgraph of Ij is trivial. We replace Ii+1 and its two external edges with a diffusive edge, and get the
following graph (a) for the isolated subgraph Ij of G̃:

Γj Γi-1 Γi

...

(a)

b2

b1

M''

(b)
M'

M

b3

b4

Γj Γi-1 Γi

...
b2

b1

M''

M'

M

b3

b4

(A.11)

By the SPD property of G, we know that after replacing the edges b3 and b4 in the graph (a) with a blue solid
edge b := (M,M′), the graph component Γj becomes pre-deterministic. Suppose a pre-deterministic order
of blue solid edges in Γi is e1 � · · · � e`−1 � b � e`+1 � · · · � ek. Then it is trivial to observe that in the
graph (a), the edges e1, · · · , e`−1, b3, b4, e`+1, · · · , ek can be changed into diffusive edges one by one, which
gives the graph (b) of (A.11). Now if we put b3 into the blue net and b4 into the black net, the subgraph
induced on the molecules in Γi and the moleculeM′′ is doubly connected. By Claim A.1, it is equivalent to
look at the quotient graph with this subgraph replaced by a single vertex. The quotient graph has the same
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structure as the graph (a) of (A.2), which has been shown to be pre-deterministic. This concludes the case
(ii) of Lemma 5.12.

For the case (iv), we replace Ii+2 and its two external edges with a diffusive edge, and get the following

graph (a) for the isolated subgraph Ij of G̃:

Γj Γi Γi+1

...

(a)

M''

(b)

M'

Γj Γi

...
M''M (A.12)

The statement that Ii+1 is the maximal isolated subgraph of Ij is trivial. Then we replace Ii+1 and its
two external edges with a diffusive edge, and get the graph (b) in (A.12). Again this graph has the same
structure as the graph (a) of (A.2), which has been shown to be pre-deterministic. Hence we conclude the
case (iv) of Lemma 5.12.

The proofs of cases (iii) and (v) of Lemma 5.12 use the following two claims.

Claim A.6. Given a doubly connected graph G, we construct a new graph Gnew as follows:

b2

b1

Mnew

M3

b3

M1

M2

More precisely, we create a new molecule Mnew. Given any three molecules M1, M2 and M3 in G, we add
a diffusive edge b1 between Mnew and M1, a blue solid edge b2 between Mnew and M2, and a blue solid
edge b3 between Mnew and M3. Then the blue solid edges b2 and b3 are both redundant in Gnew.

Claim A.7. Given a doubly connected graph G, we construct a new graph Gnew as follows:

b2

b1

Mnew

M3

b3

M2

M1

More precisely, we create a new molecule Mnew, replace a diffusive edge b0 = (M1,M2) in G with two
diffusive edges b1 between M1 and Mnew and b2 between M2 and Mnew, and add a diffusive edge b3
between Mnew and a molecule M3 in G. If a blue solid edge is redundant in G, it is also redundant in Gnew.

The proofs of the above two claims are simple, so we omit the details.

Proof of Lemma 5.12: cases (iii) and (v). The case (v) can be regarded as a special case of the case (iii).
For the case (iii), it is trivial to show that Ii+1 is the maximal isolated subgraph of Ii, and Ij+1 is the
maximal isolated subgraph of Ii+1. We replace Ij+1 and its two external edges with a diffusive edge and
get the following graph (a) for the isolated subgraph Ii+1:

Γi+1 Γj-1 Γj

...

(a)

b2

b1

M''

Γj-1

...

(b)

b2

b1

Mnew

M' M'

b3 b3

Γi+1

(A.13)
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By the SPD property of G, the component Γj in the graph (a) of (A.13) is pre-deterministic, so we can
change its blue solid edges into diffusive edges one by one. Then by Claim A.1, we can replace Γj with a
single molecule and get the graph (b) of (A.13). Now by Claim A.6, both b2 and b3 are redundant, so we
can change them into diffusive edges. Next by Claim A.7, we can change the blue solid edges in Γj−1 into
diffusive edges one by one. In the resulting graph, since the subgraph induced on the molecules in Γj−1

and the molecule Mnew is a doubly connected subgraph, by Claim A.1 we can replace them with a single
molecule and get a graph that is similar to the graph (b) of (A.13). Repeating the above argument, we can
show that the blue solid edges in Ii+1 can be changed into diffusive edges one by one according to some
order. Hence Ii+1 is pre-deterministic, which concludes the case (iii) of Lemma 5.12.

B Proof of Lemma 9.7

As discussed below Lemma 9.7, we need to expand the graphs in (R(n)
T )a,b1b2

and (A(>n)
T )a,b1b2

. First, we
keep applying cases 1 and 2 of Strategy 9.8 until all graphs satisfy the stopping rules (T1)–(T3) or the setting
in cases 3 of Strategy 9.8. So far, all the resulting graphs do not contain any ghost edge. Moreover, as shown
in Section 6.4, the resulting graphs Ga,b1b2 can be classified as follows.

(a) If Ga,b1b2
satisfies (T2), then it can be included into Erra,b1b2

.

(b) If Ga,b1b2
is a Q-graph, then it satisfies the property (v) of Lemma 9.7 with kgh(G) = 0.

(c) Suppose Ga,b1b2 satisfies (T1) and is a ⊕/	-recollision graph. Depending on whether each of ⊕ and 	
is connected with a dotted edge or not, we can write Ga,b1b2 as

Ga,b1b2 =
∑
x

ΘaxDxb1Gb1b2f(Gb1b1), or Ga,b1b2 =
∑
x

ΘaxDxb2Gb2b1f(Gb2b2), (B.1)

or
Ga,b1b2

=
∑
x

ΘaxDx,b1b2
g(Gb1b1

, Gb2b2
, Gb1b2

, Gb2b1
), (B.2)

where D are deterministic doubly connected graphs with x, a, b1 and b2 regarded as internal atoms,
and f and g are monomials satisfying (iv) of Lemma 9.7. If Ga,b1b2 takes the form (B.2), then it can
be included into the fourth term on the right-hand side of (9.10). If Ga,b1b2 takes one of the forms in
(B.1), using Lemma 8.5 we get that∑

x

|ΘaxDxbi | ≺
∑
x

BaxB
2
xbi ≺W

−dBabi , i = 1, 2. (B.3)

Hence Ga,b1b2
can be included into the second and third terms on the right-hand side of (9.10).

(d) If Ga,b1b2 satisfies (T1) and is not a ⊕/	-recollision graph, then we have ord(Ga,b1b2) > n, because it

must come from expansions of a graph in (A(>n)
T )a,b1b2 . Then Ga,b1b2 can be written as

Ga,b1b2
=
∑
x,y

ΘaxDxyty,b1b2
, (B.4)

where Dxy is a deterministic doubly connected graph of scaling order > n.

Now we consider the remaining graphs that satisfy the setting in cases 3 of Strategy 9.8 but not the
stopping rules (T1)–(T3). So far, these graphs do not contain any ghost edge. We claim that all these
graphs are GGS. First, by Lemma 5.10 and Lemma 6.5, all these graphs are SPD. Then we show that these
graphs satisfy (9.17). We have two cases. If a graph comes from expansions of (A(>n)

T )a,b1b2
, then it trivially

satisfies (9.17) with kgh = 0. On the other hand, suppose a graph, say G, comes from expansions of a graph,
say G0, in (R(n)

T )a,b1b2
. Since G0 is globally standard, it has no strongly isolated subgraphs. Furthermore,

the only operation to generate a strongly isolated subgraph is to replace a tx,y1y2 variable with a graph in
(A(>n)

T )x,y1y2 in Case 2 of Strategy 9.8. Hence G is of scaling order > n, and satisfies (9.17) with kgh = 0.
In the next few lemmas, we show that Strategy 9.8 preserve the GGS property.
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Lemma B.1. Let Ga,b1b2
be a GGS graph without P/Q labels and satisfy the setting in Case 3 of Strategy

9.8. Applying Strategy 9.8 to Ga,b1b2
, the resulting non-Q graphs are still GGS, and the resulting Q-graphs

satisfy the property (v) of Lemma 9.7.

Proof. Ga,b1b2 satisfies either (A) or (B) of Definition 9.9. If G satisfies (B), then, by the fact that Ik is
deterministic, there exists a redundant ghost edge in Ik. We can remove this edge, and get a new graph
satisfying (A) of Definition 9.9. Hence without loss of generality, we assume that Ga,b1b2

satisfies (9.17).
Now we add a ghost edge, denoted by g0, between the ending atoms of b1, and denote the resulting graph
by G̃. Then we have

ord(G̃) > (n− 1) · kgh(G̃) + 2, (B.5)

and b1 becomes a redundant edge in G̃. Using the generalized SPD property of Ga,b1b2
, it is trivial to see

that b1 is the first edge in a pre-deterministic order of the MIS containing Ik.
Now we apply (4.15) (with n−1 replaced by n) to tx,y1y2 , where Gαy1 is the edge b1 and α is the standard

neutral atom in Ik. By (B.5), all the resulting graphs satisfy (9.18). Moreover, using Lemma 6.5, we get
that the resulting Q-graphs satisfy the property (v) of Lemma 9.7, and the resulting non-Q graphs satisfy
the generalized SPD property. It remains to prove the property (A) or (B1) of Definition 9.9 for the non-Q
graphs. Corresponding to the terms on the right-hand side of (4.15), we have the following four cases.

Case I: If we replace tx,y1y2 with the first two terms on the right-hand side of (4.15), then it is trivial to see
that the edge g0 is redundant in each resulting graph, so that the property (B1) of Definition 9.9 holds.

Case II: If we replace tx,y1y2 with a graph (GA)x,y1y2 in (A(>n)
T )x,y1y2 or (Errn,D)x,y1y2 , then every resulting

graph, say Gnew, satisfies that

ord(Gnew) > ord(G̃) + (n− 1) > (n− 1) · [kgh(G̃) + 1] + 2 = (n− 1) · [kgh(Gnew) + 1] + 2.

Hence Gnew satisfies the property (A) of Definition 9.9.

Case III: Suppose we replace tx,y1y2 with a graph (GR)x,y1y2 in (R(n)
T )x,y1y2 , and get the following molecular

graph (a) without red solid edges. We only show a case where there is a dotted edge connected with y2 in
(GR)x,y1y2 . All the other cases can be analyzed in a similar way. With a slight abuse of notation, we use x,
y1 and y2 to denote the molecules that contain atoms x, y1 and y2.

Γk

y1

(a) (b)

x

Γ

y2 g0 Γk

y1 x

y2
g0

b3

b2

Inside the back circles of graph (a) are some subgraphs, where Γk contains the molecules in Ik of the original
graph G̃, and Γ contains the molecules in (GR)x,y1y2 . We now show that g0 is redundant in graph (a), which
is stronger than the property (B1) of Definition 9.9. By Claim A.1, it is equivalent to consider the graph
(b) obtained by merging all molecules in Γ with molecule y2. If we include the edges b2 and b3 into the blue
net, then g0 becomes redundant.

Case IV: Suppose we replace tx,y1y2 with a graph (GQ)x,y1y2 in Q(n)
x,y1y2 and get a graph (Gnew)a,b1b2

.
Applying Q-expansions, we can expand it into a sum of O(1) many new graphs:

(Gnew)a,b1b2
=
∑
ω

Gω +Q+ Gerr,

where Gω are graphs without P/Q labels, Q is a sum of Q-graphs and Gerr satisfies |Gerr| ≺W−D. Now we
show that the graphs Gω are all GGS. Suppose all the solid edges and weights in (GQ)x,y1y2 have the same
Qy label for an atom y. Let G′ be the complement of Ik in G̃. By the property (iv) of Lemma 4.15, Gω
satisfies at least one of the following properties:

(1) there exist atoms in G′ that have been merged with y due to dotted edges;
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(2) the atoms in G′ connect to y only through red solid edges;

(3) there exist atoms in G′ that connect to y through blue solid edges.

In the case (1), we can show that g0 is redundant using the argument in Case III. In the case (2), if (GQ)x,y1y2 is
a ⊕/	-recollision graph, we can again use the argument in Case III to show that g0 is redundant. Otherwise,
(GQ)x,y1y2 is the closure of a weakly isolated subgraph, and replacing it with a diffusive edge corresponds to
replacing the edge b1 in graph G̃ with a diffusive edge, in which case the ghost edge g0 becomes redundant.
This shows that Gω satisfies the property (B1) of Definition 9.9 in the case (2). Finally, we consider the case
(3), where we have the following molecular graph (a) without red solid edges:

Γk

y1

(a)

x

Γ

g0
b2

Γk

y1

(b)

x

Γ

g0
b2

y y

Γk

y1

(c)

x
g0

b2

We change b2 to a diffusive edge and get the graph (b). We claim that g0 is redundant in the graph (b),
which implies that Gω satisfies the property (B1) of Definition 9.9. By Claim A.1, it is equivalent to show
that g0 is redundant in the graph (c) obtained by merging the molecules in Γ. This follows directly from
Claim A.4.

Combining the above four cases, we conclude that the resulting non-Q graphs satisfy either (A) or (B)
of Definition 9.9, and hence are GGS.

Lemma B.2. Let Ga,b1b2
be a GGS graph without P/Q labels. Applying any expansion in Definitions 4.3,

4.4, 4.5 and 4.6 on an atom in the MIS with non-deterministic closure, the resulting non-Q graphs are still
GGS, and the resulting Q-graphs satisfy the property (v) of Lemma 9.7.

Proof. Using Lemma 6.4, we get that the resulting non-Q graphs satisfy the generalized SPD property, and
the resulting Q-graphs satisfy the property (v) of Lemma 9.7. It remains to prove that the new non-Q graphs
satisfy the property (A) or (B1) of Definition 9.9. If G satisfies (9.17) (resp. (9.18)), then the new graphs
also satisfy (9.17) (resp. (9.18)), because they have scaling orders > ord(G). Hence we only need to prove
that if Ga,b1b2

satisfies the property (B1) of Definition 9.9, then the resulting non-Q graphs also satisfy the
property (B1).

Similar to the proof of Lemma 5.10, we need to show that the following two operations will preserve the
property (B1) of Definition 9.9:

(I) merging a pair of molecules due to a newly added dotted or waved edge between them;

(II) replacing a plus G edge between molecules M and M′ with a path of two plus G edges from M →
M′′ →M′ for a molecule M′′ in the MIS with non-deterministic closure.

Denote the maximal isolated subgraph of I ′ in Ga,b1b2 by I ′1. The proof of case (I) is non-trivial only when
one molecule is inside I ′1, while the other is not. The proof is the same as the one for Lemma 5.11 by using
Claims A.1 and A.2, so we omit the details. The proof of case (II) is non-trivial only when molecules M
and M′ are not inside I ′1, as shown in the graph (a) of the following figure:

I1'

(a)

M''M'
M
g0

(b)

M''M'
M
g0

(c)
M'
M
g0I1'

We replace the blue solid edges inside I ′ with diffusive edges and get the graph (b), where we have drawn
a case such that M or M′ does not belong to I ′. To show that g0 is redundant in the graph (b), by Claim
A.1 it is equivalent to consider the graph (c) obtained by merging the molecules in I ′1. Now by Claim A.4,
g0 is redundant in the graph (c). This implies that the graph (a) satisfies the property (B1) of Definition
9.9. Finally, for the case whereM andM′ belong to I ′, we can conclude the proof with a similar argument
by using Claim A.5.
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Lemma B.3. Let Ga,b1b2
be a GGS graph without P/Q labels. Applying the expansion in Case 2 of Strategy

9.8, the resulting non-Q graphs are still GGS, and the resulting Q-graphs satisfy the property (v) of Lemma
9.7.

Proof. This lemma can be proved using similar arguments as in the proofs of Lemmas B.1 and B.2. We do
not repeat them again.

In sum, Lemmas B.1–B.3 show that applying Strategy 9.8 to any GGS input graph once, all the resulting
non-Q graphs are still GGS and all the Q-graphs satisfy the property (v) of Lemma 9.7. Hence we can
apply Strategy 9.8 repeatedly until all graphs satisfy the stopping rules (T1)–(T3). Now we claim that the
expansion process will stop after O(1) many iterations of Strategy 9.8. The proof of this claim is similar to
the one for Lemma 6.8, so we will not write down all the details.

If we only apply the Cases 1 and 2 of Strategy 9.8, then the expansions will stop after O(1) many steps
by Lemma 6.8. To complete the proof, it suffices to show that the Case 3 of Strategy 9.8 is applied at most
for O(1) many times when all graphs satisfy the stopping rules (T1)–(T3). Suppose a graph G satisfies the
setting in the Case 3 of Strategy 9.8. As explained in the proof of Lemma B.1, we can remove a redundant
ghost edge from G if necessary so that G satisfies the property (A) of Definition 9.9. We expand G by applying
Strategy 9.8 repeatedly, and construct correspondingly a tree diagram of graphs as in the proof of Lemma
6.8. Suppose G1 is a graph on the tree so that it satisfies the setting in Case 3 of Strategy 9.8, but all the
other graphs on the unique path between G and G1 do not. Following the expansion process, we find that at
least one of the following properties holds for G1.

• G1 contains strictly fewer blue solid edges than G, and size(G1) 6 size(G).

• G1 has a strictly higher scaling order than G, but not more ghost edges. Hence we have

size(G1) 6W−d/2size(G).

• G1 has one more ghost edge than G, and is of scaling order

ord(G1) > ord(G) + (n− 1). (B.6)

Here the extra ghost edge appears when we apply the Case 3 of Strategy 9.8 to G. Furthermore, in
order for this ghost edge to be pivotal in G1, we must have replaced a tx,y1y2 variable with a graph in
(A(>n)

T )x,y1y2 at some step. This gives the condition (B.6). Using (3.15) and (9.16), we get that

size(G1) 6W−c0size(G).

With the above facts, it is easy to show that the Case 3 of Strategy 9.8 are applied at most for O(1) many
times when the expansion process stops.

Applying Strategy 9.8 repeatedly until all graphs satisfy the stopping rules (T1)–(T3), we can expand
Ta,b1b2

into a sum of O(1) many graphs. If a graph satisfies the stopping rule (T2), then it can be included
into Erra,b1b2

in (9.10). If a graph satisfies the stopping rule (T3), then it can be included into Qa,b1b2

in (9.10). If a graph Ga,b1b2 satisfies the stopping rule (T1) and is a ⊕/	-recollision graph, then it can be
written into one of the forms in (B.1) and (B.2), where Dxb1 , Dxb2 and Dx,b1b2 are deterministic doubly
connected graphs satisfying (9.18). Then using Lemma 9.5 and a similar calculation as in (B.3), we get that
Ga,b1b2

can be included into the second to fourth terms in (9.10). If a graph Ga,b1b2
satisfies the stopping

rule (T1) and is not a ⊕/	-recollision graph, then it is GGS and can be written into

Ga,b1b2
=
∑
x,y

ΘaxD̃xyty,b1b2
=
∑
x,y

ΘaxD̃xyTy,b1b2
−
∑
x,y

ΘaxD̃xy|m|2
∑
α

syαGαb1
Gαb2

(1− 1α6=b1
1α6=b2

) ,

where D̃xy is a deterministic doubly connected graph satisfying (9.17) (by removing a redundant ghost edge
if necessary). We include the second term of the above equation into the second to fourth terms in (9.10).
In sum, we have obtained the following expansion:

Ta,b1b2
= mΘab1

Gb1b2
+
∑
µ

B
(µ)
ab1
Gb1b2

fµ(Gb1b1
) +

∑
ν

B̃
(ν)
ab2
Gb2b1

f̃ν(Gb2b2
)

+
∑
µ

∑
x

ΘaxD(µ)
x,b1b2

gµ(Gb1b1 , Gb2b2 , Gb1b2 , Gb2b1) +
∑
µ

∑
x,y

ΘaxD̃(µ)
xy Ty,b1b2 +Qa,b1b2 + Erra,b1b2 ,

(B.7)

73



where D(µ)
x,b1b2

are deterministic doubly connected graphs satisfying (9.18), and D̃(µ)
xy are deterministic doubly

connected graphs satisfying (9.17).
Now similar to the proof of Corollary 3.8 in Section 6.1, we solve (B.7) to get that

Ta,b1b2 =
∑
x

(
1−ΘD̃(µ)

)−1

ax

[
mΘxb1Gb1b2 +

∑
µ

B
(µ)
xb1

Gb1b2fµ(Gb1b1) +
∑
ν

B̃
(ν)
xb2

Gb2b1 f̃ν(Gb2b2)
]

+
∑
x

(
1−ΘD̃(µ)

)−1

ax

[∑
µ

∑
y

ΘxyD(µ)
y,b1b2

gµ(Gb1b1 , Gb2b2 , Gb1b2
, Gb2b1

)
]

+
∑
x

(
1−ΘD̃(µ)

)−1

ax

[
Qx,b1b2

+ Errx,b1b2

]
.

(B.8)

Using (9.9), we can get that

∑
α

ΘxαD̃(µ)
αy ≺

(
L2

W 2

)kgh(D̃(µ)
αy )

W−[ord(D̃(µ)
αy )−2]d/2Bxy 6

W−c0

〈x− y〉d
,

where we used (9.17), (3.15) and W 2/L2 · Bxy 6 〈x − y〉d in the second step. Using this estimate and the

Taylor expansion of (1−ΘD̃(µ))−1, we can get that∣∣∣(1−ΘD̃(µ))−1
xy − δxy

∣∣∣ ≺ W−c0

〈x− y〉d
+W−D, (B.9)

for any large constant D > 0. By (B.9), we see that

• matrix products of (labelled) diffusive edges with (1 − ΘD̃(µ))−1 give deterministic graphs B̂(µ) and
B(ω) satisfying (9.12) and (9.15);

• matrix products of B(µ) and B̃(ν) in (B.8) with (1 − ΘD̃(µ))−1 give deterministic graphs satisfying

(9.11) (where we have used the same notations B(µ) and B̃(ν) for convenience);

• [(1−ΘD̃(µ))−1Θ]xy = Θxy +B
(µ)
xb1

for a deterministic graph B
(µ)
xb1

satisfying (9.11).

Hence (B.8) can be written into (9.10), which concludes the proof of Lemma 9.7.
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