A STAGGERED DISCONTINUOUS GALERKIN METHOD FOR THE STOKES SYSTEM
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Abstract. Discontinuous Galerkin (DG) methods are a class of efficient tools for solving fluid flow problems. There are in literature many DG methods with great success. In this paper, a new staggered discontinuous Galerkin method for the Stokes system is developed and analyzed. The key feature of our method is that the discrete system preserves the structures of the continuous problem, which results from the use of our new staggered DG spaces. This also provides local and global conservation properties, which are desirable for fluid flow applications. The method is based on the first order mixed formulation involving pressure, velocity and velocity gradient. The velocity and velocity gradient are approximated by polynomials of the same degree while the choice of polynomial degree for pressure is flexible, namely the approximation degree for pressure can be chosen as either that of velocity or one degree lower than that of velocity. In any case, stability and optimal convergence of the method are proved. Moreover, a superconvergence result with respect to a discrete $H^1$-norm for the velocity is proved. Furthermore, a local postprocessing technique is proposed to improve divergence free property of the velocity approximation and it is proved that the postprocessed velocity retains the original accuracy and is weakly divergence free with respect to pressure test functions. Numerical results are included to validate our theoretical estimates and to present the ability of our method for capturing singular solutions.
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1. Introduction. Discontinuous Galerkin methods are getting their popularity in solving fluid flow problems. For example, in [11], the local discontinuous Galerkin (LDG) methods were developed for the Stokes system. These are stabilized mixed methods and a nonstandard inf-sup condition was proved. The methods give more flexibility in the choice of approximation spaces for the velocity and pressure. In particular, experimental results there showed that if polynomials of degree $k$ and $k - 1$ are used to approximate both velocity and pressure respectively, then the velocity converges with order $k + 1$ in $L^2$ while the pressure converges with order $k$. When polynomials of the same degree $k$ are used to approximate both velocity and pressure, the numerical solution still converge, but the order of convergence for the pressure does not improve because the $L^2$-error of the pressure also depends on the energy error of the velocity.

Due to their discontinuous nature, DG methods are also well-suited for $hp$-adaptivity; see [26] for a study on the mixed $hp$-DGFEM with the $Q_k - Q_{k-1}$ elements and see also [27] in which corner singularities are treated and the authors derived exponential convergence for the methods used in [26] together with geometrically refined meshes.

For mixed DG methods, the numerical solutions normally satisfy the divergence-free constraint weakly, as is the case for the method presented in this paper. Methodologies producing globally divergence-free approximations can be found in [10, 8]

Recently, in [9], the authors analyzed hybridizable discontinuous Galerkin (HDG) methods applied to the stationary Stokes flow. In their work all the unknowns (velocity, velocity gradient and pressure) are approximated by piecewise polynomials of degree at most $k$. On the other hand their elements are totally discontinuous across element interfaces, in contrast to our staggered continuity setting which will be described in detail. The performance of their methods hinges on the choice of
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a stabilization tensor which connects the numerical traces. It was shown that the $L^2$-errors of all the numerical solutions converge with the optimal order $k + 1$, which is a significant improvement over other finite element methods in the context of incompressible fluid flow problems. Moreover, a postprocessing technique is proposed and the postprocessed velocity is exactly divergence free.

In this paper, we develop a staggered discontinuous Galerkin formulation for the Stokes problem by using piecewise polynomials which are partially continuous across inter-element boundaries. The idea of staggered grid in the computation of fluid flow has been applied successfully in the context of finite difference framework, see for example [23] and [3], and the finite volume framework, see for example [2], in order to avoid the addition of artificial viscosity. Staggered finite volume formulation is also widely used for wave propagation problems [14, 15]. Our staggered DG formulation generalizes staggered finite difference/finite volume methods, retains the local conservation property and provides a higher order numerical scheme for fluid flow applications on triangular meshes.

In our formulation, the Stokes problem is rewritten into a system of first order equations by using three variables: velocity gradient, velocity and pressure. All these variables are approximated with piecewise polynomials of the same degree. We emphasize that the velocity gradient only acts as an auxiliary variable and will not be solved in the resulting linear system. The continuity of polynomials for velocity gradient, velocity and pressure are staggered on the inter-element boundaries. In other words, on the common part of two elements, one of them is continuous and the other can be discontinuous. The use of these staggered variables gives a discretization that preserves the structures of the continuous problem. In particular, the discrete gradient and divergence operators are adjoint to each other. Also, the discrete Laplacian operator is symmetric and positive definite without the need of penalization.

The staggered continuity property naturally gives inter-element flux term in our discontinuous Galerkin formulation in contrast to other discontinuous Galerkin methods, in which numerical fluxes or penalty parameters have to be carefully chosen. Similar to [9], we prove that the $L^2$-errors of all solutions are of order $k + 1$ when piecewise polynomials of order up to $k$ are used, and we prove in addition that the velocity converges with the optimal order $k$ with respect to the energy norm. Even though our method gives a larger linear system and geometrically more complicated supports of basis function, it provides a promising alternative to [9] in the sense that our method is easy to implement without the need to specify a stabilization tensor and it is straightforward to apply existing domain decomposition preconditioners for fast solutions, since our resulting algebraic system preserves the structure of the Stokes system and pressure functions are decoupled across the triangle boundaries, see also [25]. Another feature of our method is that the approximation degree of pressure can be taken one order lower than velocity, without affecting the accuracy of the velocity and the stability of the method, in order to reduce the computational cost. Moreover, a superconvergence result is obtained, namely, the error of the velocity in the energy norm is $k + 1$ when the error is computed as the difference between the numerical solution and the interpolant into the new DG space.

In addition, we propose a local postprocessing technique in order to enhance the divergence free property of our numerical solution. The postprocessed velocity is globally $H$(div)-conforming, retains the original accuracy and satisfies a local divergence free condition. Note that, in contrast to [9] which gives a pointwise divergence free condition, the postprocessed velocity considered in this paper is divergence free in a stronger integral sense. In particular, the elementwise integral of the product of the divergence and any test function in the pressure space is zero. The computation of this postprocessed velocity is performed locally, and is thus very efficient. Furthermore, in order to demonstrate that our method is capable of capturing the corner singularities, we test our method with a singular function in the L-shaped domain. The computational experiments in Section 6 show promising results and the performance of our method is comparable to the ones in [24].
In this article, we consider the Stokes problem with homogeneous boundary condition:

\[-\Delta u + \nabla p = f \quad \text{in } \Omega,\]

\[\text{div } u = 0 \quad \text{in } \Omega,\]

\[u = 0 \quad \text{on } \partial \Omega,\]

(1.1)

where \(u = (u_1, u_2)\), \(f = (f_1, f_2)\) and \(\int_{\Omega} p \, dx = 0\). We introduce the auxiliary variables

\[w = \nabla u_1, \quad z = \nabla u_2.\]

(1.2)

Then (1.1) can be reformulated as

\[-\text{div } w + p_x = f_1 \quad \text{in } \Omega,\]

\[-\text{div } z + p_y = f_2 \quad \text{in } \Omega,\]

\[\text{div } u = 0 \quad \text{in } \Omega,\]

\[u = 0 \quad \text{on } \partial \Omega,\]

(1.3)

together with the constraint that \(\int_{\Omega} p \, dx = 0\). The numerical methods in this paper are based on the first order system of (1.2) and (1.3).

The paper is organized as follows. In Section 2, the construction of the staggered discontinuous Galerkin discretization is given in detail. The mathematical theory of the method is presented in Section 3 and Section 4. In particular, the inf-sup condition, stability, convergence and superconvergence of the method are rigorously analyzed. In Section 5, we will present the local postprocessing technique, and in Section 6, numerical results are shown.

2. Staggered discontinuous Galerkin discretization. We will derive our staggered DG method based on triangular meshes. The construction of the meshes, the corresponding finite element spaces and the discrete variational forms will be presented in the following sections. We will focus our attention to the two-dimensional setting for simplicity. Extension of our method to the three-dimensional case follows essentially along the same lines, see [19] for the construction of three-dimensional staggered grid.

2.1. Staggered DG spaces on triangular meshes. Following [12, 16, 17, 18], we first define the triangulation. For rectangular mesh, we can use the idea in [13]. Suppose the domain \(\Omega\) is triangulated by a set of triangles without hanging nodes. We use the notation \(F_u\) to denote the set of all edges in this triangulation and use the notation \(F^u\) to denote the subset of all interior edges in \(F_u\). For each triangle, we take an interior point \(\nu\), and divide this triangle into three subtriangles by connecting the point \(\nu\) to the three vertices of the triangle. The union of these three subtriangles is called \(S(\nu)\). We introduce the notation \(N\) to denote the set of all such interior points \(\nu\). We use the notation \(F_p\) to denote all new edges generated by the subdivision of triangles and use \(T\) to denote the triangulation after subdivision. Note that, the interior points \(\nu\) should be chosen so that \(T\) satisfies the standard shape regularity assumption. In addition, \(F = F^u \cup F_p\) denotes the set of all edges of \(T\) and \(F^0 = F^u \cup F_p\) denotes the set of all interior edges of \(T\).

For each edge \(e \in F_u\), we let \(R(e)\) be the union of the two triangles sharing the edge \(e\). When \(e\) is a boundary edge, \(R(e)\) is the only triangle having the edge \(e\). Fig. 2.1 illustrates these definitions. We remark that this kind of triangulation is also quite useful in other types of methods and applications. For example, in [1], it is used to prove some stability results for the quadratic velocity/linear pressure conforming finite elements. In [22], it is used to prove that weak symmetry implies strong symmetry in some discontinuous Galerkin formulation for the elasticity equations.
We will also define a unit normal vector $\mathbf{n}_e$ on each edge $e$ in $\mathcal{F}$ by the following way. If $e \in \mathcal{F} \setminus \mathcal{F}_0$ is a boundary edge, then we define $\mathbf{n}_e$ as the unit normal vector of $e$ pointing outside of $\Omega$. If $e \in \mathcal{F}_0$ is an interior face, then we fix $\mathbf{n}_e$ as one of the two possible unit normal vectors on $e$. When it is clear that which edge we are considering, we will use $\mathbf{n}$ instead of $\mathbf{n}_e$ to simplify the notations.

We will now discuss the finite element spaces. Let $k \geq 0$ be a non-negative integer. Let $\tau \in \mathcal{T}$ and $e \in \mathcal{F}$. We define $\mathcal{P}_k(\tau)$ and $\mathcal{P}_k(e)$ as the spaces of polynomials of degree up to $k$ on $\tau$ and $e$, respectively. We then define the following:

**Locally $H^1(\Omega)$-conforming finite element space for velocity**

$$U^h = \{ v : v|_\tau \in \mathcal{P}_k(\tau); \tau \in \mathcal{T}; v \text{ is continuous over } e \in \mathcal{F}_0; v|_{\partial \Omega} = 0 \}. \quad (2.1)$$

Notice that, if $v \in U^h$, then $v|_{\mathcal{R}(e)} \in H^1(\mathcal{R}(e))$ for each edge $e \in \mathcal{F}_u$. Furthermore, the condition $v|_{\partial \Omega} = 0$ is equivalent to $v|_e = 0$ for all $e \in \mathcal{F}_u \setminus \mathcal{F}_0$ since $\mathcal{F}_u$ contains all the boundary edges. We also define the following degrees of freedom.

**UD1.** For each edge $e \in \mathcal{F}_0$, we have

$$\phi_e(v) := \int_e v p_k \, d\sigma$$

for all $p_k \in \mathcal{P}_k(e)$.

**UD2.** For each $\tau \in \mathcal{T}$, we have

$$\phi_\tau(v) := \int_\tau v p_{k-1} \, dx$$

for all $p_{k-1} \in \mathcal{P}_{k-1}(\tau)$.

In this paper, we use the notation $|S|$ to represent the number of elements in the set $S$. By [17], any function $v$ in the locally $H^1(\Omega)$-conforming finite element space $U^h$ is uniquely determined by the degrees of freedom (UD1)-(UD2).

In the space $U^h$ we define the following norms

$$\|u\|_X^2 := \int_\Omega u^2 \, dx + \sum_{e \in \mathcal{F}_0} h_e \int_e u^2 \, d\sigma, \quad (2.2)$$

$$\|u\|_Z^2 := \int_\Omega |\nabla_h u|^2 \, dx + \sum_{e \in \mathcal{F}_u} h_e^{-1} \int_e |u|^2 \, d\sigma, \quad (2.3)$$
where we remark that the integral of $\nabla_h u$ in (2.3) is defined element by element. Here we recall that, by definition, $u \in U^h$ is continuous on each edge $e$ in the set $\mathcal{F}_p^0$ while it can be discontinuous on each edge $e$ in the set $\mathcal{F}_p$. We say $\|u\|_X$ is the discrete $L^2$-norm of $u$ and $\|u\|_Z$ is the discrete $H^1$-norm of $u$. In the above definition, the jump $[u]$ over $e$ is defined as

$$[u] = u_1 n - u_2 n$$

where $u_i = u|_{\tau_i}$, $e$ is the common edge of two triangles $\tau_1$ and $\tau_2$, and $n$ is the unit normal to the edge $e$.

Now, we define the following:

**Locally $H(\text{div}; \Omega)$-conforming finite element space**

$$W^h = \{ w : w|_\tau \in P^k(\tau); \tau \in \mathcal{T}; w \cdot n \text{ is continuous over } e \in \mathcal{F}_p \}. \tag{2.4}$$

Notice that, if $w \in W^h$, then $w|_{S(\nu)} \in H(\text{div}; S(\nu))$ for each $\nu \in \mathcal{N}$. We also define the following degrees of freedom.

(WD1). For each $e \in \mathcal{F}_p$, we have

$$\psi_e(w) := \int_e w \cdot n_p \, d\sigma$$

for all $p_p \in P^k(e)$.

(WD2). For each $\tau \in \mathcal{T}$, we have

$$\psi_\tau(w) := \int_\tau w \cdot p_{k-1} \, dx$$

for all $p_{k-1} \in P^{k-1}(\tau)^2$.

By [17], any function $w$ in the locally $H(\text{div}; \Omega)$-conforming finite element space $W^h$ is uniquely determined by the degrees of freedom (WD1)-(WD2).

In the space $W^h$, we define the following norms

$$\|w\|_{X'}^2 := \int_\Omega |w|^2 \, dx + \sum_{e \in \mathcal{F}_p} h_e \int_e (w \cdot n)^2 \, d\sigma, \tag{2.5}$$

$$\|w\|_{Z'}^2 := \int_\Omega (\text{div}_h w)^2 \, dx + \sum_{e \in \mathcal{F}_p^0} h_e^{-1} \int_e [w \cdot n]^2 \, d\sigma, \tag{2.6}$$

where we remark that the integral of $\text{div}_h w$ in (2.6) is defined elementwise. Note that the discrete norm $\| \cdot \|_{X'}$ is equivalent to the $L^2$ norm, see [17]. More precisely, there exists a constant $k_1 > 0$, independent of $h$, such that

$$k_1 \|w\|_{X'} \leq \|w\|_{0,\Omega} \leq \|w\|_{X'} \quad \forall w \in W^h \tag{2.7}$$

where $\| \cdot \|_{0,\Omega}$ denotes the $L^2$-norm defined on $\Omega$. Here we recall that, by definition, $w \in W^h$ has continuous normal component on each edge in $e \in \mathcal{F}_p$. We say $\|w\|_{X'}$ is the discrete $L^2$-norm of $w$ and $\|w\|_{Z'}$ is the discrete $H(\text{div}; \Omega)$-norm of $w$. In the above definition, the jump $[w \cdot n]$ over $e$ is defined as

$$[w \cdot n] = w_1 \cdot n - w_2 \cdot n,$$
where $w_i = w|_{\tau_i}$, $e$ is the common edge of two triangles $\tau_1$ and $\tau_2$, and $n$ is a unit normal to the edge $e$.

We denote the numerical approximation of $u = (u_1, u_2)$ by $u_h = (u_{h,1}, u_{h,2})$ and the numerical approximation of $w = \nabla u_1$ and $z = \nabla u_2$ by $w_h$ and $z_h$, respectively. Each component of the numerical approximation $u_h$ is in the space $U^h$, while $w_h$ and $z_h$ are in the space $W^h$. Hence, we are seeking a numerical solution $u_h$ in the product space $[U^h]^2$, for which we define the energy norm by

$$\|v_h\|_h := \sqrt{\|v_{h,1}\|_Z^2 + \|v_{h,2}\|_Z^2}.$$  

As for the pressure $p$, we find the numerical solution $p_h$ in another function space $P^h$ which is defined as:

**Locally $H^1(\Omega)$-conforming finite element space for pressure**

$$P^h = \{ q : q|_\tau \in P^k(\tau); \tau \in T; q \text{ is continuous over } e \in F_p; \int_{\Omega} q \, dx = 0 \}.$$  

Note that this is a finite dimensional subspace of $L^2_0(\Omega) := \{ q \in L^2(\Omega) | \int_{\Omega} q \, dx = 0 \}$. We equip this space with the following norm

$$\|q\|_P^2 = \int_{\Omega} q^2 \, dx + \sum_{e \in F_p} h_e \int_{e} |q|^2 \, d\sigma. \quad (2.8)$$

Similar to the discrete norm $\| \cdot \|_{X^h}$, this norm is also equivalent to the standard $L^2$-norm:

$$k_2\|q\|_{P^h} \leq \|q\|_{L^2} \leq \|q\|_{P^h}, \quad \forall q \in P^h. \quad (2.9)$$

Moreover, we observe that functions in $P^h$ and $U^h$ are continuous on different edges belonging to $F_p$ and $F^0_u$, respectively. For the analysis in the following sections, we relax the average constraint on $P^h$ and define

$$\tilde{P}^h = \{ q : q|_\tau \in P^k(\tau); \tau \in T; q \text{ is continuous over } e \in F_p \}. \quad (2.10)$$

**Remark 1.** For the Stokes problem, the lower order polynomial $P^{k-1}(\tau)$ is commonly used for pressure approximation to achieve inf-sup stability. In our approach, we can use $P^{k-1}(\tau)$ for the pressure and prove that $L^2$ errors for the pressure converge with the order $k$ as in the standard finite element methods for the Stokes problem. Using the higher order approximation $P^k(\tau)$ for the pressure, we can still obtain the inf-sup stability and prove that $L^2$ errors converge with the order $k+1$. The same result was proved in the work [9] where only the convergence of $L^2$ errors was analyzed. In our work, we also provide energy-norm error estimate for the velocity approximation.

### 2.2. Discrete problem.

We will derive the discrete problem in our DG formulation starting from the system of first order equations in (1.2) and (1.3). Multiplying the first equation of (1.2) by $\psi \in W^h$ and integrating over $S(\nu)$ for $\nu \in N$, we have

$$\int_{S(\nu)} w \cdot \psi \, dx = - \int_{S(\nu)} u_1 \nabla \cdot \psi \, dx + \int_{\partial S(\nu)} u_1 \psi \cdot n \, d\sigma. \quad (2.11)$$

Similarly, multiplying the second equation of (1.2) by $\psi \in W^h$ and integrating over $S(\nu)$ for $\nu \in N$, we have

$$\int_{S(\nu)} z \cdot \psi \, dx = - \int_{S(\nu)} u_2 \nabla \cdot \psi \, dx + \int_{\partial S(\nu)} u_2 \psi \cdot n \, d\sigma. \quad (2.12)$$
Multiplying the first equation of (1.3) by \( \phi_1 \in U^h \) and integrating over \( \mathcal{R}(e) \) for \( e \in \mathcal{F}_u^0 \), we have

\[
\int_{\mathcal{R}(e)} \mathbf{w} \cdot \nabla \phi_1 \, dx - \int_{\partial \mathcal{R}(e)} (\mathbf{w} \cdot \mathbf{n}) \phi_1 \, ds - \int_{\mathcal{R}(e)} \mathbf{p}(\phi_1) \, dx - \int_{\partial \mathcal{R}(e)} \mathbf{p} \phi_1 \, ds = \int_{\mathcal{R}(e)} f_1 \phi_1 \, dx. \tag{2.13}
\]

Similarly, multiplying the second equation of (1.3) by \( \phi_2 \in U^h \) and integrating over \( \mathcal{R}(e) \) for \( e \in \mathcal{F}_u^0 \), we have

\[
\int_{\mathcal{R}(e)} \mathbf{z} \cdot \nabla \phi_2 \, dx - \int_{\partial \mathcal{R}(e)} (\mathbf{z} \cdot \mathbf{n}) \phi_2 \, ds - \int_{\mathcal{R}(e)} \mathbf{p}(\phi_2) \, dx - \int_{\partial \mathcal{R}(e)} \mathbf{p} \phi_2 \, ds = \int_{\mathcal{R}(e)} f_2 \phi_2 \, dx. \tag{2.14}
\]

Finally, for \( q \in P^h \),

\[
\int_{\mathcal{S}(\nu)} (\text{div} \mathbf{u}) q \, dx = 0
\]

and integration by parts again gives that

\[
- \int_{\mathcal{S}(\nu)} \mathbf{u} \cdot \nabla q \, dx + \int_{\partial \mathcal{S}(\nu)} (\mathbf{u} \cdot \mathbf{n}) q \, ds = 0. \tag{2.15}
\]

Equations (2.11), (2.12), (2.13), (2.14) and (2.15) give our new method. We emphasize here that locally, functions in \( U^h \), \( W^h \) and \( P^h \) are all polynomials of degree \( k \). Summing those equations over all \( \mathcal{R}(e) \) and \( \mathcal{S}(\nu) \), our new staggered discontinuous Galerkin method for (1.1) is obtained:

Find \((\mathbf{u}_h, w_h, z_h, p_h) \in [U^h]^2 \times W^h \times W^h \times P^h\) such that

\[
B_h(\mathbf{w}_h, \phi_1) + B_h(z_h, \phi_2) + b_h^* (p_h, \Phi) = (f, \Phi)_{0,\Omega} \quad \forall \Phi = (\phi_1, \phi_2) \in [U^h]^2,
\]

\[
B_h^*(u_{h,1}, \psi_1) = (w_h, \psi_1)_{0,\Omega} \quad \forall \psi_1 \in W^h,
\]

\[
B_h^*(u_{h,2}, \psi_2) = (z_h, \psi_2)_{0,\Omega} \quad \forall \psi_2 \in W^h,
\]

\[
b_h(u_h, q) = 0 \quad \forall q \in P^h,
\]

where bilinear forms \( B_h(\mathbf{w}_h, v) \) and \( B_h^*(u_h, z) \) are defined as

\[
B_h(\mathbf{w}_h, v) = \int_\Omega \mathbf{w}_h \cdot \nabla_h v \, dx - \sum_{e \in \mathcal{F}_p} \int_e \mathbf{w}_h \cdot \mathbf{n} \mathbf{v} \, ds,
\]

\[
B_h^*(u_h, z) = - \int_\Omega u_h \text{div}_h z \, dx + \sum_{e \in \mathcal{F}_p} \int_e u_h \mathbf{z} \cdot \mathbf{n} \, ds. \tag{2.17}
\]

and the bilinear forms \( b_h^*(p_h, v) \) and \( b_h(u_h, q) \) are defined as

\[
b_h^*(p_h, v) = - \int_\Omega p_h \text{div}_h v \, dx + \sum_{e \in \mathcal{F}_p} \int_e p_h \mathbf{v} \cdot \mathbf{n} \, ds,
\]

\[
b_h(u_h, q) = \int_\Omega u_h \cdot \nabla q \, dx - \sum_{e \in \mathcal{F}_p} \int_e u_h \mathbf{n} q \, ds. \tag{2.18}
\]

Those two bilinear forms in (2.17) possess some properties that will be used throughout this paper. To begin with, by [17], we have

\[
B_h(\mathbf{w}, v) = B_h^*(v, \mathbf{w}) \tag{2.19}
\]
for all \( v \in U_h \) and \( w \in W^h \). This means the bilinear forms \( B_h \) and \( B^*_h \) are adjoint to each other. Secondly, it can be shown by the Cauchy-Schwarz inequality that

\[
|B_h(w, v)| \leq \|w\|_X \|v\|_Z,
\]

\[
|B^*_h(v, w)| \leq \|v\|_X \|w\|_Z',
\]

for all \( (w, v) \in W^h \times U_h \). Hence, both \( B_h \) and \( B^*_h \) are continuous with respect to suitable discrete norms. Moreover, the following inf-sup condition holds (see [17]): there exists a positive constant \( \beta \), independent of \( h \), such that

\[
\beta \|v\|_Z \leq \sup_{w \in W^h} \frac{B^*_h(v, w)}{\|w\|_{X'}},
\]

for all \( (w, v) \in W^h \times U^h \). Hence, both \( B_h \) and \( B^*_h \) are continuous with respect to suitable discrete norms. Moreover, the following inf-sup condition holds (see [17]): there exists a positive constant \( \beta \), independent of \( h \), such that

\[
\beta \|v\|_Z \leq \sup_{w \in W^h} \frac{B^*_h(v, w)}{\|w\|_{X'}},
\]

Lastly, there exist operators \( I : H^1_0(\Omega) \to U^h \) and \( J : H(\text{div}; \Omega) \to W^h \) such that for \( u \in H^1_0(\Omega) \) and \( w \in H(\text{div}; \Omega) \),

\[
B^*_h(Iu - u, \psi) = 0 \quad \forall \psi \in W^h,
\]

\[
B_h(Jw - w, \phi) = 0 \quad \forall \phi \in U^h,
\]

and when \( u \in H^{k+1}(\Omega) \) and \( w \in [H^{k+1}(\Omega)]^2 \)

\[
\|Iu - u\|_Z \leq Ch^k |u|_{H^{k+1}(\Omega)},
\]

\[
\|Jw - w\|_{0, \Omega} \leq Ch^{k+1} |w|_{H^{k+1}(\Omega)}^2
\]

where we only require the domain \( \Omega \) to satisfy standard assumptions so that classical interpolation theories hold. Note that, the proof of the second estimate in (2.23) does not involve any duality argument. The bilinear forms \( B_h \) and \( B^*_h \) will actually take care of the discretization for the Laplacian operator.

For the bilinear forms in (2.18) related to the pressure term, we observe that

\[
b^*_h(q, v) = b_h(v, q)
\]

and again from the Cauchy-Schwarz inequality it is continuous

\[
|b_h(v, q)| \leq \frac{1}{k^2} \|v\|_h \|q\|_{0, \Omega}, \forall (v, q) \in [U^h]^2 \times P^h.
\]

In addition, we need to prove inf-sup condition for the bilinear form \( b_h(v, q) \) to proceed error estimates for our DG approximation.

3. Inf-sup condition. This section is devoted to the proof of an inf-sup condition for the bilinear form \( b_h \), which is crucial in proving the convergence and stability of the numerical scheme.

**Theorem 3.1.** There exists a constant \( \gamma \), independent of \( h \), such that

\[
\inf_{p \in P_h \setminus \{0\}} \sup_{u \in [U^h]^2 \setminus \{0\}} \frac{b_h(u, p)}{\|u\|_h \|p\|_{0, \Omega}} \geq \gamma.
\]

**Proof.** Let \( p \in P^h \setminus \{0\} \) be arbitrary. By definition, \( p \in L^2_0(\Omega) \), so there exists \( u = (u_1, u_2) \in [H^1_0(\Omega)]^2 \), see for example [21], such that

\[
- \int_{\Omega} \text{div} u p \, dx = \|p\|_{0, \Omega}^2
\]

\[
\|u\|_{0, \Omega} \leq C \|p\|_{0, \Omega}.
\]
Next, we define an interpolation operator $\Pi_h : H^1_0(\Omega) \to U^h$ such that every $v \in H^1_0(\Omega)$, for each edge $e \in F_u$,
\[
\int_e \Pi_h v q \, d\sigma = \int_e v q \, d\sigma, \quad \forall q \in P^k(e),
\]
and for each $\tau \in T$,
\[
\int_\tau \Pi_h v q \, dx = \int_\tau v q \, dx, \quad \forall q \in P^{k-1}(\tau).
\]
Note that this operator coincides with the operator $I$ defined in (2.22). Therefore $\Pi_h$ is stable, see [17], in the sense that
\[
\|\Pi_h v\|_Z \leq C \|v\|_{1,\Omega}.
\]
Let $\Pi_h u = (\Pi_h u_1, \Pi_h u_2)$ for $u = (u_1, u_2)$. Note that $\nabla_h p$ is a piecewise polynomial of degree $k - 1$, it follows that
\[
-\int_\Omega \text{div} u p \, dx = -\sum_{\nu \in N} \int_{S(\nu)} \text{div} u p \, dx = -\sum_{\nu \in N} \left( \int_{\partial S(\nu)} u \cdot n_p \, d\sigma - \int_{S(\nu)} u \cdot \nabla p \, dx \right)
\]
\[
= \sum_{\nu \in N} \int_{S(\nu)} \Pi_h u \cdot \nabla p \, dx - \sum_{e \in F^0_u} \int_e u \cdot n \left[ p \right] \, d\sigma
\]
\[
= b_h(\Pi_h u, p),
\]
where we have used (3.3) and (3.4) in the second to last step. Combining (3.2) and (3.6), we have
\[
b_h(\Pi_h u, p) = -\int_\Omega \text{div} u p \, dx = \|p\|^2_{0,\Omega}.
\]
Also, by (3.2), (3.5) and the definition of $\| \cdot \|_h$, we know that
\[
\|\Pi_h u\|_h \leq C \|u\|_{1,\Omega} \leq C \|p\|_{0,\Omega}.
\]
Hence, the result follows.

**Remark 2.** The interpolation operator $\Pi_h$ defined in the proof of Theorem 3.1 actually satisfies the Fortin property. It is well-known that the existence of such an operator leads to the inf-sup condition of $b_h$, cf. [4].

4. **Abstract error analysis.** We are going to derive error bounds for the numerical solution obtained from the proposed scheme. The following estimates are useful.

**Lemma 4.1.** Let $(\phi, v) \in U^h \times W^h$ be such that
\[
(v, \psi)_{0,\Omega} = B_h^*(\phi, \psi) \quad \forall \psi \in W^h.
\]
Then we have
\[
\|v\|_{0,\Omega} \leq \frac{1}{k_1} \|\phi\|_Z,
\]
\[
\|\phi\|_Z \leq \frac{1}{\beta} \|v\|_{0,\Omega},
\]
where the constants $k_1$ and $\beta$ are the ones in the norm equivalence (2.7) and inf-sup condition for $B_h^p$ (2.21), respectively.

Proof. It follows from (4.1), the continuity of $B_h^p$ (2.20) and the norm equivalence (2.7) that
\[
\|v\|_{0,\Omega} = \sup_{\psi \in W_h^{\infty}(\Omega)} \frac{(v, \psi)_{0,\Omega}}{\|\psi\|_{0,\Omega}} \leq \frac{1}{k_1} \sup_{\psi \in W_h^{\infty}(\Omega)} \|B_h^p(\phi, \psi)\|_{X'} \leq \frac{1}{k_1} \|\phi\|_Z.
\]
Similarly,
\[
\|\phi\|_Z \leq \frac{1}{\beta} \sup_{\psi \in W_h^{\infty}(\Omega)} \frac{B_h^p(\phi, \psi)}{\|\psi\|_{X'}} \leq \frac{1}{\beta} \sup_{\psi \in W_h^{\infty}(\Omega)} \frac{(v, \psi)_{0,\Omega}}{\|\psi\|_{0,\Omega}} \leq \frac{1}{\beta} \|v\|_{0,\Omega}.
\]
So the result follows. \(\square\)

Next, we show the well-posedness of the discrete problem.

**Proposition 4.2.** The discrete problem (2.16) admits a unique solution $(u_h, w_h, z_h, p_h) \in \{U^h\}^2 \times W_h \times W_h \times P_h$. Moreover, it is stable in the sense that
\[
\begin{align*}
\|u_h\|_{h} &\leq \frac{C_p}{\beta^2} \|f\|_{0,\Omega}, \\
\|u_h\|_{0,\Omega} &\leq \frac{C_p}{\beta^2} \|f\|_{0,\Omega}, \\
\|p_h\|_{0,\Omega} &\leq \frac{C_p}{\gamma} (1 + \frac{\sqrt{2}}{k_1 \beta^2}) \|f\|_{0,\Omega}, \\
\|w_h\|_{0,\Omega} + \|z_h\|_{0,\Omega} &\leq \frac{\sqrt{2} C_p}{k_1 \beta^2} \|f\|_{0,\Omega}.
\end{align*}
\]

Here, $k_1, \beta, \gamma$ are the constants in the norm equivalence (2.7), inf-sup conditions (2.21), (3.1), respectively. $C_p$ is a constant that stems from the Poincaré-Friedrichs inequality for piecewise-$H_1$ functions. All these constants are independent of the mesh size $h$.

Proof. Note that if (4.2) holds, the existence and uniqueness of the discrete solution follow immediately. So all we need to show is the bounds (4.2). From the second and third equations of (2.16), we know that the pairs $(u_{h1}, w_h)$ and $(u_{h2}, z_h)$ satisfy the hypothesis of Lemma 4.1. Hence, we have
\[
\begin{align*}
\|w_h\|_{0,\Omega} &\leq \frac{1}{k_1} \|u_{h1}\|_{Z}, \\
\|z_h\|_{0,\Omega} &\leq \frac{1}{k_1} \|u_{h2}\|_{Z}, \\
\|u_{h1}\|_{Z} &\leq \frac{1}{\beta} \|w_h\|_{0,\Omega}, \\
\|u_{h2}\|_{Z} &\leq \frac{1}{\beta} \|z_h\|_{0,\Omega}.
\end{align*}
\]
Then, by setting $(\Phi, \psi_1, \psi_2, q) = (u_{h1}, w_h, z_h, p_h)$ as the test functions in (2.16) and using the discrete adjoint property (2.19) and (2.24) we get
\[
\|w_h\|_{0,\Omega}^2 + \|z_h\|_{0,\Omega}^2 = (f, u_h)_{0,\Omega}.
\]

Now it follows from the last two inequalities of (4.3) and the Poincaré-Friedrichs inequality for piecewise $H_1$-functions, see [7], that
\[
\beta^2 \|u_h\|_{h}^2 \leq \|w_h\|_{0,\Omega}^2 + \|z_h\|_{0,\Omega}^2 \leq \|f\|_{0,\Omega} \|u_h\|_{0,\Omega} \leq C_p \|f\|_{0,\Omega} \|u_h\|_{h},
\]

\[\text{(4.4)}\]
where $C_p$ depends only on the shape regularity of the mesh $T$. Thus, we have derived the first bound. Applying the Poincaré-Friedrichs inequality to $u_h$ again yields
\[
\|u_h\|_{0,\Omega} \leq C_p\|u_h\|_h \leq \frac{C_p^2}{\beta^2} \|f\|_{0,\Omega}.
\]
Also, by the first two inequalities of (4.3) we get
\[
\|w_h\|_{0,\Omega} + \|z_h\|_{0,\Omega} \leq \frac{\sqrt{2}}{k_1} \|u_h\|_h \leq \frac{\sqrt{2}C_p}{k_1\beta^2} \|f\|_{0,\Omega}.
\]
Lastly, the inf-sup condition for $b_h$ (3.1), the discrete adjoint property (2.24), and the continuity of $B_h$ (2.20) implies that
\[
\|p_h\|_{0,\Omega} \leq \frac{1}{\gamma} \sup_{\Phi \in [V_h]^2 \setminus \{0\}} \frac{b_h(\Phi, p_h)}{\|\Phi\|_h} \leq \frac{1}{\gamma} \frac{1}{\gamma} \left( C_p \|f\|_{0,\Omega} + \|w_h\|_{X'} + \|z_h\|_{X'} \right) \leq C_p \left( 1 + \frac{\sqrt{2}}{k_1\beta^2} \right) \|f\|_{0,\Omega}.
\]
Using the continuity and inf-sup conditions of the bilinear forms $B_h$, $B_h^*$ and $b_h$, together with Lemma 4.1 we can establish the convergence of the proposed scheme.

**Theorem 4.3.** Suppose $(u, w, z, p)$ and $(u_h, w_h, z_h, p_h)$ satisfy (1.2), (1.3) and (2.16), respectively. Then the following error bounds hold
\[
\|u - u_h\|_h \leq \|u - Iu\|_h + \frac{1}{\beta^2} \inf_{q \in P_h} \|p - q\|_P + \frac{2}{k_1\beta^2} \left( \|w - Jw\|_{0,\Omega} + \|z - Jz\|_{0,\Omega} \right),
\]
\[
\|p - p_h\|_P \leq \left( 1 + \frac{1}{k_2\gamma} \right) \left( 1 + \frac{\sqrt{2}}{k_1\beta^2} \right) \inf_{q \in P_h} \|p - q\|_P + \frac{2}{k_1k_2\gamma} \left( 1 + \frac{\sqrt{2}}{k_1\beta^2} \right) \left( \|w - Jw\|_{0,\Omega} + \|z - Jz\|_{0,\Omega} \right),
\]
\[
\|w - w_h\|_{0,\Omega} + \|z - z_h\|_{0,\Omega} \leq \frac{\sqrt{2}}{k_1\beta^2} \inf_{q \in P_h} \|p - q\|_P + \left( 1 + \frac{\sqrt{2}}{k_1\beta^2} \right) \left( \|w - Jw\|_{0,\Omega} + \|z - Jz\|_{0,\Omega} \right).
\]
(4.5)

Here, $k_1, \beta, \gamma$ are same as the ones in Proposition 4.2 and $k_2$ is the constant in the norm equivalence (2.9). Again, all these constants are independent of the mesh size $h$.

**Proof.** Consider the element $Iu = (Iu_1, Iu_2) \in [U^h]^2$, where $u = (u_1, u_2)$ is the exact solution to (1.2), (1.3) and $Iu_1$ is defined in (2.22). We recall that this interpolation $Iu$ coincides with $\Pi_h u$ in the proof of Theorem 3.1. Hence, by (3.6), we have
\[
b_h(Iu, q) = - \int_{\Omega} \text{div} u q \, dx = 0
\]
for all $q \in P_h$. We take $\tilde{w}, \tilde{z} \in W^h$ such that
\[
(\tilde{w}, \psi)_{0,\Omega} = B_h^*(Iu_1, \psi) \quad \forall \psi \in W^h,
\]
\[
(\tilde{z}, \psi)_{0,\Omega} = B_h^*(Iu_2, \psi) \quad \forall \psi \in W^h.
\]
Now observe that, by using (2.13), (2.14), the first equation in (2.16), and the discrete adjoint equivalence in (2.7) and (2.9) that
\[
\tilde{\psi} = (\phi_1, \phi_2) \in [U^h]^2.
\]
Then taking \( \Phi = Iu - u_h \), we obtain
\[
B_h(\tilde{w} - w_h, Iu_1 - u_{h,1}) + B_h(\tilde{z} - z_h, Iu_2 - u_{h,2})
= B_h(\tilde{w} - w_h, Iu_1 - u_{h,1}) + B_h(\tilde{z} - z_h, Iu_2 - u_{h,2}) + b_h(Iu - u_h, p_h - p)
\]
\[
= B_h(\tilde{w} - Jw, Iu_1 - u_{h,1}) + B_h(\tilde{z} - Jz, Iu_2 - u_{h,2}) + b_h(Iu - u_h, q - p),
\]
where \( J \) is the interpolation operator defined in (2.22) and we have used the fact that \( b_h(Iu - u_h, q) = 0 \) for all \( q \in P^h \) in the last equality. It then follows from the continuity of \( B_h \) and \( b_h \), and norm equivalence in (2.7) and (2.9) that
\[
B_h(\tilde{w} - Jw, Iu_1 - u_{h,1}) + B_h(\tilde{z} - Jz, Iu_2 - u_{h,2}) + b_h(Iu - u_h, q - p),
\]
\[
\leq \|\tilde{w} - Jw\| [\|Iu_1 - u_{h,1}\|_Z + \|\tilde{z} - Jz\| [\|Iu_2 - u_{h,2}\|_Z + \|p - q\|_P]\|Iu - u_h\|_h
\]
\[
\leq \frac{1}{k_1} \|\tilde{w} - Jw\|_0,\Omega [\|Iu_1 - u_{h,1}\|_Z + \|\tilde{z} - Jz\|_0,\Omega [\|Iu_2 - u_{h,2}\|_Z + \|p - q\|_P]\|Iu - u_h\|_h.
\]
On the other hand, using the second and the third equations in (2.16), we have
\[
(\tilde{w} - w_h, \psi)_{0,\Omega} = B_h^*(Iu_1 - u_{h,1}, \psi) \quad \forall \psi \in W^h,
\]
\[
(\tilde{z} - z_h, \psi)_{0,\Omega} = B_h^*(Iu_2 - u_{h,2}, \psi) \quad \forall \psi \in W^h.
\]
Then, using the discrete adjoint property (2.19) and Lemma 4.1 we have
\[
B_h(\tilde{w} - w_h, Iu_1 - u_{h,1}) + B_h(\tilde{z} - z_h, Iu_2 - u_{h,2})
= B_h^*(Iu_1 - u_{h,1}, \tilde{w} - w_h) + B_h^*(Iu_2 - u_{h,2}, \tilde{z} - z_h)
\]
\[
= \|\tilde{w} - w_h\|_0,\Omega [\|\tilde{z} - z_h\|_0,\Omega
\]
\[
\geq \beta^2 \left( [\|Iu_1 - u_{h,1}\|_Z + [Iu_2 - u_{h,2}]_Z^2] \right).
\]
Combining (4.7), (4.8) and (4.10), we have
\[
\|Iu - u_h\|_h \leq \frac{1}{k_1 \beta^2} \|\tilde{w} - Jw\|_0,\Omega + \frac{1}{k_1 \beta^2} [\|z - Jz\|_0,\Omega + \frac{1}{\beta^2} [p - q]_P].
\]
It is worth noting that for all \( \psi \in W^h \),
\[
(\tilde{w}, \psi)_{0,\Omega} = B_h^*(Iu_1, \psi) = B_h^*(u_1, \psi) = (w, \psi)_{0,\Omega},
\]
which means that \( \tilde{w} \) is the \( L^2 \) projection of \( w \) into the space \( W^h \). Because \( Jw \in W^h \), the following estimate holds:
\[
\|\tilde{w} - w\|_0,\Omega \leq \|Jw - w\|_0,\Omega
\]
and therefore
\[
\|\tilde{w} - Jw\|_0,\Omega \leq \|\tilde{w} - w\|_0,\Omega + \|w - Jw\|_0,\Omega \leq 2\|w - Jw\|_0,\Omega.
\]
Similarly, \( \| z - Jz \|_{0, \Omega} \le 2 \| z - Jz \|_{0, \Omega} \). Hence, from (4.11) we have
\[
\| Iu - uh \|_h \le \frac{2}{k_1 \beta} \| w - Jw \|_{0, \Omega} + \frac{2}{k_1 \beta} \| z - Jz \|_{0, \Omega} + \frac{1}{\beta} \| p - q \|_p. \tag{4.13}
\]
By the triangle inequality, we can obtain the first error bound in (4.5).
To get the estimate for the \( L^2 \) error of the velocity gradient, we note that by (4.9) and Lemma 4.1, we have
\[
k_1 \left( \| w - w_h \|_{0, \Omega} + \| z - \tilde{z} - z_h \|_{0, \Omega} \right) \le \| Iu_1 - u_{h,1} \|_Z + \| Iu_2 - u_{h,2} \|_Z \le \sqrt{2} \| Iu - uh \|_h. \tag{4.14}
\]
Then the last estimate in (4.5) is a direct consequence of (4.13), (4.14) and the inequalities
\[
\| w - w_h \|_{0, \Omega} \le \| w - \tilde{w} \|_{0, \Omega} + \| \tilde{w} - w_h \|_{0, \Omega},
\]
\[
\| z - z_h \|_{0, \Omega} \le \| z - \tilde{z} \|_{0, \Omega} + \| \tilde{z} - z_h \|_{0, \Omega},
\]
For the error estimate of \( \| p - p_h \|_{0, \Omega} \), we note that the inf-sup condition implies that
\[
\gamma \| p_h - q \|_{0, \Omega} \le \sup_{w \in [H^1(\Omega)]^2} \frac{b_h(v, p_h - q)}{\| v \|_h}.
\]
Moreover, (4.6) yields
\[
b_h(v, p_h - q) = b_h(v, p - q) + b_h(w - w_h, v_1) + B_h(z - z_h, v_2)
\]
\[= b_h(v, p - q) + b_h(Jw - w_h, v_1) + b_h(Jz - z_h, v_2),
\]
for all \( v = (v_1, v_2) \in U^h \). As both \( b_h \) and \( B_h \) are continuous, we then obtain that
\[
\gamma \| p_h - q \|_{0, \Omega} \le \| p - q \|_p + \| Jw - w_h \|_{\Omega} + \| Jz - z_h \|_{\Omega}.
\]
\[\le \| p - q \|_p + \frac{1}{k_1} \left( \| Jw - \tilde{w} \|_{0, \Omega} + \| Jz - \tilde{z} \|_{0, \Omega} + \| \tilde{w} - w_h \|_{0, \Omega} + \| \tilde{z} - z_h \|_{0, \Omega} \right)
\]
\[\le \| p - q \|_p + \frac{2}{k_1} \left( \| Jw - w \|_{0, \Omega} + \| Jz - z \|_{0, \Omega} \right) + \frac{\sqrt{2}}{k_1} \| Iu - uh \|_h
\]
\[\le \left( 1 + \frac{\sqrt{2}}{k_1 \beta} \right) \| p - q \|_p + \frac{2}{k_1} \left( 1 + \frac{\sqrt{2}}{k_1 \beta} \right) \left( \| Jw - w \|_{0, \Omega} + \| Jz - z \|_{0, \Omega}, \right),
\]
where we have used (4.12) and (4.14) in the third inequality, and used (4.13) in the last inequality. Now the second error estimate in (4.5) follows again from triangle inequality and the norm equivalence (2.9).

To obtain the \( L^2 \)-error estimate for the velocity, we can prove the following bound by a standard duality argument, see [6, Chapter II. 7.6 Aubin-Nitsche Lemma], when \( u \in [H^{1+\sigma}(\Omega)]^2 \) and \( p \in H^\sigma(\Omega) \) with \( \sigma \ge 1 \):
\[
\| Iu - uh \|_{0, \Omega}
\]
\[= \sup_{g \in [L^2(\Omega)]^2} \frac{(g, Iu - uh)_{0, \Omega}}{\| g \|_{0, \Omega}} \tag{4.15}
\]
\[\le C(k_1) h \left( \| Iu - u \|_h + \| u - uh \|_h + \| Jw - w_h \|_{0, \Omega} + \| Jz - z_h \|_{0, \Omega} + \| p - p_h \|_p \right),
\]
\[\le 13\]
where $C(k_1)$ is a constant depending on $k_1$ but not depending on the mesh size $h$. We note that $k_1$ is the same constant as in Theorem 4.3. Combining the above bound with the estimates in Theorem 4.3 and with the triangle inequality, we obtain the $L^2$-error estimate for the velocity:

**Theorem 4.4.** For $u, p$ and $u_h$ in Theorem 4.3, the following $L^2$-error estimate holds when $u \in [H^{1+\sigma}(\Omega)]^2$ and $p \in H^\sigma(\Omega)$ with $\sigma \geq 1$,

$$
\|u - u_h\|_{0,\Omega} \leq \|u - Iu\|_{0,\Omega} + C(k_1, k_2, \beta, \gamma) h \left(\|u - Iu\|_h + \inf_{q \in P_h} \|p - q\|_p + \|w - Jw\|_{0,\Omega} + \|z - Jz\|_{0,\Omega}\right),
$$

where $C(k_1, k_2, \beta, \gamma)$ denotes a constant depending on $k_1, k_2, \beta, \gamma$ and not depending on the mesh size $h$. Those constants $k_1, k_2, \beta, \gamma$ are same as ones in Theorem 4.3.

In Theorems 4.3 and 4.4, we can take $q = \pi_h p \in P_h$ where $\pi_h$ is the standard conforming finite element interpolation operator for the triangulation $T$. Then we have (c.f. [20])

$$
\|p - \pi_h p\|_{0,\Omega} \leq C h^{k+1} \|p\|_{H^{k+1}(\Omega)} \quad \text{and} \quad \|p - \pi_h p\|_{L^2(\tau)} \leq C h^{k+\frac{1}{2}} \|p\|_{H^{k+1}(\tau)}
$$

where $e \in \partial \tau$ and $\tau \in T$. By taking into account the approximation properties of the space $U^h$ and $W^h$ in (2.23) as well as the definition of the $P$-norm on the space $P^h$, an explicit error bound follows easily from Theorems 4.3 and 4.4. We state it as a corollary.

**Corollary 4.5.** Let $(u, w, z, p)$ and $(u_h, w_h, z_h, p_h)$ be as in Theorem 4.3 with the additional assumptions that $(u, p) \in [H^{1+\sigma}(\Omega)]^2 \times H^\sigma(\Omega)$. We have

$$
\begin{align*}
\|u - u_h\|_h &\leq C h^{k}\left(\|u\|_{H^{k}(\Omega)} + \|p\|_{H^{k}(\Omega)}\right), \\
\|u - u_h\|_{0,\Omega} &\leq C h^{k+1}\left(\|u\|_{H^{k+1}(\Omega)} + \|p\|_{H^{k}(\Omega)}\right) \quad \text{(only for $\sigma \geq 1$)} \\
\|p - p_h\|_{0,\Omega} &\leq C h^{k+1}\left(\|u\|_{H^{k+1}(\Omega)} + \|p\|_{H^{k}(\Omega)}\right), \\
\|w - w_h\|_{0,\Omega} + \|z - z_h\|_{0,\Omega} &\leq C h^{k+1}\left(\|u\|_{H^{k+1}(\Omega)} + \|p\|_{H^{k+1}(\Omega)}\right).
\end{align*}
$$

where the constant $C$ is independent of $h$.

We remark that the condition $\sigma \geq 1$ is required for the duality argument used to prove (4.15), and hence the second estimate in (4.16). Note that, this condition holds when the domain is a convex polygon.

Moreover, from (4.13) and the above approximation properties, we obtain the following superconvergence result for the velocity.

**Corollary 4.6.** Under the same assumptions in Corollary 4.5, we have the following superconvergence estimate:

$$
\|I u - u_h\|_h \leq C h^{k+1}\left(\|u\|_{H^{k+1}(\Omega)} + \|p\|_{H^{k+1}(\Omega)}\right)
$$

where the constant $C$ is independent of $h$.

We remark that all the above stability and convergence theories as well as the inf-sup condition for the bilinear form $b_h$ are valid if the approximation space for the pressure is replaced by the following space

$$
\tilde{P}_h = \{q \in P^{k-1}(\tau); \tau \in T; \; q \text{ is continuous over } e \in F_p; \int_{\Omega} q \; dx = 0\}
$$
which is one order lower than \( P^h \). In particular, (3.6) holds when \( p \in \tilde{P}^h \). The resulting method is then similar to the classical finite element method. We also note that the lower order pressure does not affect the accuracy for the velocity and keeps it as the same order \( k + 1 \) in the \( L_2 \) norm and \( k \) in the energy norm, see the bound in Theorem 4.4 and also the first bound in Theorem 4.3.

5. Postprocessing and local conservation. It is well-known that local conservation is an important property for the Stokes flow. From (2.16) and the discrete adjoint property (2.24), we see that our numerical solution \( u_h \) satisfies the following local divergence-free condition

\[
- \int_{S(\nu)} q \, \text{div}_h \, u_h \, dx + \sum_{e \in \mathcal{E}(\nu)} \int_e q \, [u_h \cdot n] \, d\sigma = 0, \quad \forall q \in \tilde{P}^h_{|S(\nu)}
\]  

(5.1)

where \( \mathcal{E}(\nu) \) is the set of all edges having the vertex \( \nu \). Note that, in the above argument, we have used the fact that the last equation of (2.16) also holds for all \( q \in \tilde{P}^h \), see (2.10) for the definition of \( \tilde{P}^h \). While (5.1) provides some form of local conservation, it may not be accurate enough for some cases, see numerical illustration in the following section.

To improve the local conservation, we will introduce a local postprocessing technique. Let \( \tau \) be a given triangle and \( RT_k(\tau) \) be the Raviart-Thomas element of degree \( k \) defined on the triangle \( \tau \). We then define a vector \( r_{h, \tau} \in RT_k(\tau) \) by the following degrees of freedom:

\[
\int_e p_k \, r_{h, \tau} \cdot m \, d\sigma = \begin{cases} 
\frac{1}{2} [u_h \cdot n] \, p_k \, d\sigma, & \forall p_k \in P^k(e), \ e \subset \partial \tau, \\
\int_\tau p_{k-1} \, r_{h, \tau} \, dx = 0, & \forall p_{k-1} \in P^{k-1}(\tau)
\end{cases}
\]  

(5.2)

where \( m \) is the outward unit normal vector defined on \( \partial \tau \). We remark that \( n \) is a fixed normal direction on the edge \( e \). Notice that, in (5.2), \( [u_h \cdot n] = 0 \) on one of the three edges of \( \tau \) due to the continuity condition in the space \( U^h \). Moreover, the problem (5.2) can be solved easily and efficiently because it is defined only locally on a triangle. Next, we define \( r_h \in L^2(\Omega) \) such that \( r_h|_{\tau} = r_{h, \tau} \). Finally, we define \( \tilde{u}_h = u_h - r_h \). This vector \( \tilde{u}_h \) is our postprocessed velocity which has better divergence free property and has the same accuracy as the original velocity \( u_h \). These results are stated and proved in the following theorem.

**Theorem 5.1.** The vector \( \tilde{u}_h \) is \( H(\text{div}) \)-conforming and divergence-free in the following sense

\[
\int_{S(\nu)} q \, \text{div}_{h, \tau} \, \tilde{u}_h \, dx = 0
\]  

(5.3)

for all \( q \in \tilde{P}^h_{|S(\nu)} \), \( \nu \in \mathcal{N} \). Moreover, under the same assumptions in Corollary 4.5 and \( \sigma > \frac{1}{2} \), the vector \( \tilde{u}_h \) satisfies the following estimate

\[
\|u_h - \tilde{u}_h\|_{0, \Omega} \leq C(h^{\min(k+1,1,\sigma+1)}|u|_{H^{\min(k+1,1,\sigma+1)}(\Omega)})^2 + \|u - u_h\|_{0, \Omega}.
\]  

(5.4)

**Proof.** By the first condition of (5.2), it is easy to see that the jump of \( r_h \) on each edge \( e \) satisfies \( [r_h \cdot n] = [u_h \cdot n] \). Thus, the vector \( \tilde{u}_h \) has zero normal jump on each edge. Hence, \( \tilde{u}_h \) is \( H(\text{div}) \)-conforming. To prove the divergence-free condition (5.3), by definition of \( \tilde{u}_h \), we consider

\[
\int_{S(\nu)} q \, \text{div}_h \, \tilde{u}_h \, dx = \int_{S(\nu)} q \, \text{div}_h \, u_h \, dx - \int_{S(\nu)} q \, \text{div}_h \, r_h \, dx.
\]
For the first term on the right, we use (5.1) and for the second term on the right, we use Green’s identity. We thus obtain that

\[ \int_{S(\nu)} q \, \text{div}_h \tilde{u}_h \, dx = \sum_{e \in E(\nu)} \int_e q |u_h \cdot n| \, d\sigma + \int_{S(\nu)} \nabla q \cdot r_h \, dx - \sum_{e \in E(\nu)} \int_e q |r_h \cdot n| \, d\sigma. \]

Since the normal jumps of \( u_h \) and \( r_h \) are the same and the second condition in (5.2) holds for \( r_h \limits_{|\tau|} \), we have

\[ \int_{S(\nu)} q \, \text{div}_h \tilde{u}_h \, dx = 0. \]

To prove the estimate (5.4), we note that for each triangle \( \tau \), we have

\[ \int_\tau |r_h \limits_{|\tau|}|^2 \, dx \leq C h_\tau \sum_{e \subset \partial \tau} |(r_h \limits_{|\tau|} \cdot m)|^2 \, d\sigma, \]

where \( h_\tau \) denotes the diameter of \( \tau \). Thus, we have

\[ \int_\tau |r_h \limits_{|\tau|}|^2 \, dx \leq C h_\tau \sum_{e \subset \partial \tau} |u_h \cdot n|^2 \, d\sigma. \quad (5.5) \]

Let \( u_h^{(c)} \) be the nodal conforming finite element interpolant of \( u \) in the space of piecewise polynomial of degree \( k \) with respect to the triangulation \( T \). Since \( u \in \left[H^{1+\sigma}(\Omega)\right]^2 \) and \( \sigma > \frac{1}{2} \), this nodal interpolant is well-defined. Then it is well known (c.f. [20]) that

\[ \|u - u_h^{(c)}\|_{0,\Omega} \leq Ch_{\text{min}}(k+1,\sigma+1) |u|_{H^{\text{min}}(k+1,\sigma+1)}(\Omega)^2. \]

Thus summing (5.5) over all \( \tau \) we obtain that

\[ \sum_{\tau \in T} \int_\tau |r_h \limits_{|\tau|}|^2 \, dx \leq C \sum_{\tau \in T} h_\tau \sum_{e \subset \partial \tau} |(u_h^{(c)} - u_h) \cdot n|^2 \, d\sigma \]

\[ = C \sum_{\tau \in T} \int_{\tau} |(u_h^{(c)} - u_h)|^2 \, dx \]

\[ \leq C \|u_h^{(c)} - u_h\|_{0,\Omega}^2 \]

\[ \leq C\left(\|u_h^{(c)} - u\|_{0,\Omega}^2 + \|u - u_h\|_{0,\Omega}^2\right) \]

\[ \leq C(h_{\text{min}}(2k+2,2\sigma+2) |u|_{H^{\text{min}}(k+1,\sigma+1)}^2(\Omega)^2 + \|u - u_h\|_{0,\Omega}^2). \]

Hence, we have

\[ \|u_h - \tilde{u}_h\|_{0,\Omega} = \|r_h\|_{0,\Omega} \leq C(h_{\text{min}}(k+1,\sigma+1) |u|_{H^{\text{min}}(k+1,\sigma+1)}(\Omega)^2 + \|u - u_h\|_{0,\Omega}) \]

which proves (5.4).

Finally, we remark that a similar divergence free condition is obtained for conforming finite elements [5].
6. Numerical results. We start with some numerical tests for our new DG method on two examples. The first is the case when the theoretical solution is given by

\[ u_1 = \left( \frac{\pi x^2(1 - x)^2 \sin(2\pi y)}{-2x(1-x)(1-2x)\sin^2(\pi y)} \right), \]
\[ p_1 = \sin(x)\cos(y) + (\cos(1)-1)\sin(1). \]

The computational domain is the square domain \( \Omega_1 = (0,1)^2 \). These functions are smooth throughout the domain \( \Omega_1 \).

In the second example, we will test the capability of our method to capture singularities at the reentrant corners on non-convex domains. We consider the L-shaped domain \( \Omega_2 = (-1,1)^2 \setminus ([0,1] \times (-1,0]) \) with the exact solution given by

\[ u_2 = r^\lambda \left( (1 + \lambda)\sin(\varphi)\psi(\varphi) + \cos(\varphi)\psi'(\varphi) \right), \]
\[ p_2 = -r^{\lambda-1}(1 + \lambda)\psi'(\varphi) + \psi''(\varphi)/(1 - \lambda), \]

where

\[ \lambda \approx 0.54448373678246 \text{ and } \omega = 3\pi/2. \]

We use piecewise linear elements for the numerical approximations of \( u, w, z \) and \( p \), i.e. the case when \( k = 1 \). In addition, we will also test the performance of the method when the approximation to \( p \) is piecewise constant, i.e. \( k = 0 \). We denote by \( B \) the matrix representation of the operators \( B_h \), then \( B^T \) is matrix representation of the operators \( B^*_h \) because the two discrete operators are adjoint to each other, see Section 2.2. Hence, the second and third equations of (2.16) become

\[ \Delta_h u_{h,1} = M w_h, \]
\[ B^T u_{h,2} = M z_h, \]

where \( M \) is the mass matrix for the space \( W/h \) with small diagonal blocks. Hence,

\[ w_h = M^{-1}B^T u_{h,1} \text{ and } z_h = M^{-1}B^T u_{h,2}. \] (6.1)

We further denote \( \Delta_h = BM^{-1}B^T \), and the matrix representation for \( b_h \) to be \( \text{div}_h \). After the elimination, the algebraic system for the discrete problem (2.16) is reduced to

\[ \begin{pmatrix} \Delta_h & 0 \\ 0 & \Delta_h \end{pmatrix} \begin{pmatrix} \text{div}_h \\ \text{div}_h \end{pmatrix} \begin{pmatrix} u_{h,1} \\ u_{h,2} \\ p_h \end{pmatrix} = \begin{pmatrix} f_1 \\ f_2 \end{pmatrix}, \] (6.2)

which consists of two types of unknowns, velocity and pressure. The above linear system is solved for them and then the unknowns for the velocity gradient are calculated from (6.1). We note that the linear system preserves the structure of the Stokes problem and existing domain decomposition algorithms for the Stokes problem can be easily applied for fast solutions, see [25]. The results for the numerical experiments are summarized in Tables 6.1-6.3. In these simulations, the mesh is obtained by first partitioning the domain into an uniform grid and each square in this grid is then divided into two triangles. Using this mesh, the triangulation \( T \) is obtained by the construction outlined...
in Section 2.1. In addition, the refinement of the triangulation $T$ is based on the refinement of the initial uniform grid. Here we denote $h$ to be the mesh width, i.e., $h := \max_{T \in T} h_T$. We also adopt the following conventions: $\|e(u)\|_0 = \|u - u_h\|_{0, \Omega}$, $\|e(u)\|_h = \|u - u_h\|_h$, $\|e(p)\|_0 = \|p - p_h\|_{0, \Omega}$ and $\|e(w, z)\|_0 = \|w - w_h\|_{0, \Omega} + \|z - z_h\|_{0, \Omega}$.

As we can see from Table 6.2, which corresponds to the numerical results for the approximation of the smooth functions $(u_1, p_1)$, the $L^2$ errors of the velocity, the velocity gradient and the pressure all converge to zero at the rate $O(h^2)$ asymptotically and the energy errors of the velocity converge to zero at the rate $O(h)$. These are in full agreement with the estimates in Corollary 4.5 and all the rates are optimal. Moreover, we can use piecewise constant ($k = 0$) approximation instead of piecewise linear approximation for pressure and obtain a stable scheme. The errors and convergence rates for this case are shown in Table 6.1. We see that the order of convergence of $L^2$ errors is $O(h)$ for pressure and is $O(h^2)$ for velocity. Furthermore, the errors in velocity are almost the same as the case when all variables are approximated by piecewise linear polynomials. Thus we can keep the same order of accuracy for velocity even though the approximation degree for pressure is one order lower, and this can help saving the computational cost if velocity is the variable of interest.

On the other hand, for the second example as $u_2 \not\in [H^2(\Omega_2)]^2$ and $p_2 \not\in H^1(\Omega_2)$, the corresponding convergence rates are affected by the regularity of these functions. We observe from Table 6.3 that the orders of convergence of $\|e(u)\|_h$, $\|e(p)\|_0$ and $\|e(w, z)\|_0$ in the second example are likely to approach $\lambda$, as predicted by Corollary 4.5. The convergence of $L^2$ errors of $u_2$ does not follow
that in Corollary 4.5 since \( u_2 \) is no longer in \([H^2(\Omega)]^2\). We remark that similar results are also observed in [24].

Next, we will numerically illustrate how well the divergence free condition is satisfied by the numerical solution. In Table 6.4 and Table 6.5, we present the \( L^\infty \)-norm of the divergence of \( u_h \) for the examples shown above. For the case with smooth solution, that is \( u_1 \), we see from Table 6.4 that the \( L^\infty \) error of the divergence of \( u_h \) converges linearly with the mesh sizes for both the \( P_1 - P_0 \) and the \( P_1 - P_1 \) elements. For the case with singular solution, that is \( u_2 \), we see from Table 6.5 that the \( L^\infty \) error of the divergence of \( u_h \) has no convergence. In fact, for this example, the error mainly comes from the corner singularity. In Fig. 6.1, the divergence of \( u_h \) is shown and we see clearly that large error occurs near the corner.

<table>
<thead>
<tr>
<th>( h )</th>
<th>( | \text{div}<em>h u |</em>{L^\infty(\Omega)} ) with ( P_1 - P_0 ) order</th>
<th>( | \text{div}<em>h u |</em>{L^\infty(\Omega)} ) with ( P_1 - P_1 ) order</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3536</td>
<td>8.43e-01 – 7.86e-01 –</td>
<td>7.86e-01 –</td>
</tr>
<tr>
<td>0.1768</td>
<td>5.12e-01 0.72</td>
<td>4.87e-01 0.69</td>
</tr>
<tr>
<td>0.0884</td>
<td>2.86e-01 0.84</td>
<td>2.75e-01 0.82</td>
</tr>
<tr>
<td>0.0442</td>
<td>1.49e-01 0.94</td>
<td>1.44e-01 0.94</td>
</tr>
<tr>
<td>0.0221</td>
<td>7.59e-02 0.97</td>
<td>7.35e-02 0.97</td>
</tr>
</tbody>
</table>

Table 6.4 \( L^\infty \)-norm of \( \text{div}_h u_h \) for the example with solution \((u_1, p_1)\) on the square domain \( \Omega_1 \) using \( P_1 - P_0 \) and \( P_1 - P_1 \) elements

<table>
<thead>
<tr>
<th>( h )</th>
<th>( | \text{div}<em>h u |</em>{L^\infty(\Omega)} ) order</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5000</td>
<td>1.45e-00 –</td>
</tr>
<tr>
<td>0.2500</td>
<td>1.75e-00 -0.27</td>
</tr>
<tr>
<td>0.1250</td>
<td>2.41e-00 -0.46</td>
</tr>
<tr>
<td>0.0625</td>
<td>3.31e-00 -0.46</td>
</tr>
<tr>
<td>0.0312</td>
<td>4.55e-00 -0.46</td>
</tr>
</tbody>
</table>

Table 6.5 \( L^\infty \)-norm of \( \text{div}_h u_h \) for the example with singular solution \((u_2, p_2)\) on the L-shaped domain \( \Omega_2 \) using \( P_1 - P_1 \) elements

![Fig. 6.1. The divergence of \( u_h \) for the example with singular solution \((u_2, p_2)\) on the L-shaped domain \( \Omega_2 \) using \( P_1 - P_1 \) elements](image-url)
We will now present results for the postprocessed velocity $\tilde{u}_h$. In Table 6.6 and Table 6.7, the $L^2$ errors of the postprocessed velocity $\tilde{u}_h$ are shown for various mesh sizes for the example with the smooth solution $(u_1, p_1)$, and in Table 6.8, the $L^2$ errors of the postprocessed velocity $\tilde{u}_h$ are shown for various mesh sizes for the example with the singular solution $(u_2, p_2)$. From these results, we see that the error of $\tilde{u}_h$ has the same order of accuracy as $u_h$. Regarding the divergence free condition (5.3), we will take $q = 1$ on each $S(\nu)$ and present the maximum of $\int_{S(\nu)} \text{div}_h \tilde{u}_h$ over the whole domain in Table 6.6 and Table 6.7 for $(u_1, p_1)$ and in Table 6.8 for $(u_2, p_2)$. The results for other choices of $q$ are the same and we skip the repetition. In addition, the values of $\int_{S(\nu)} \text{div}_h \tilde{u}_h$ over the whole domain are shown in Fig. 6.2 and Fig. 6.3 for $(u_1, p_1)$ and $(u_2, p_2)$ respectively. From these results, we see that the value of $\int_{S(\nu)} \text{div}_h \tilde{u}_h$ is zero up to the machine precision.

| $h$    | $\|u - \tilde{u}_h\|_{0,\Omega}$ | order | $\max |\int_{S(\nu)} \text{div}_h \tilde{u}_h|$ |
|--------|----------------------------------|-------|----------------------------------|
| 0.3536 | 1.47e-02                         |       | 3.09e-16                        |
| 0.1768 | 3.97e-03                         | 1.89   | 8.38e-16                        |
| 0.0884 | 1.01e-03                         | 1.97   | 1.39e-15                        |
| 0.0442 | 2.54e-04                         | 1.99   | 1.55e-15                        |
| 0.0221 | 6.37e-05                         | 2.00   | 2.18e-15                        |

Table 6.6
Convergence of $\tilde{u}_h$ for the approximation of $(u_1, p_1)$ on the square domain $\Omega_1$ using $P_1 - P_0$ elements

| $h$    | $\|u - \tilde{u}_h\|_{0,\Omega}$ | order | $\max |\int_{S(\nu)} \text{div}_h \tilde{u}_h|$ |
|--------|----------------------------------|-------|----------------------------------|
| 0.3536 | 1.44e-02                         |       | 7.06e-16                        |
| 0.1768 | 3.91e-03                         | 1.88   | 9.66e-16                        |
| 0.0884 | 9.96e-04                         | 1.97   | 1.19e-15                        |
| 0.0442 | 2.50e-04                         | 1.99   | 2.06e-15                        |
| 0.0221 | 6.26e-05                         | 2.00   | 6.75e-15                        |

Table 6.7
Convergence of $\tilde{u}_h$ for the approximation of $(u_1, p_1)$ on the square domain $\Omega_1$ using $P_1 - P_1$ elements

Fig. 6.2. The value of $\int_{S(\nu)} \text{div}_h \tilde{u}_h$ for the example with solution $(u_1, p_1)$ on the square domain $\Omega_1$ using $P_1 - P_0$ (left) and $P_1 - P_1$ (right) elements
\[ h \| u - \tilde{u}_h \|_{0, \Omega} \text{ order } \max \left| \int_{S(\nu)} \text{div}_h \tilde{u}_h \right| \]

| \( h \)  | \( \| u - \tilde{u}_h \|_{0, \Omega} \) | order | \( \max \left| \int_{S(\nu)} \text{div}_h \tilde{u}_h \right| \) |
|------|------------------|------|------------------|
| 0.5000 | 6.31e-02 | - | 4.29e-15 |
| 0.2500 | 2.52e-02 | 1.33 | 3.65e-15 |
| 0.1250 | 1.03e-02 | 1.29 | 2.78e-15 |
| 0.0625 | 4.39e-03 | 1.23 | 5.05e-15 |
| 0.0313 | 1.93e-03 | 1.18 | 2.72e-15 |

Table 6.8: Convergence of \( \tilde{u}_h \) for the approximation of singular solution \((u_2, p_2)\) on the L-shaped domain \( \Omega_2 \) using \( P_1 - P_1 \) elements

**Fig. 6.3.** The value of \( \int_{S(\nu)} \text{div}_h \tilde{u}_h \) for the example with singular solution \((u_2, p_2)\) on the L-shaped domain \( \Omega_2 \) using \( P_1 - P_1 \) elements

### 7. Conclusion

In this paper, we develop and analyze a staggered DG method for the Stokes system. Our method shares the same advantages of existing staggered grid-based methodologies and provides a more practical tool for problems that require higher order accuracy and triangular meshes. The staggered property naturally gives inter-element flux terms so that numerical fluxes or penalty parameters are not needed. One distinctive feature of our method is that all variables are approximated by the same order of polynomial, and optimal orders of convergence in both \( L^2 \) and energy norms are proved. Another feature of our method is that the approximation degree of pressure can be taken one order lower than velocity, without affecting the accuracy of the velocity and the stability of the method, in order to reduce the computational cost. A superconvergence result is also obtained, namely, the error of the velocity in the energy norm is one order higher when the error is computed as the difference between the numerical solution and the interpolant into the new DG space. To enhance divergence free property of the numerical velocity, we propose a local postprocessing technique. The postprocessed velocity retains the original accuracy and is locally divergence free, in the sense that the elementwise integral of the product of the divergence and any test function in the pressure space is zero. Numerical results are shown to confirm these estimates and the ability to capture singular solutions.
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