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ABSTRACT

Surface-related-multiple wavefields constitute redundant in-
formation in conventional migration and can often be difficult
to attenuate. However, when used for migration, multiple wave-
fields can improve subsurface illumination. Unfortunately, the
process of imaging using multiples involves the management
of crosstalk, which largely restricts its application. Crosstalk
causes phantom images formed by spurious correlation of un-
related events in a migration process. These events can be un-
related orders of multiples in the source and receiver wavefields;
they can also be one event associated with a reflector in the
source wavefield and another event generated by a different re-
flector in the receiver wavefield. We have first examined cross-
talk by explicitly investigating its generation mechanisms in a

migration process and classifying it into different categories
based on causality. Following this analysis, crosstalk can be pre-
dicted in a migration process and subtracted in the image do-
main; however, this method is usually difficult to apply due
to the complexity of wavefield separation and adaptive subtrac-
tion. Furthermore, we develop different algorithms to attenuate
the crosstalk, including a deconvolution imaging condition, a
least-squares migration (LSM) method, and an advanced algo-
rithm combining LSM with a deconvolution imaging condition.
We evaluate these different strategies with synthetic examples.
A deconvolution imaging condition can attenuate some cross-
talk, but it is less effective at suppressing strong coherent cross-
talk events. However, the LSM method can fundamentally
address the crosstalk issue, and this approach is further opti-
mized when combined with a deconvolution imaging condition.

INTRODUCTION

In seismic data processing, surface-related multiples are often
treated as redundant information and are removed before migration
(Verschuur, 1991). Instead of being discarded, surface-related mul-
tiples can be treated as signals to image the subsurface. There are
different strategies proposed for imaging multiple wavefields, and
each has advantages and limitations. The main approaches include
the up-down wavefield imaging method (Berkhout and Verschuur,
1994), seismic interferometry (Schuster and Rickett, 2000), and
Marchenko imaging (Wapenaar et al., 2014).
Berkhout and Verschuur (1994) propose the concept of imaging

using multiples and implement the idea by using the up-down wave-
field imaging principle. Because this approach follows the same mi-

gration procedure (Claerbout, 1971) as primary imaging, it is
straightforward to adopt conventional methods, such as anisotropic
and viscoelastic wavefield imaging and angle gather computation
algorithms, to image with multiples. Therefore, this approach is ap-
propriate for industrial implementations and has been developed to
establish mature migration tools for practical applications (Lu et al.,
2015). However, this strategy has some limitations such as the gen-
eration of crosstalk from either unrelated orders of multiples or from
different reflection events. This is because when surface data are
used as source and receiver wavefields, imaging of multiples is a
natural blending migration algorithm that automatically generates
crosstalk. Moreover, based on the sampling theory, the source wave-
field at the boundary must be sampled properly according to the
Nyquist frequency; this can be a substantial challenge when applied
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to streamer data, for which the cable separation can be up to 100 m.
In addition, because the approach by Berkhout and Verschuur
(1994) is based on the up-down wavefield imaging principle, its
implementation is mostly suitable with wave-equation migration
(WEM) algorithms, such as the one-way WEM or the reverse time
migration (Liu et al., 2011) methods.
By crosscorrelating the data, seismic interferometry extracts the

wave lag between two seismometers. Schuster and Rickett (2000)
use the stationary-phase theory to demonstrate that the migration of
these extracted data, which are multiple wavefields, can generate an
image of the subsurface. In fact, seismic interferometry converts
multiple wavefields into primary wavefields. This method can be
used in many circumstances, such as global seismology and ex-
plorational geophysics. Analogously, Shan (2003) proposes an
approach to convert surface multiples into pseudoprimaries by
crosscorrelating the seismic data at the surface. The advantage of
this method is that, after the pseudoprimaries are generated, any
conventional algorithm can be used for further processing. How-
ever, the computational cost is a bottleneck of this method. When
pseudoprimaries are generated, a new shot gather is created at each
receiver location, resulting in a large volume of data. Therefore, the
cost of forming and imaging the pseudoprimaries is high, which
restricts the real application of this algorithm.
Multiple migration can also be applied using the Marchenko im-

aging principle (Wapenaar et al., 2014), which estimates Green’s
functions between a subsurface reflection measurement and a sur-
face location. In contrast to the interferometry approach, the virtual
sources and receivers can be present in the subsurface. Therefore,
the Marchenko algorithm can image surface and interbed multiples.
The Marchenko imaging algorithm can be implemented by apply-
ing redatuming; thus, it can avoid the crosstalk generated by internal
multiples in the overburden. However, this approach relies on the
subsurface properties, which restricts its application in real scenar-
ios (Ravasi et al., 2016).
Although the imaging of multiples can be performed using differ-

ent algorithms, it involves crosstalk formed by unrelated events,
which largely prevents this technique from being applied in prac-
tice. To address the crosstalk issue, various approaches have been
applied, such as migration with a deconvolution imaging condition
(Valenciano and Biondi, 2003; Guitton et al., 2007; Muijs et al.,
2007; Lu et al., 2015), imaging with controlled-order multiples
(Liu et al., 2016), angle gather Radon crosstalk suppression (Wang
et al., 2014; Wong et al., 2015), crosstalk prediction and attenuation
using migration (Lu et al., 2016), and least-squares migration
(LSM) (Tu et al., 2013; Berkhout, 2014; Ordoñez et al., 2014;
Zhang and Schuster, 2014; Wong et al., 2015; Davydenko and Ver-
schuur, 2016; Liu et al., 2016; Lu et al., 2018a).
Migration with a deconvolution imaging condition attenuates cer-

tain crosstalk, and it is convenient to apply in the frequency domain
using one-way WEM, for which different strategies have been
implemented and investigated (Valenciano and Biondi, 2003; Guit-
ton et al., 2007; Muijs et al., 2007; Lu et al., 2015). However, a
deconvolution imaging condition can partially suppress crosstalk
because the true inverse of the forward process is not established.
A strong component of the crosstalk is generated by the interference

between unrelated orders of multiples; thus, imaging controlled-order
multiples can avoid this type of crosstalk (Liu et al., 2016). However,
crosstalk may remain in the image when more than one reflector exists
in the model. In addition, this approach requires the successful sepa-

ration of different orders of multiple wavefields, which usually is com-
putationally intensive and challenging to implement.
When imaging with multiples, the crosstalk issue can be inves-

tigated in prestack images, i.e., common image gathers. When
crosstalk events are generated, their angle gathers display different
moveouts with variations in angle. Mathematically, the trajectory of
crosstalk events in angle gathers can be calculated and crosstalk can
be predicted and attenuated in the angle domain (Wang et al., 2014;
Wong et al., 2015). However, this approach is difficult to apply in
practice. For instance, for small angles, the moveout of crosstalk
events decreases whereas their amplitude increases, which makes
them very difficult to suppress. In addition, in practice, the moveout
of angle gathers is affected by velocity errors, which adds complex-
ity to the prediction and attenuation of crosstalk in this domain.
Crosstalk can be calculated by applying a migration process with

proper combinations of source and receiver wavefields (Lu et al.,
2016). Theoretically, we can compute their phase components, which
correspond to the positions of the crosstalk events. To attenuate these
events, an adaptive subtraction process is needed, but this process is
technically nontrivial. In addition, the effectiveness of this algorithm
relies on the ability to separate multiple wavefields from primary
fields. Multiple migration involves crosstalk because of its adjoint
property with the forward process. Instead, LSM computes the
inverse of the forward extrapolation process; therefore, it should
address the crosstalk issue. However, an inversion solution may
converge slowly or diverge when iteratively suppressing crosstalk.
Although different strategies have been proposed to address the

crosstalk problem, a fundamental theoretical investigation and a
mathematical derivation of the problem are still needed. In the fol-
lowing sections, we revisit the forward, adjoint, and inverse processes
of seismic wavefield propagation to investigate imaging algorithms
that use multiples, examine the crosstalk issue associated with these
methods, and address the issue using different approaches.

THEORY

Crosstalk phenomena in the imaging of multiples

In this section, we explain the origin of crosstalk when multiples
are used for imaging. In conventional migration, a controlled wave-
let, i.e., a transient signal, is used to generate the source wavefield to
image the primaries. Mathematically, the source and receiver wave-
fields can be defined as

S ¼ GsS0; R ¼ GrR1; (1)

where S is the source wavefield generated from a point source S0
with a forward propagation operator Gs (Green’s function) and R is
the receiver wavefield computed from the primary wavefield R1 us-
ing a backpropagation operator Gr (Green’s function).
When imaging multiples, instead of isolating the individual order

of multiple events, we choose to use the downgoing and upgoing
components in the recorded seismic data as the source and receiver
wavefields, respectively, and we simultaneously image all of the
multiple wavefields together. The source and receiver wavefields
can be computed as

S ¼
�
Gs

X
j

Sj

�
; R ¼

�
Gr

X
l

Rl

�
; (2)
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where Sj is the jth-order downgoing wavefield and Rl is the lth-
order upgoing wavefield at the recording surface (Figure 1). Then,
the imaging of multiples can be performed using either a cross-
correlation (equation A-1) or a deconvolution imaging condition
(equation A-2).
To better understand the crosstalk problem, we rewrite the imag-

ing conditions explicitly with a plane-wave solution. We choose a
2D model with a constant velocity v0, a reflector at depth Zm (with
reflectivity m), and a free surface at Z = 0 m, which can create sur-
face multiples (Figure 1). By solving the acoustic wave equation A-3,
we can compute the pressure wavefield P at depth z (equation A-6).
In Figure 1, we label the wavefields before and after they are

reflected at depth Zm and at the surface. The term S0 is an impulse
source wavefield, D0 is the downgoing incidence wavefield at the
reflector, U0 is the reflected upgoing wavefield at the reflector, and
R1 is the receiver wavefield at the surface, which is associated with
the first bounce of the subsurface reflection, i.e., the primary wave-
field. However, due to the reflection at the free surface, the primary
wavefield R1 is reflected downward and acts as a secondary source
wavefield. We label this wavefield S1, the corresponding down-
going and upgoing wavefields D1 and U2, and the receiver wave-
field R2, which is the first-order multiple. Analogously, we label the
higher order multiples as Sj, Dj, Uj, and Rj (Figure 1).
We assume that the free-surface reflection coefficient is equal to

−1, and in a plane-wave sense, the above wavefields can be explic-
itly formulated as

Sj ¼ ð−1ÞjmjS0 exp½ð−ikzÞ2jz�; (3)

Dj ¼ ð−1ÞjmjS0 exp½ð−ikzÞð2jþ 1Þz�; (4)

Uj ¼ ð−1Þj−1mjS0 exp½ð−ikzÞð2j − 1Þz�; (5)

Rj ¼ ð−1Þj−1mjS0 exp½ð−ikzÞ2jz�: (6)

In general, all surface multiples can be used for migration by ap-
plying equation A-1, and the imaging result can be estimated as

Icorr ¼
X
ω

�X
l

X
j

ð−1Þjþl−1mjþljS0j2 exp½ð−ikzÞ2ðl − ðjþ 1ÞÞz�
�
:

(7)

In equation 7, we focus on evaluating the
phase terms ð−ikzÞ2ðl − ðjþ 1ÞÞz of the image.
In these terms, when l ¼ jþ 1, equation 7 pro-
duces an image of the reflector. However, if
l ≠ jþ 1, the corresponding terms are present
at incorrect positions, and these terms generate
crosstalk. Compared to the true reflectivity m,
the crosstalk terms have extra lags of ð−ikzÞ2ðl −
ðjþ 1ÞÞz in terms of phase differences. When
n ¼ l − ðjþ 1Þ is positive, the corresponding
events appear at deeper positions than the true
reflectors, and these events are referred to as
nth-order “causal crosstalk.” In Figure 2a, when
reflector 1 is imaged by wavefield U1

2, this

wavefield also creates an event (dashed blue) at a deeper position
than reflector 1, and it is a causal crosstalk event associated with
reflector 1. However, if n is negative, the corresponding events
are advanced by phase differences −ikz2nz. Therefore, ghost im-
ages appear at positions shallower than their true locations. This
phenomenon seems to contradict the causality; thus, these events
are called jnjth-order “anticausal crosstalk.” In Figure 2b, when re-
flector 2 is imaged by wavefield U2

1, this wavefield also creates an
event (dashed black) at a shallower position than itself, and it has an
associated anticausal crosstalk event. The classification of causal
and anticausal crosstalk is defined based on the positions relative
to their corresponding true reflector. Therefore, the causality is ob-
vious for the simple layered model in Figure 2. For a more realistic
scenario, where consecutive reflectors exist, the crosstalk interferes
with real events; even though the crosstalk events are still causal and
anticausal with respect to their corresponding real reflector loca-
tions, they can appear anywhere in the imaging domain and be chal-
lenging to differentiate.
The objective of classifying causal and anticausal crosstalk is not

to remove them based on their causalities, but to better understand
their generation mechanism. The causal and anticausal crosstalk
events can be calculated independently, and we investigate the al-
gorithm of crosstalk estimation in the following section.

Crosstalk estimation

We can estimate the crosstalk by a migration process. However,
instead of calculating their true amplitude, we focus on estimating
their phase. To image causal crosstalk, we use a point source S0 as
the source wavefield and the multiple model Rlðl > 1Þ to establish
the receiver wavefields. The causal crosstalk Ic-prediction can be pre-
dicted as

Ic-prediction ¼
X
ω

X
l>1

ð−1Þl−1mlS20 exp½ð−ikzÞ2ðl − 1Þz�:

(8)

Figure 1. A 2D model (with constant velocity) and the trajectory of
a single plane wave.

Figure 2. A two-reflector model for displaying causal and anticausal crosstalk events. In
(a),D0 is the downgoing wavefield from the point source, andU1

2 is the first-order multi-
ple wavefield from reflector-1. In (b), D1

1 is the first-order downgoing wavefield gen-
erated from reflector-1 and reflected by the sea surface, and U2

1 is the upgoing primary
wavefield generated from reflector-2.
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Because l − 1 is always larger than zero, equation 8 involves only
causal crosstalk events without either the true image or anticausal
crosstalk terms. Analogously, we can predict the anticausal cross-
talk. We use all the wavefields Sjðj > 0Þ as the source wavefield
and the primary wavefield Rlðl ¼ 1Þ as the receiver wavefield.
Then, the anticausal crosstalk Ia-prediction can be calculated as

Ia-prediction ¼
X
j>0

ð−1Þjm1−jS20 exp½ð−ikzÞ2ð−jÞz�: (9)

Because j > 0, the phase ð−ikzÞ2ð−jÞz in equation 9 comprises
all negative elements of equation 7, which are all the anticausal
crosstalk events without the real image and causal crosstalk terms.
In summary, we can calculate the positions of all causal and anti-

causal crosstalk events using the proper source and receiver wave-
fields. First, to compute the causal crosstalk, we need the multiple
wavefields. Then, to compute the anticausal crosstalk, we need the
primary wavefields. Therefore, performing crosstalk estimation re-
quires surface-related-multiple elimination.

Imaging of multiples with a deconvolution imaging
condition

Mathematically, the forward process can be represented as a
modeling operator L, and it maps the singularity in the reflectivity
to its analog in the data. When we use a crosscorrelation imaging
condition (equation A-1) in migration, we apply the adjoint operator
L�, which is a low-computational-cost substitution of the inverse
operator L−1 without considering amplitude accuracy. This moti-
vates the use of a deconvolution-based imaging condition (equa-
tion A-2), in which the operator L�

d not only shares the same
kinematic behavior as L� but also provides more accurate amplitude
information.
The deconvolution imaging condition in equation A-2 can be re-

written as

Idecon ¼
X
ω

�P
jD

�
j

��P
lUl

�
�P

j
D�

j

��P
j
Dj

� ; (10)

and the crosscorrelation imaging condition in equation A-1 can be
rewritten as

Icorr ¼
�X

j

D�
j

��X
l

Ul

�
: (11)

For the imaging of primaries, a controlled wavelet is used as the
source wavefield and the primary data are used as the receiver wave-
field, which means that we set j = 0 and l = 1 in equations 10 and 11,
respectively. For the simple model in Figure 1, the source and
receiver wavefields can be computed based on equations 3–6. Then,
the output from using a crosscorrelation imaging condition be-
comes

Icorr ¼ S20m; (12)

and the output from using a deconvolution imaging condition is

Idecon ¼ m: (13)

Therefore, when imaging primaries, a deconvolution imaging con-
dition removes the source signature and produces an image with
more accurate phase and amplitude than a crosscorrelation imaging
condition, which is useful for computing true amplitude images
(Zhang et al., 2005).
For the imaging of multiples, there exists a great number of com-

binations when conducting the imaging condition by forward- and
backward-extrapolated wavefields with different orders of multi-
ples. These combinations can generate true events, but many of
them are crosstalk. A deconvolution imaging condition can attenu-
ate certain crosstalk and partially address the crosstalk issue.
To thoroughly examine the effect of a deconvolution imaging

condition on crosstalk attenuation, we explicitly decompose equa-
tions 10 and 11. Based on the derivation in Appendix B, the image
from the crosscorrelation imaging condition can be expressed as

Icorr ¼ S20
X
j

m2jþ1 þ S20Ic þ S20Ia; (14)

and the image from the deconvolution imaging condition sim-
plifies to

Idecon ¼
X
ω

S20
P

jm
2jþ1 þ S20Ic þ S20Ia

S20
P
j
m2j þ S20Id

≈mþ
X
ω

A0

1þ B0

;

(15)
where A0 and B0 are defined in equation B-7.
Equation 14 shows that the image from multiples using a cross-

correlation imaging condition Icorr is contaminated by the source
signature S0 and strong crosstalk (Ic and Ia). In contrast, equation 15
shows that the image of a deconvolution imaging condition Idecon is
not affected by the source signature S0, and it computes a result with
amplitude m plus a small term. This is because when data are used
as the source wavefield in multiple imaging, this signal is a coda.
Within a certain time window, this coda behaves as a source signa-
ture that can be deconvolved by an imaging condition in equation 15
(Muijs et al., 2007). Therefore, a deconvolution imaging condition
is particularly effective at attenuating the short-period crosstalk.
Moreover, in the imaging of multiples with a crosscorrelation im-
aging condition, the impact of the source signature varies in images
of different orders of multiples, which makes certain orders of mul-
tiples easily dominate the imaging result and produce crosstalk
events as strong as the signal component (equation 14). In contrast,
a deconvolution imaging condition makes each order of multiple
produce the signal component with the same amplitude (equa-
tion 15). Therefore, the signal components from each order of
multiple are stackable, which produces an image with a better
signal-to-noise ratio than a crosscorrelation imaging condition,
which effectively attenuates crosstalk.

Imaging of multiples with least-squares migration

To further correct the error associated with the low-computa-
tional-cost substitution L� and the improved operator L�

d, we can
use an optimization approach to obtain an accurate approximation
of L−1:

mls ¼ argmin
m

1

2
kdobs − Lmk22: (16)
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This process is often referred to as LSM, in which dobs is the observed
seismic data at the receivers, and mls is the least-squares solution.
The traditional migration solution is given by

mim ¼ L�dobs: (17)

It has been demonstrated that mls has much less crosstalk than mim

(Lu et al., 2018a). Note that crosstalk dominates the error in the
imaging result. Thus, we can write

mþ ≈mim −mxtalk; (18)

where mþ is the true reflectivity; hence, the receiver wavefield
dobs ¼ Lmþ. The term mxtalk represents the artifacts caused by
crosstalk. Based on equation 18, it follows that

mls −mim ¼ argmin
m

1

2
kdobs − Lm − Lmimk22;

mls ¼ mimþargmin
m

1

2
kLmþ − LðmþmimÞk22;

mls ¼ mimþargmin
m

1

2
kLmxtalk þ Lmk22: (19)

Here, the process for the minimization problem argmin
m

1
2
kLmxtalk þ

Lmk22 is to approximatemxtalk in a least-squares sense and its output
is used to correctmim. In other words, when usingmim as the initial
model in LSM, all of the remaining iteration steps aim to attenuate
the crosstalk. Therefore, when convergence is achieved, crosstalk is
suppressed.
Based on equation 15, the deconvolution imaging condition can-

not thoroughly address the crosstalk issue. However, equation 19
shows that the iteration steps in an LSM with multiples can min-
imize the crosstalk effects. We demonstrate the iterative crosstalk
attenuation process using LSM in the “Examples” section.

Least-squares migration of multiples using a
deconvolution imaging condition

Because a deconvolution imaging condition can suppress certain
crosstalk, we integrate it with LSM for the imaging of multiples.
First, we generalize the traditional least-squares problem into a
weighted form:

m ¼ argmin
m

1

2
kdobs − Lmk22;w; (20)

where the weight w in the norm (equation 20) can be chosen
such that the deconvolution imaging condition is used in the
migration L�

d,

m ¼ argmin
m

1

2
kdobs − LðL�

ddobsÞk22: (21)

However, this minimization approach is not optimal because the
forward operator L and reverse operator L�

d do not form an adjoint
pair. To optimize the inversion problem, we choose to adjust the
LSM process by using the adjoint forward and reverse operators.
Then, efficient least-squares solvers, such as conjugate gradient

(CG) or least squares with QR-factorization (LSQR) method (Paige
and Saunders, 1982), can be used. To obtain a solution, we apply a
transformation T to the least-squares problem and rewrite it as

m ¼ argmin
m

1

2
kTdobs − TLðL�

ddobsÞk22

¼ argmin
m

1

2
kd 0

obs − ΛðΛ�d 0
obsÞk22; (22)

where d 0
obs ¼ Tdobs, TLðL�

ddobsÞ ¼ ΛðΛ�d 0
obsÞ. By applying this

transformation, we have the relation

LL�
d ¼ ΛΛ�: (23)

Equation 23 ensures that a deconvolution imaging condition is ap-
plied and that the adjoint relation between the forward process Λ
and the reverse operation Λ� is maintained.
To apply the above transform, we use the following operator:

T ¼
X
ω

Gr
G�

rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðGsSÞ�ðGsSÞ
p : (24)

With this operator, the data become

d 0
obs ¼

X
ω

Gr
G�

rdobsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðGsSÞ�ðGsSÞ
p : (25)

The forward process can be formulated as

Λm ¼
X
ω

ðGsSÞ�mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðGsSÞ�ðGsSÞ
p : (26)

The adjoint process can be formulated as

Λ�d 0
obs ¼

X
ω

ðGsSÞ�ðG�
rd 0

obsÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðGsSÞ�ðGsSÞ
p ¼

X
ω

ðGsSÞ�ðG�
rd 0

obsÞ
ðGsSÞ�ðGsSÞ

¼ L�
ddobs; (27)

which is migration with a deconvolution imaging condition L�
d. To

stabilize the deconvolution imaging condition, we apply smoothing
(Guitton et al., 2007) and add a small damping factor to the denom-
inator (equation 27):

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðGsSÞ�ðGsSÞ

p
↔

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hðGsSÞ�ðGsSÞix;y þ εðx;ωÞ

q
; (28)

where hix;y involves a smoothing operator applied in the space do-
main. Here, we use a five-point triangle smoothing operator. The term
εðx;ωÞ is a small number that varies with frequency and position.
By applying the above algorithm, we formulate an LSM with a

deconvolution imaging condition L�
d. Moreover, the forward oper-

ator Λ and reverse process Λ� are adjoint to each other, which is
optimal for effectively solving the inverse problem.

EXAMPLES

In this section, we illustrate the imaging of multiples using the
Sigsbee2b 2D synthetic model (Paffenholz et al., 2002). The synthetic
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data are generated with a shot interval of 45.72 m (500 shots
in total) and a receiver interval of 22.86 m (maximum offset
7932.42 m, split-spread geometry). A Ricker wavelet is used with
a dominant frequency of 20 Hz and a maximum frequency of 45 Hz.
The data are recorded with a sampling rate of 8 ms for 20 s and with
free-surface multiples. With this data set, we demonstrate the cross-
talk issue and compare different crosstalk attenuation algorithms
described in the preceding sections. The following experiments
can be considered as inverse crime tests, in which the migration
operator is the adjoint of the modeling operator used to create
the synthetic data.
The Sigsbee2b model consists of a water bottom that can gen-

erate strong multiples. In Figure 2, we examine the crosstalk phe-
nomenon using a two-reflector model, which mimics the major
reflectors in the Sigsbee2b model. Based on the analysis, we can
better understand the crosstalk issue in a realistically complex
model, such as Sigsbee2b. To perform the experiment, we use
the up/downgoing wavefields recorded at the sea surface as inputs
and apply one-way WEM to image all orders of multiples. We dis-
play the sedimentary section of the imaging results in Figure 3 and
compare the results with those from the conceptual model in Fig-
ure 2. Based on our classification, in Figure 3a, the event indicated
by the red arrows is causal crosstalk associated with the water-
bottom reflection and the event indicated by the black arrows is
anticausal crosstalk related to the bottom reflector reflection (gen-
erated by the interference between the reflections from the water

bottom and the bottom reflector). Figure 3b and 3c displays the
causal and anticausal crosstalk obtained using equations 8 and 9,
respectively. Figure 3d shows the result after adaptively subtracting
the predicted crosstalk from the raw image.
In addition to the two major reflectors, the Sigsbee2b model has

many other layers, which create more crosstalk events than the two-
reflector model in Figure 2. These events can be observed below the
causal crosstalk associated with the water bottom in Figure 3b.
Additionally, there are anticausal crosstalk events above the major
anticausal crosstalk in Figure 3c. The experiment using the Sigs-
bee2b model shows that in a model with realistic complexity, the
causal and anticausal crosstalk can be successfully estimated by us-
ing equations 8 and 9. However, instead of calculating the true am-
plitudes, we focus on estimating the crosstalk phases; then, we
apply an adaptive subtraction approach to attenuate them. In prac-
tice, we implement the process of adaptive subtraction for each an-
gle, where the angle gathers are computed from the migration
(Figure 4). In this domain, the crosstalk events are more separable
than those in a stacked image (Wang et al., 2014; Wong et al., 2015),
which makes the adaptive subtraction process more effective. The
proposed algorithm has been applied to real data examples (Lu et al.,
2016), and it effectively attenuates strong crosstalk events.
As discussed in the preceding section, a deconvolution imaging

condition partially suppresses crosstalk, whereas LSM addresses
the crosstalk issue by solving an inverse problem. We perform
the imaging of multiples with the deconvolution imaging condition

Figure 4. Angle gathers using the Sigsbee2b
model (the sedimentary section): (a) raw image
of multiples, (b) image of anticausal crosstalk,
(c) image of causal crosstalk, and (d) image after
crosstalk attenuation.

Figure 3. Imaging results from using the Sigs-
bee2b model (the sedimentary section). (a) Image
of multiples, (b) causal crosstalk prediction,
(c) anticausal crosstalk prediction, and (d) image
results after adaptively removing the crosstalk.
The red arrows indicate causal crosstalk, and
the black arrows indicate anticausal crosstalk.
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and least-squares inversion, and the results are displayed in Fig-
ures 5 and 6. Figure 5a–5c shows the full Sigsbee2b images,
and Figure 6a–6c displays the corresponding results for the sedi-
ment segmentations. For comparison, the true reflectivity is dis-
played in Figures 5d and 6d. We can see that strong crosstalk
events are present in Figures 5a and 6a, which are the images com-
puted by using the crosscorrelation imaging condition. A decon-
volution imaging condition attenuates certain short-period crosstalk
in the area with complex structures (inside the red box, Figure 5b);
however, it is less effective in removing the strongest crosstalk
events in the sediments (Figure 6b). LSM generally yields accurate
reflectivities, except in the subsalt area (Figure 5c), which is a
shadow zone caused by the aperture limitation in the data.
In the imaging of primaries and multiples, the shadow zones be-

low the salt bottom and in the lower right corner are induced by the
lack of wavefield coverage. Lu et al. (2018a) demonstrate that LSM

can largely mitigate these shadow zones in the imaging of primaries.
In comparison, the imaging of multiples can help improve illumi-
nation, especially for shallow targets, where the wavefield coverage
from multiples is much larger than that from primaries (Lu et al.,
2015). However, this is not necessarily true when illuminating a
deep target, where the energy of multiple wavefields, especially
higher order multiples, is much less than that of primaries (Lu et al.,
2018b). Therefore, the illumination of the lower right corner of
Sigsbee2b from LSM with primaries (Lu et al., 2018a) is better than
that from LSM with multiples (Figure 5).
We use a workflow (Figure 7) to elaborate the process of LSM

with multiples. Compared to a conventional LSM workflow, LSM
with multiples applies the migration and modeling using the data as
the source wavefield. The effect of LSM for crosstalk attenuation
has been demonstrated in equation 19, which shows that LSM iter-
atively suppresses crosstalk events. To demonstrate this process, we

Figure 6. The sediment sections of Sigsbee2b
from imaging of multiples with (a) a crosscorrela-
tion imaging condition, (b) a deconvolution imag-
ing condition, (c) LSM, and (d) the true reflectivity
model.

Figure 5. Imaging of multiples with (a) a crosscor-
relation imaging condition, (b) a deconvolution
imaging condition, (c) LSM, and (d) the true re-
flectivity model.
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display the imaging results from every fifth iteration in Figure 8: the
number in the upper left corner is the iteration number and the last
plot is the true reflectivity. These results are from a subsection of the

Sigsbee2b model (the black box area in Figure 5), where very strong
crosstalk contaminates the true reflectors. The imaging results in
Figure 8 show that the LSM iteratively removes the crosstalk.
Finally, we apply LSM with a deconvolution imaging condition

(equation 22) to image multiples, and the results are displayed in
Figure 9. As discussed in the preceding sections, deconvolution-
based LSM should converge much more quickly and be more stable
than crosscorrelation LSM. This is demonstrated by comparing the
objective functions, in which the fourth iteration of deconvolution-
based LSM is equivalent to the tenth iteration of crosscorrelation-
based LSM; in addition, the fifth iteration of deconvolution LSM is
equivalent to the 20th iteration of crosscorrelation LSM (Figure 10).
Therefore, the result of the fifth iteration of deconvolution LSM
(Figure 9c) is comparable with that of the 20th iteration of cross-
correlation LSM (Figure 9b). However, obvious residual crosstalk
still exists in Figure 9a, which is a result of the fifth iteration of
crosscorrelation LSM. Figure 9d displays an image residual during
LSM, which demonstrates the crosstalk attenuation achieved
by LSM.
In addition to validating LSM with synthetic examples, we inves-

tigate its sensitivity to the noise level in the input data. The noise is
created by normally distributed random numbers:

dobsnoise ¼ dobs þ α � normðdobsÞ �Mrandnðm;nÞ; (29)

where α ∈ ½0; 1� controls the noise level and normðdobsÞ is the root-
mean-square of the seismic data. The dimension of the seismic data
dobs ism × n andMrandnðm;nÞ is anm × nmatrix of random numbers,
whose values vary from −1 to 1.
The imaging results show that LSM is sensitive to the noise level.

When the noise is relatively small, i.e., α = 0.1, LSM can still at-
tenuate most crosstalk (Figure 11b). With the increase in the noise
level, i.e., α = 0.2, the results become noisy and, more importantly,
the crosstalk is harder to remove by LSM (Figure 11c). Finally, to
mimic a realistic scenario, a noninverse crime experiment is per-
formed, in which synthetic data are generated by a different mod-
eling operator than the one used in LSM. The results show that LSM
can remove some low-amplitude crosstalk; however, there is a
strong crosstalk residual in the final result (Figure 11d), which is
associated with the strong water-bottom reflection.

Figure 7. An iterative LSM algorithm for imaging of multiples.

Figure 8. Imaging of multiples with LSM from Sigsbee2b (the
black box segmentation in Figure 5). The number in the upper left
corner is the iteration number. The last plot displays the true reflec-
tivity.

Figure 9. Imaging of multiples. (a) The 5th iter-
ation of LSM with a crosscorrelation imaging con-
dition, (b) the 20th iteration of LSM with a
crosscorrelation imaging condition, (c) the 5th
iteration of LSM with a deconvolution imaging
condition, and (d) the image residual during inver-
sion.
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CONCLUSION

We investigate the imaging of multiples with different crosstalk
attenuation strategies. First, we propose an approach to identify and
predict crosstalk events in the image domain based on their causal-
ity. Then, we mathematically derive the effects of a deconvolution
imaging condition on crosstalk attenuation and demonstrate that it
improves the signal-to-noise ratio and suppresses the crosstalk am-
plitudes. Moreover, we demonstrate that LSM removes crosstalk
events iteratively. Finally, to speed up the LSM of multiples, we
propose a strategy that combines a deconvolution imaging condition
with a fast LSQR solver. By applying the fast LSM method to the
Sigsbee2b data set, we reduce the cost function by 90% within five
iterations while removing most of the crosstalk.

Overall, among all algorithms available to attenuate the crosstalk
generated during the imaging of multiples, migration with a decon-
volution imaging condition is the most practical approach and can
be used in certain scenarios when the multiples are not too strong.
Although a deconvolution imaging condition cannot completely
address the crosstalk issue, it can effectively attenuate short-period
crosstalk events. In addition, a deconvolution imaging condition is
easy to implement without impacting the computational cost. LSM
combined with a deconvolution imaging condition and a fast LSQR
solver turns out to be an optimal strategy to attenuate crosstalk and
converge rapidly.
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APPENDIX A

IMAGING CONDITION AND
WAVE-EQUATION MIGRATION

The crosscorrelation imaging condition (equa-
tion A-1) and the deconvolution imaging condi-
tion (equation A-2) can be written, respectively, as

Icorr ¼
X
ω

��
Gs

X
j

Sj

���
Gr

X
l

Rl

��
;

(A-1)

Idecon ¼
X
ω

�
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P
j
Sj

���
Gr

P
l
Rl

�
�
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P
j
Sj

���
Gs

P
j
Sj

� ; (A-2)

where ω is the temporal frequency; Icorr and Idecon are the migrated
images based on the crosscorrelation and deconvolution imaging
conditions, respectively; Gs and Gr are the frequency-domain
Green’s functions; and S and R are the frequency-domain-trans-
formed source and receiver wavefields, respectively.
To compute the wavefield in vðzÞ media, we solve the following

acoustic wave equation:

∂2Pðx; tÞ
∂t2

− v2∇2Pðx; tÞ ¼ 0; (A-3)

Figure 10. Objective function of LSM with a crosscorrelation im-
aging condition (red) versus that of LSM with a deconvolution im-
aging condition (blue).

Figure 11. Imaging of multiples with (a) a crosscorrelation imaging condition, (b) LSM
with noise in the input data (noise level = 10% of the data amplitude), (c) LSM with
noise in the input data (noise level = 20% of the data amplitude), and (d) LSM with
noninverse crime data as the input.
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where P is the pressure wavefield. By applying the Fourier trans-
form in time, we obtain the Helmholtz equation

∇2Pðx;ωÞ þ k2Pðx;ωÞ ¼ 0; (A-4)

where k ¼ ω∕v is the wavenumber. Equation A-4 can be factorized
as (Claerbout, 1985)

�
∂
∂z

− i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2þ ∂2∕∂x2

q ��
∂
∂z

þ i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2þ ∂2∕∂x2

q �
Pðx;ωÞ ¼ 0:

(A-5)

Then, the solution to equation A-5 can be written as (Gazdag, 1978;
Gazdag and Sguazzero, 1984)

Pðx;ωÞ ¼ S0 expð�ikzzÞ; (A-6)

where kz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 þ ∂2∕∂x2

p
is the vertical component of the wave-

number, and S0 can be the source wavefield at zero depth. In equa-
tion A-6, the negative and positive signs correspond to forward and
backward propagation, respectively.

APPENDIX B

CROSSTALK ATTENUATION WITH THE DECON-
VOLUTION IMAGING CONDITION

We explicitly decompose equation 15. Based on the causal and
anticausal crosstalk analysis, the numerator of this equation con-
tains three components:

S20
X
j

m2jþ1 þ S20Ic þ S20Ia ¼ I0 þ Icausal þ Ia-causal; (B-1)

where Icausal and Ia-causal are the causal and anticausal crosstalk
terms, respectively, and

I0 ¼ S20
X
j

m2jþ1;

Icausal ¼ S20Ic;

Ia-causal ¼ S20Ia; (B-2)

with

Ic ¼
X
j≥0

X
l>jþ1

ð−1Þjþl−1mjþl exp½ð−ikzÞ2ðl − ðjþ 1ÞÞz�;

Ia ¼
X
j>0

X
l≤j

ð−1Þjþl−1mjþl exp½ð−ikzÞ2ðl − ðjþ 1ÞÞz�:

(B-3)

Similarly, the denominator of equation 15 can be decomposed as

S20
X
j

m2j þ S20Id

¼
X
j

X
l

ð−1ÞjþlmjþlS20 exp½ð−ikzÞ2ðl − jÞz�

¼ S20
X
j

m2j þ
X
j

X
l≠j

ð−1ÞjþlmjþlS20 exp½ð−ikzÞ2ðl − jÞz�

¼ S20
X
j

m2j þ S20Id; (B-4)

where

Id ¼
X
j

X
l≠j

ð−1Þjþlmjþl exp½ð−ikzÞ2ðl − jÞz�: (B-5)

Then, the deconvolution imaging condition can be written as

Idecon ¼
X
ω

S20
P

jm
2jþ1 þ S20Ic þ S20Ia

S20
P
j
m2j þ S20Id

≈mþ
X
ω

A0
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;

(B-6)

where

A0 ¼
Ic þ IaP
j
m2j ;

B0 ¼
IdP

j
m2j : (B-7)
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