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Abstract
We show that the order of the cardinality of maximal complete 1-systems of loops on non-
orientable surfaces is ~ |y|2. In particular, we determine the exact cardinality of maximal com-
plete 1-systems of loops on punctured projective planes. To prove these results, we show that the
cardinality of maximal systems of arcs pairwise-intersecting at most once on a non-orientable
surface is 2[x|(lx|+1).

1 Introduction

In [ 1, Harvey defined curve complexes in analogy to Tits buildings for symmetric spaces. In
keeping with this analogy, a type of rigidity akin to Mostow rigidity [ ] holds for the curve com-
plex of a surface: its automorphism group is equal to the mapping class group [ ; ; 1.
This rigidity asserts that the combinatorial geometry of curve complexes encodes all algebraic in-
formation for mapping class groups. For example, Masur-Minsky established the §-hyperbolicity
[ ] of the curve complex and used it to determine word length bounds for conjugating ele-
ments between pseudo-Anosov mapping classes [ , Theorem 7.2]. Dahmani, Guirardel and
Osin [ , Theorem 2.31] employed the characterisation of pseudo-Anosovs as loxodromic ac-
tions on the curve complex [ , Proposition 3.6] to prove there is a positive n such that for any
pseudo-Anosov element a, the normal closure of a” is free and purely pseudo-Anosov, thereby re-
solving two of Ivanov’s problems [ .

We define two generalisations of the curve complex. The first one is called the k-curve complex
(Definition 2.13). It is a simplicial complex whose cells each correspond to (an isotopy class of) a
k-system of loops | 1, which is defined as a collection of simple loops in distinct free isotopy
classes pairwisely intersecting at most k times. We say a k-system of loops is complete if the in-
tersection number between any two loops is always k, and the subcomplex of the curve complex
comprised of cells corresponding to complete k-systems is called the complete k-curve complex
(Definition 2.14). This is the second generalisation of the curve complex.

The dimension of a cell of the k-curve complex is one less than the number of loops in the cor-
responding k-system, and thanks to [ 1, we know that k-curve complexes are finite dimen-
sional. We say a (complete) k-system of loops is maximal if it realises a cell of the complex with the
maximal dimension. This naturally raises the following much-studied question:

what is the cardinality of a maximal (complete) system of curves' ?

We have come a long way since Juvan-Malni-Mohar’s initial super-exponential (in Euler charac-
teristic) upper bounds in [ 1, and the current best results for orientable surfaces Sg of genus
g are as follows:

e there are 2g + 1 loops in any maximal complete 1-systems of loops [ ]. The same cardi-
nality holds more generally for punctured surfaces (Proposition 3.2).

* the cardinality of maximal k-systems of loops is between c;g**! and Cg**'log g for positive
cr and Ci [ ; ]. Greene’s results hold more generally for surfaces Sg , with n
punctures when k is even or when (k—-2)g = n—2.

We obtain the first lower and upper bounds for the cardinality of maximal complete 1-systems
ofloops on non-orientable surfaces, as well as the exact cardinality of such systems for n-punctured
projective planes. In so doing, we improve on previous lower bounds by Nicholls-Scherich—
Shneidman for general 1-systems of loops [ ] and extend Przytycki’s exact cardinality of maxi-
mal 1-systems of arcs [ ] to also hold on non-orientable surfaces.

1The word "curves” here refers to both simple loops and simple arcs. Take care to distinguish this usage from the "curve"
in the term "curve complex", which refers exclusively to simple loops.



1.1 Main Results
We use the following notation throughout, let
¢ F denote a finite-type surface, possibly non-orientable.
* Sg n denote the compact orientable surface of genus g = 0 and with n boundary components.

* N, , denote the compact non-orientable surface of genus ¢ = 1 (i.e. with c cross-caps) and
with 7 boundary components.

¢ [ denote a system of loops and A denote a system of arcs on F.

e Z(F, k) denote the collection of all k-systems of loops on F, and let .<# (F, k) denote the collec-
tion of all k-systems of arcs on F.

o ,?\(F, k) denote the collection of all complete k-systems of loops on F, and let ﬁ\(E k) denote
the collection of all complete k-systems of arcs on F.

¢ | Z lloo := max{#X | X € 27}, where #X is the cardinality of X.
¢ y(F) denote the Euler characteristic of a surface F. In cases without ambiguity, we often ab-
breviate it as y.
1.1.1 Counting Arcs

Przytycki’s [ ] proved that the cardinality of complete 1-systems of arcs on an orientable surface
is 2]x|(lx1+1). We investigate the properties of lassos, thereby extending this result to non-orientable
surfaces.

Theorem 1.1. Let F be a non-orientable complete finite-area hyperbolic surface with at least one
cusp. The maximal cardinality |7 (F, 1) |l 0f 1-systems of arcs on F satisfies:

= (E Dlloo = 21x (D)X (F) + 1).
Combining with Przytycki’s result, one obtains the following corollary.

Corollary 1.2. Let F be a complete finite-area hyperbolic surface with at least 1 cusp (F is allowed to
be non-orientable). Then,

<7 (F; Dlloo = 21X () (1x (F)] + 1).

1.1.2 Counting Loops

Corollary 1.3. Let F = Nc,,. The maximal cardinality of complete 1-systems of loops on F (denoted
by I -4 (F Do) satisfies:

I ZE D oo 2 (C_;+”)+c=%((C+n)2—3n—6+2)~

Theorem 1.4. Let F = N.,. The maximal cardinality of 1-systems of loops on F (denoted by
I-Z (F, 1) lloo) satisfies:

1L (E D oo = (C_;+n)+((:;1)+(c—1)(c+ n—-2)+1

=2c2+%n2+20n—60—%n+5.



Nicholls, Scherich and Shneidman gave a lower bound for maximal 1-systems of loops on non-
orientable surfaces [ , Theorem A]. Their bound is a degree two polynomial in the genus ¢
and degree one in the number n of boundary components. Our results for complete 1-systems in
Corollary 1.3 (see the Theorem 5.1 for the general statement) and for general systems of loops in
Theorem 1.4 improve the coefficient of quadratic term of ¢ and improve the degree of n to two.

We provide in Theorem 1.5 a quadratic upper bound for complete systems of loops.

Theorem 1.5. Let F = N ;. We have
1 1 .
R sn*—in+1, ifc=1,
I.Z(FEDloo <4 20> +n+2, ifc=2,
21x12+2|xl+1, otherwise.

Combining Theorem 5.1 and Theorem 1.5, one obtains the exact count in the case of the punc-
tured projective plane.

Corollary 1.6. Given a n-punctured projective plane Ny ;,, we have

||->2/’>(N1'n,1)||OO = %nz - %n+ 1.

2 Background

2.1 Surfaces and Curves

Figure 1: Two depictions of N7,. The ® in both pictures represents a cross-cap (i.e. an S! with
antipodal points identified).

Definition 2.1 (Simple curves). We refer to both loops and arcs as curves and will often conflate
a curve with its image. A simple loop on a surface F is defined by an embedding map y : S! — F.
If F is a surface with non-empty boundary 0F, then we define a simple arc on F as an embedding
a:[0,1] — F such that «(0[0,1]) c OF.

Notation2.2. We lety represent aloop, let @ represent an arc and let the symbol f represent a curve.
Let B = S! if B is a simple loop and B = [0, 1] if B is a simple arc.

Definition 2.3 (Regular neighbourhoods of curves). Let Q be a finite collection of curves on F. A
regular neighbourhood W(Q) of Q is a locally flat, closed subsurface of F containing Ugeq 8 such
that there is a strong deformation retraction H: W(Q) x I — W(Q) onto Ugeq 8 where H|wqjnar)x1
is a strong deformation retraction onto Ugeq SN OF.



Definition 2.4 (Free isotopies). Let fo, f1 be two curves. We say fy is freely isotopic to f, if there is
a family of curves {f;| € [0,1]} such that o = fo, f1 = f1 and f: [0,1] x B — F is a continuous map.
We denote the free isotopy classby H := [f].

Definition 2.5 (Essential curves). We say that a simple loop is essential if it is not homotopically
trivial, cannot be isotoped into any boundary component, and is primitive. We say that a simple arc
is essential if it is not isotopic to any arc in any boundary component.

Definition 2.6 (1-sided vs. 2-sided loops). We say that a simple loop y is 1-sided if the regular neigh-
bourhood of y is homeomorphic to a M6bius strip. We say that vy is 2-sided if the regular neighbour-
hood of y is homeomorphic to an annulus.

Since the number of boundary components of the regular neighbourhood of a loop does not
change under isotopy, 1-sidedness and 2-sidedness are well-defined for free isotopy classes.

Figure 2: Here are some examples of simple essential curves (in green) and non-simple or non-
essential curves (in red) on N7 3. The curve a; is a non-simple arc, a» is an essential simple arc, y;
is an essential 1-sided simple loop, y> is a essential 2-sided simple loop, a3 is a non-essential simple
arc and y3,7y4 are two non-essential simple loops, where y3 is non-primitive.

2.2 Systems of Curves

Definition 2.7 (Geometric intersection numbers). Given two curves ; : By — F, 82 : B, — F, we
define the geometric intersection number i(f1, B2) as

i(B1,B2) :=#{(b1, b2) € By x By|f1(b1) = Ba(b)}.

Consider two free isotopy classes (not necessarily distinct) [f;], [B2] of two simple curves 1, B2
on F. We define the geometric intersection number of [;] and [B2] as follows:

i([B1], [B2)) := min{i (1, B2) | B1 € [B1], B2 € [ B1} -
Remark 2.8. We say two curves are transverse if they intersect transversely at all intersection points.

Definition 2.9 (Systems of curves). A system Q of curves on F is either a collection Q = L of sim-
ple loops or a collection Q = A of simple arcs, such that the curves in Q are essential, any two
distinct curves 1, B2 are transverse, non-isotopic, and are in minimal position (that is i(81, 82) =

i([A1], [B2D)).

Definition 2.10 (k-systems of curves). We call a system of curves a k-system of curves on F if the
geometric intersection number of any pair of elements in the system is at most k. Let £ (F, k) be the
collection of all k-systems of loops on F, and let <7 (F, k) be the collection of all k-systems of arcs on
F.



Definition 2.11 (Complete k-systems of curves). We call a system of curves a complete k-system of
curves on F if the geometric intersection number of any pair of elements in the system is exactly k.
We let Z(F, k) or <7 (F, k) be the collection of all complete k-systems of loops or of arcs on F.

Definition 2.12 (Equivalent systems). Let Q= {B;};c.»,Q = {Bi}iE 7 be respective systems of curves
on F. We say Q and Q are equivalent if there is a automorphism ¢ : F — F and a bijectiony : .# — .%
such that ¢ o ; is isotopic to me for every i € .#. In particular, we say Q and Q are isotopic if there
is a bijection v : .# — .# such that f; is isotopic to By foreveryie 7.

Fig. 3 is a example of two equivalent complete 1-systems of loops on Sz o.

Figure 3: L; and L, are two equivalent complete 1-systems of loops on Sy .

Definition 2.13 ((Complete) k-curve complexes).

¢ The k-curve complex Cy(F) is a simplicial complex defined as follows. The 0-simplices are free
isotopy class of simple loops, and C (F) has an n-simplex (n = 1) for every collection of n+ 1
distinct free isotopy classes of simple loops that pairwise intersect at most k times.

e The complete k-curve complex Cr(P)isa simplicial complex by defining a 0-simplex as a free
isotopy class of simple loops and an n-simplex (n = 1) as a collection of n distinct free isotopy
classes of simple loops that pairwise intersect exactly k times.

Definition 2.14 ((Complete) k-arc complexes).

e The k-arc complex Ay (F) is a simplicial complex by defining a 0-simplex as a free isotopy
class of simple arcs and an n-simplex (n = 1) as a collection of n distinct free isotopy classes
of simple loops that pairwise intersect at most k times.

¢ The complete k-arc complex Ac(F)isa simplicial complex by defining a 0-simplex as a free
isotopy class of simple arcs and an n-simplex (n = 1) as a collection of n distinct free isotopy
classes of simple loops that pairwise intersect exactly k times.

The following is clear:
Proposition 2.15. e «(F) is a subcomplex of C.(F), and A x(F) is a subcomplex of A.(F).

Remark 2.16. In [ ], the authors defined the k-curve graph, which is the 1-skeleton of the
k-curve complex from the Definition 2.13.



3 Complete 1-Systems of Loops On Orientable Surfaces

Justin Malestein, Igor Rivin, and Louis Theran [ ] showed the cardinality for maximal com-
plete 1-systems of loops on the orientable closed surface of genus g = 1 is 2g + 1. To extend this
result to compact orientable surfaces with non-empty boundary, we use the following lemma:

Lemma 3.1. Ify;,y2 are two essential loops on a surface F that transversely intersect once, then they
are in minimal position. Moreover, if Q is a collection of essential loops on an orientable surface S
such that every pair of loops in Q transversely intersects once, then Q) is a complete 1-system of loops.

Proof. Itsuffices to prove i(yy,y2) = 1 implies i ([y1], [y2]) = 1. Since i (y1,y2) = i([y1], [y2]), it suffices
to prove i([y1], [y2]) #0. If i([y1], [y2]) =0, then y1,Y> are not in minimal position by definition. By
the bigon criterion [ 1, they bound a bigon, and vy, intersect at least two times, which is a
contradiction.

On an orientable surface S, for each pair y;,y2 ofloops which are isotopic, we have i([y;], [y2]) =
0, because we can isotop these two loops to parallel positions, such that they become the two
boundaries of an annulus. Since each pair y;,y2 in Q has i([y1],[y2]) = 1, they are not isotopic.
By definition, Q is a complete 1-system of loops.

Proposition 3.2. Given Sg ,, withg =1 or n =4, then
1-Z(Sg,n Dlloo =28 +1.

Proof. We first consider the case when g = 0. If n < 3, then none of the simple loops on the surface
are essential. If n = 4, then there exist essential simple loops but all of them are separating. Since
any loop intersects a separating loop an even number of times, any maximal complete 1-system of
loops in Sy ; contains only one loop. This takes care of the Sy ,, case.

When g = 1, we show that IID?(Sg,n, Dlloo = II(,?(SgYO, 1)]loo- Let L be a complete 1-system of loops
on Sg 0. Remove 7 disjoint disks from Sg ¢ while avoiding every y in L. The resulting loops L on Sg ;,
remain transverse and pairwisely intersect once. Moreover, every loop 7 in L is essential. If not, then
¥ will be isotopic to the boundary of a disk we have removed, and the original loop y then bounds a
disk, so y is nullhomotopic, which contradicts y being in a 1-system of loops. By Lemma 3.1, Lis a
complete 1-system of loops on Sg, ..

It remains to show that, when g > 1, ”-s?(sg,n, Dlloo < II‘,S/”\(Sg,o, 1)lloo. Let L be a complete 1-
system of loops on Sg ,,, whose cardinality is bigger than 1. Fill all boundaries of Sg,, with disks. The
resulting loops L on Sg ¢ are still transverse and pairwisely intersect once. Moreover, every loop y in
Lisessential. If not, then v is trivial, which means the original loop 7 either is isotopic to a boundary
of the surface Sg,; or bounds multiple boundaries of S, ;. Thus, 7 is either essential or separating,
which is incompatible with y being in a 1-system of loops whose cardinality is bigger than 1. By
Lemma 3.1, L is a complete 1-system of loops on Sg p.

Remark 3.3. As a intuitive explanation, we can consider the regular neighbourhood of a pair of
transverse loops intersecting once, which is always a punctured torus (Fig. 4). Hence the surface
Sg,n is homeomorphic to connected sum of a torus containing those two loops and a Sg_1 ,, (Fig. 4).
One sees that the regular neighbourhood of those two loops remain unchanged even when we fill
all boundaries of Sg, 5.



Figure 4: The regular neighbourhood of two 2-sided loops intersecting once.

Figure 5: A maximal complete 1-system of loops on S .

Remark 3.4. In [MRT14], the authors construct one possible maximal complete 1-system of loops
for Sg 0. The authors regard Sg ¢ as a 4g-polygon with opposite sides identified. There are 2g simple
loops connecting opposite sides of the polygon, and one simple loop connecting the diagonals of
the polygon. For example, Fig. 5 shows their construction on S . We connect a n-punctured sphere
with the closed surface, on which there is a maximal complete 1-system of loops based on [MRT14],
to obtain a construction of maximal complete 1-systems of loops on Sg ,, (see Fig. 6). In fact, The
proof of Proposition 3.2 suggests more constructions of maximal complete 1-systems of loops on
Sg,n- Fig. 6 shows one possible maximal complete 1-system of loops for Sy 4.



Figure 6: A maximal complete 1-system of loops on Sy 4.

4 1-Systems of Arcs

Harer defined arc complexes [ 1, which Masur-Schleimer showed are also 6-hyperbolic [ 1.

In [ 1, Przytycki showed that the exact cardinality of maximal 1-systems of arcs on an ori-
entable hyperbolic surface F = Sg ;, is 2|y (F)|(Ix(F)| + 1). The main goal of this section is to extend
Przytycki’s theorem to non-orientable surfaces (Theorem 1.1).

We replace the boundaries of the surfaces with punctures in order to utilise complete hyperbolic
structures and replace arcs with geodesic arcs joining two cusps (not necessarily distinct). This
change does not affect the intersection numbers between pairs of isotopy classes of arcs, because
there is only one geodesic in an isotopy class [ , Proposition 1.3], and two intersecting geodesics
are always in minimal position [ , Corollary 1.9]. Therefore, the maximum number of geodesics
is equal to the cardinality of the maximal system.

Definition 4.1. Let F be a complete finite-area hyperbolic surface with at least 1 cusp. We define a
simple (geodesic) arc on F as an embedding map « : (0,1) — F such that the image of a is a simple
geodesic leading into cusps at both ends. Unless otherwise specified, in this section, an arc always
refers to a geodesic arc.

Notation4.2. Let a, b be two points on a hyperbolic surface (including the ideal virtices). We let [,
be the unique geodesic in F joining a and b.

Definition 4.3 (Tips). Let F be a complete finite-area hyperbolic surface with at least 1 cusp, and
let ay := lp4, @z := lp; (in this order) be two simple arcs on F with the same starting cusp p. Then
a1, ap cuts an embedded horocycle £ with any given orientation which is around cusp p into either
one or two segments: if a; and a», are the same, the horocycle is cut into one segment; if they are
different, it is cut into two segments. If & is cut into two segments, since / is oriented, so we can
denote h* as the segment from a; to a,, and k™ as the segment from a, to a;. We define a tip T of
the pair a1, a» as the segment h* if a1, a, are different, and set 7 as the horocycle h if a;, a» are the
same (see Fig. 7).

Remark 4.4. Tips, as currently defined, depend on the choice of orientation of . However, we will
later introduce "the tips of a system of arcs", which are independent of the orientation of A.

Definition 4.5 (Nibs). Given a tip 7 obtained from a pair a;, @, of arcs on F. Let A4, be an ideal
triangle with three ideal vertices ¢, a and b. A nib of the tip 7 is the unique local isometry v; : A;qp —
F sending I;, and I, to a; and a» (ensure that ¢ is sent to their common starting cusp) such that
TV (Arap) (Fig. 7).

Notation 4.6. When considering multiple tips, we will use A; to denote the ideal triangle A, cor-
responding to 7.



Definition 4.7 (Slits). Given a local isotopy v: A;,, — F. Let n € A4, be a point. We refer to a map
Vi, : lnt — F as a slit (see Fig. 7).

Notation 4.8. We often conflate a slit with its image, much like how we might conflate a curve with
its image.

P (@)

Figure 7: Depictions of a tip 7, a nib v; and a slit v;|; , on a thriced-punctured torus.

11,,¢

Definition 4.9 (Lassos). Let F be a hyperbolic surface of finite-type with at least one cusp. Given
a self-intersecting geodesic arc emanating from a cusp. We define the segment of this geodesic
ray from the starting cusp, up to its first self-intersection point as a lasso. We call that first self-
intersection point the honda of the lasso. We say a lasso is 2-sided if its regular neighbourhood is an
orientable surface (see o in Fig. 8), and we say a lasso is 1-sided if its regular neighbourhood is a
non-orientable surface (see o7 in Fig. 8).

Definition 4.10 (Honda paths). Let F be a complete hyperbolic surface of finite-type with at least
one cusp, and let o be alasso on F starting at the cusp p. A honda path is the trajectory of the honda
when we slightly change the angle at which the lasso emanates out from the cusp.

A honda path can be explicitly determined as follows: let G be alift of o in the hyperbolic plane.
Since the group of Mdébius transformations is thrice transitive, one may assume that & is a vertical
ray starting from oo (which is a lift of p), and equation for 7 is Re(z) = 1. We denote the lift of the
end point of 0y on &g by zg (see the left picture in Fig. 9).

Let € be a sufficiently small positive number, and then 6 : Re(z) =1—d, d € (—€, +¢€) is a collec-
tion of lifts of geodesic rays starting from oo and close to 6. Then we project o4 to the surfaces,
denoted by o4. Similarly, we denote the lift of the end point of 04 on ¢4 by z;. The honda path L
of o is the curve {n(z;) | d € (¢, +€)}, where 7 : H?> — F is the universal map (see the right picture in
Fig. 9).



Figure 9: The honda path L of 0.

Lemma 4.11. Let F be a hyperbolic surface of finite-type with at least one cusp, o be a lasso starting
from the cusp p, L be the honda path of o and T be the tangent geodesic of L at the self-intersection
q point of 0. Denote a sufficiently small neighbourhood of q by U(q), then T nU(q) separates U(q)
into two components Uy (q) and U»(q) so that:

(i). ifo is2-sided, l,q N U(q) and LnU(q) are in the same component;
(ii). ifo is1-sided, l,; N U(q) and L0 U(q) are in the different components.

Proof. We first consider the case (i) that o is 2-sided. Let ¢(G) be another lift of o which intersects
0o at zg. Here ¢ : H2 — H? is a Mobius transformation induced by a element of 7} (F). Since the
group of Mébius transformations is thrice transitive, one may assume that o starts from co(which
is a lift of p) and ends at 1, and ¢ () starts from 0. We denote the end point of ¢(G) by 2¢. Since
¢(0y) intersects o, we have ¢ > % The equation for G is Re(z) = 1, and the equation for ¢(dy) is
(Re(z) — )% +Im(z)% = c%. Letzp =1+ iyo, then we have yy = v2c—1.

Since o is 2-sided, ¢ is an orientation-preserving non-elliptic Mobius transformation and has
either one or two fixed points on the real axis.

Since ¢(oco0) =0 and ¢(1) = 2c, it is of the form

2¢(1+1)
@(z) = ——, forsome teR\{-1}. 4.1)
z+t

10



The inverse of @ is ¢! (2) = —t+2c(1+ 1)z L.

Let 64 : Re(2) = 1 —d be another geodesic ray starting from oo (see the left picture in Fig. 10). Set
z4 as the intersection point of 64 and ¢(G 4), then L:={z; | d € (—€, +¢)} is a lift of L. The equations
for L are:

{ZdE&d 3{Zd€&d 3{Re(zd)=1—d 4.2)

21 €P(Fa) 0 Nzg) €T4 Re(—t+2c(1+ 1z H=1-d.

We let z; = x4+ iyq, Eq. (4.2) becomes

xg=1-d xg=1-d 43)
= .
2412 (d— (1 + D) +2¢(1 + D)xq =0 |2q|? = 2UEUD,

Hence, we have

yd=\/IZdlz—x,§=\/2”S_+f(+dg”—(l—d)2. (4.4)

Now we compare the Euclidean curvature of L at zy with the Euclidean curvature of the tangent
geodesic T of L at zp for determining the curved direction of L under the hyperbolic metric. The
formula of the Euclidean curvature of L is

VA
*aVa~Va*a

AN CALRIAREE

d=0

And the Euclidean curvature of T is

!
K= —*a
T= 2 1\211/2
Yollx)= + (y,)7) d=0
We explicitly calculate the ratio R(, ¢) of the curvatures:
K; 2+ct®>+4ct
R(t,0)=—t="—0——. (4.5)
Ky 24+ctc+2t
it Vo d I d
64 % & (S

Figure 10: Comparing the Euclidean curvatures of the honda path and the tangent geodesic.

Our goal is to prove R(t,c) is smaller than 1, to do so, we invoke constraints arising from the
geometric properties of the lasso:

* The geodesic ¢(7) intersects 0. Hence, ¢ > %;

11



¢ The endpoint zj of the geodesic ray gy (i.e., the lift of the honda) lies on the geodesic ray ¢ (ay),
rather than the other way around (i.e., the endpoint of ¢(5) lying on &). Thus, Re(p(zp)) >

Re(zo):Re(M)>1:M>1:(2c—1)(1+t)2>y(2)=26—13t2+2t>0: t<-2

T+ygi+? 1+02+y?
ort>0;
* The map ¢ preserves the upper half plane, hence, Im(¢(z)) > 0 = Im(Fr%) > 0 =
2N 5 14 p <0 1< —1;
(1+0%+y5

¢ The map ¢ has at least one fixed point on the real axis. Therefore, ¢(x) = x has a real solution,
i.e. x>+ tx—2c(1 + t) = 0 has a real solution. Thus, we have #? +8¢(1 + t) = 0.

2+cr’+dcr _ 2@2c-1)
2+cr?+2t Ct+gf+2’
which implies ¢t + 2 < —2v/2¢ < 2. Hence, ¢t + 2 +2 < 0= R(t,¢) < 1. This completes the proof of
case (i).

We next consider the case (ii) that o is 1-sided. In this case, ¢ is orientation-reversing. The right
picture of Fig. 10 shows the universal cover and the lift of the geodesic rays when ¢ is orientation-
reversing.

Since ¢ is orientation-reversing so that ¢(co) =0, ¢(1) = 2¢, it is of the form

According to these conditions, we have f < -2 and ¢ > %, so R(t,c) =

2c(1+10)
pR)=———, (4.6)
zZ+t
And the inverse of @ is ™1 (z) = =t +2c(1+ 1)z L.

We can similarly determine the equation for L, to obtain a path formally identical to Eq. (4.3)

and Eq. (4.4):

2= Xa+iya=(1-d)+iy/Z0AED gy

2
Hence, the ratio of two curvatures is also formally the same, which is R(t,¢) = %.
Our goal this time is to prove R(t, ¢) is bigger than 1. We again make use of constraints on ¢ and

c arising from the geometric properties of the lasso:

* The geodesic ¢(6) intersects &, hence, ¢ > 3;

¢ The endpoint z, of the geodesic ray o lies on the geodesic ray ¢ (), which implies t < -2 or
t>0;

* The map ¢ preserves the upper half plane, which also implies ¢ > —1;

e Since all orientation-reversing Mébius transformations ¢ can be a representation of a element
of  (F), there is no fourth restriction as before.

2+ci®+4ct _
2+ct?+2t

2(2c-1)

> 1.
ct+%+2

1+

According to these conditions, we have ¢ > 0 and ¢ > %, so R(t,¢) =

This completes the proof of case (ii) is completed.

Theorem 4.12. Let F be an orientable hyperbolic surface of finite-type with at least one cusp, A 41, be
an ideal triangle. Let @ and b be two points on l,, and l;;, respectively. Letv : A4, — F be a local
isometry such that v|,,, and v|;, are embeddings and v maps t to a cusp. Let n be a point in the
triangle A, -, then the slitv|,,, is an embedding.

Proof. Let ay be a point on I;; so that the length of /5, is x, and b, be a point on [,; so that the
length of I, is x. Hence, there is a family of parallel geodesic segments {l p,} rer., in the triangle
A,zj (see Fig. 11). Since the regular neighbourhood of a cusp is an annulus, there is a embedded
horocycle 1 around the cusp. We take a sufficiently big x = xo such that v(Aq, 5, ) is in the region
enclosed by this horocycle, then v, ,, s an embedding. Hence, for every n € Aq, b, the slit
vl1,, is an embedding.

12



We assume that there exists a slit of A, ,; which is not an embedding, there exists the minimal
x = x; € (0, xp), such that for every n € Int(A tay by, ) (Here, Int(S) means the interior of a subset S),
the slit v|;,, is an embedding.

Figure 11: The schematic picture of Theorem 4.12.

Hence, thereisa m € Int(lax1 by, ) such that o := v(l,;,;) is a lasso. Moreover, o is 2-sided, because
F is orientable. Consider the honda path L of ¢. Since x; is the minimal number such that for every
nent(Ay,, b, ), the slit v|;,, is an embedding. The geodesic v(l4,, p,,) on F is tangent to L at v(m).
By Lemma 4.11, we know v ()N Int(Amx1 bx1) # &, which contradict v|;,, being embeddings for
n € Int(A tay, by, ).

Theorem 4.13. Let F be a hyperbolic surface of finite-type with at least one cusp, A4 be an ideal
triangle. Letv : Ayqp — F be a local isometry such that v|;,, and v|;,, are embeddings and v maps
t,a,b to cusps (not necessarily distinct). Then every slit of v is an embedding.

Proof. We arbitrarily choose two points @,b on I;4,1;), respectively. There is a family of parallel
geodesic segments {I, p }xer in the triangle A4, such that ag = @, by = b and the oriented lengths
of both la4, and [, are x.

Same as the theorem before, we may find an xo such that for every n € Asq, 1, , the slit v|;,, isan
embedding.

We assume that there is an slit which is not an embedding, then we may find the minimal x =
x1 € (0, xo) such that for every n € Int(A 4, »,,), theslit v|;,, is an embedding. Hence, there is a point
monInt(lg, p, ) suchthat o :=v(ly,) is alasso.

According to Theorem 4.12, ¢ is not a 2-sided lasso, because m is a pointin A, ;. Hence, o is a
1-sided lasso. We let & = Io; and f§ = I be lifts of two of the sides ra and tb of the ideal triangle
At qp respectively (see Fig. 12). Since 0 is in the lift of the ideal triangle A;,j;, we may assume that
b<landa>1.

We claim that b < 0. If not, then 0 < b < 1 (see the left picture of Fig. 12), which implies (p(E) =

2c0+1) ¢ (Zc, 2c(+1)
b+t - t
the simplicity of g.

, where ¢ is given by Eq. (4.6). Hence, E and (p(ﬁ) intersect, which contradicts

The equation for the segment I, is (x — 259)% + y? = (259)2. Since G, is in the lift of the ideal
triangle, so zy is at the outside of the segment [; . (see the right picture of Fig. 12). That is

(1_52—&‘)2+(\/2c—1)22 (5%7)2:>2c—'l5—ﬁ+'15&“20:>(2c—&)+’l§(a—1) >0.
Since @ > 1 and b < 0, we have @ < 2c.

The simplicity of @ requires that &, ¢(&@) and ¢ o ¢ (@) are pairwise disjoint (see the right picture
of Fig. 12). Since ¢(0) = &t”) >2c, we have a <2c < ¢(0).

13
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Figure 12: The lift of a slit of a non-orientable surface.

To make sure & is disjoint to ¢ (&), we need ¢(a) < a, which implies
UMD < G= @ +ta-2c(1+1) 20.

On the other hand, ¢(@) is disjoint to ¢ o (&), we need a < ¢ o ¢(a), which implies

2¢(+1)
2c(L+0)
a+t Tt

as >t=(t-L)2ca+n=> +ta-2c1+1n=0.
These two inequalities imply @ +ta-2c(1+1 =0, and have a = @(a) = pop(a), which means
there are multiple lifts of @ which end at the same point a. Since ¢ is an orientation-reversing map,

it cannot be parabolic. Hence, «a is a spiraling geodesic, which is contradictory to the assumption
that a is a geodesic joining cusped points.

Lemma 4.14. Let F be a hyperbolic surface of finite-type with at least one cusp, A be a system of arcs
on F, andt be a tip of A, then the slit of T is an embedding.

Proof. We obtain this lemma directly by combining Theorem 4.12 and Theorem 4.13.

The following results, Lemma 4.15 and Lemma 4.18, are essentially due to Przytycki [ l.
They are stated in greater generality as the original proof which apply for non-orientable surface.

Lemma 4.15 (Przytycki [ , Lemma 2.3]). Let F be a complete finite-area hyperbolic surface with
at least 2 cusp. For each nontrivial partition P = Py U P, of cusps of F, we define </ (F,0, Py, P,) as the
set of 0-systems of arcs in F which have one end point in Py, and the other one in P, Then we have

<7 (F,0, Py, P2) lloo = 2| ¥ (F)I.

Definition 4.16 (The tips of a system of arcs). Given a complete finite-area hyperbolic surface F
with at least one cusp, let A be a system of arcs on F with finite cardinality. For each cusp from
which an arc in A emanates, we take an oriented embedded horocycle, denoted as hy,---, h;,. We
then consider all ordered pairs (a;, @») of arcs in A such that a3, a» have a common starting cusp,
and their corresponding tip 7 does not intersect with any other arc in A. We refer to the set of tips
T 4 that satisfy this condition as the tips of A.

Remark 4.17. From this definition, we see that U;eg, T = U:.Z i h;. Therefore, regardless of the orien-
tation chosen for each horocycle, all segments of these horocycles cut by the arcs in A will become
tips in 9. Thus, 94 is independent of the chosen orientation of the horocycles.
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Lemma 4.18 (Przytycki [ ,Lemma 2.6]). Let F be a complete finite-area hyperbolic surface with
at least one cusp, and let A € </ (F,1) be a 1-system of arcs on F. We Let A be the disjoint union of A;
foralltipst € Ty. Letv: A — F bea map so thatviy, = v; forallt € 54. Forn; € A¢,,i=1,2,n1 # np
so thatv(n;) = v(ny), we have

V1, (lnl [1) n VTg(lnz [2) = {V(nl)}

The proof of the proposition below is formally the same as Przytycki’s original proof, but with
Lemma 4.14 we proved, the non-orientable case also holds.

Proposition 4.19 (Przytycki [ , Proposition 2.2]). Let F be a complete finite-area hyperbolic sur-
face with at least one cusp, and let A € <7 (F,1) is al-system of arcs on F. We let A be the disjoint union
of A; forall tipst € 4. Letv: A — F bea map so that v|a, = v; for all T € T, then for any point
s€ F, then we have

#vl(s) <2(x(B)| +1).

Proof of Proposition 4.19. Let F' := F\ {s}. Each point n; € v~!(s) belongs to one of A;. We name
itas A;,. There is a unique slit lnitr,-’ then a; := V(ln,-tri) \ {s} is a simple arc by Lemma 4.14, which
starts from s and ends at a cusp of F. Moreover, a; Na; = {s},i # j by Lemma 4.18. Hence, {a; | i}
is a 0-system of arcs in F’ whose elements start from P; := {s} and end at P, := all cusps of F. By
Lemma 4.15, #a; | i} < 2|y (F)| = 2(1x(F)| + 1), where #{a; | i} = #{n; | i} = #v1(s).

Proof of the lower bound in Theorem 1.1. This proof is based on polygon decomposition. We cut F
along a 0-system of arcs Ay with #Ag = |y (F)|+ 1 such that P := F\ Ligea, @ is a (2| x| + 2)-polygon.
And let A; be the set of all diagonals of P, where a diagonal of P means a geodesic arc connecting
two non-adjacent vertices of P. After regluing to F, A:= Ag U A; will be a 1-system of arcs of F with

BA=#Ag+#A; = (g (F)| +1) + GLOL2AEN2-3

=2x(A)(x(E) +1). 4.7

Proof of the upper bound in Theorem 1.1. Let A be a 1-system of arcs on F. The area of the surface
F is Area(F) = 2m|y(F)|. Since each arc in A has both positive and negative orientations, and each
orientated arc corresponds to the first arc in a pair of arcs associated with a tip of A, therefore,
Area(A) is the unit area of one triangle times number of tips of A, which is 7 - (2#A).

By Proposition 4.19, the map v: A:= u;A; — Fis at most 2(|y(F)| + 1) to 1. Hence, we have

2n#HA B Area(A)
27|y (F)|  Area(F)

=2(x(B)+ 1) =>#A=2[x(B)I(Ix(F)] + 1).

5 Complete 1-Systems of Loops On Non-Orientable Surfaces

5.1 Cases of non-Negative Euler Characteristics

There are only three homeomorphic types of compact non-orientable surfaces with non-negative
Euler characteristics. We will find the cardinality of maximal complete 1-systems of loops of them
case by case.
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Figure 13: Maximal complete 1-systems of loops in non-hyperbolic cases (except the second pic-
ture).

For F = N1y = RP?, since 7, (F) = Z», there is only one essential simple loop up to isotopy on F
(see the first picture in Fig. 13) Hence, ||.,27(N1,0, Do =1.

For a Mobius strip F = Ny 1, the circle which crosses through the cross-cap is a example of an
essential 1-sided simple loop on F (see the third picture in Fig. 13). For a 2-sided loop y on F,
W (y) (see Definition 2.3) is homeomorphic to an annulus, we can only add one cross-cap to one
of boundaries of W (y) to obtain F, which means ¥ is isotopic to another boundary (see the second
picture in Fig. 13). Therefore, there is no essential 2-sided simple loop on F. Assume that there are
two essential 1-sided simple loops y1,Y> intersecting once, then W ({y1,y2}) is homeomorphic to
N1,2 (See Fig. 14). To obtain F, the only way is to add one disk to one of boundaries of W({y1,7y2}),
but then these two loops will be isotopic. Hence, II.L/”\(NM, Do = 1.

Figure 14: The regular neighbourhood of two 1-sided loops intersecting once.

For a Klein bottle F = N, we consider a complete 1-system of loops L of F. Assume that there
are two 1-sided loops y1,y2 in L, As before, W ({y1,Y2}) ishomeomorphic to N} ». Hence, after adding
one disk and one cross-cap to each boundary of W ({y1,y2}), y1 will be isotopic to y,. We assume
that there are two 2-sided loops y1,7y2 in L, then W ({y1,y2}) is homeomorphic to S; ;, there is no way
to add additional topology to the boundary of W ({y1,72}) to obtain F. Therefore, L at most consists
of one 1-sided loop and one 2-sided loop, i.e. IID?\(NLO, 1)lloo < 2. The last picture in Fig. 13 shows L.
Hence, .2 (N2,0,1)lloo = 2.
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5.2 Lower Bound for System Cardinality
Theorem 5.1. Let F = N, with|y(F)| > 0,then we have

rnax{ILI Le 92/”\(1’3, 1) s.t. there are t loops in L which are 2-sided }

N (c—§+n)+[#J+t+l, if0<st<c-1, 5.1)

e, ift=candcisodd. ’
2((c+nm?-3n-2c+t+2), ifost<c-landc-tiseven,

= %((c+n)2—3n—26+t+3), ifost<c-landc—tisodd, (5.2)

c, ift=candcisodd.

Proof. We set one cross-cap at the center of a sphere, and distribute the remaining cross-caps and
boundaries on a circle around the center (see Fig. 15).

We construct a complete 1-system of loops L containing exactly ¢ loops which are 2-sided. There
are four types of loops in L, thatis L = u‘l.*zlL,-.

Figure 15: Examples of each type of loops in the complete 1-system of loops on Ng ;.

¢ There is only one type I loop, which is the unique loop whose double lift is the boundary of
the central cross-cap. In fact, for any 1-sided loop, its double lift will become the boundary of
some cross-cap. Therefore, defining the type I loop serves to mark a cross-cap, which we call
the central cross-cap.

» Type Il loops are those 2-sided loops, which start from the central cross-cap, travel directly to
an outer cross-cap, pass through it, and then return straight to the center. These loops pass
through a chain of ¢ adjacent outer cross-caps.

¢ TypeIllloops are the [C_é_t | loops that start from the central cross-cap, pass directly through
two consecutive outer cross-caps which are disjoint from all the type Il loops, and then return

straight to the center. There are [”‘%_tj pairs of adjacent cross-caps disjoint from type II

c=1-t

loops. So we add | <= | I loops.

¢ TypeIVloops are those that start from the central cross-cap, pass through a gap between outer
cross-caps and holes, travel around the outside of the circle to another gap, pass through it,
and finally return to the center. Since there are a total of ¢ — 1 + n gaps, there are (C_?”) type

IVloops.

By comparing them pairwise, we can see that any two loops in L are non-isotopic and intersect
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exactly once, i.e. they form a complete 1-system of loops. Hence, we have

c—1-t c—1+n
#L=#Ly +#Ly +#L3+#Ly=1+1+ || + 5 | (5.3)

After simplifying, we have

3((c+m?-3n-2c+1+2), if0<r<c-landc-tiseven,
#L=12 (5.4)
2

((c+m?-3n-2c+t+3), if0<t<c—landc—tisodd.

Lastly, if c is odd and ¢ = ¢, then F = N, ,,, which is connected sum of S Le-1,0 and N;, ,,. Hence,
there are2g+1=2- %(c —1) + 1 = c loops which are 2-sided and pairwise intersect once on Sg :=
Sie-n.0°

Proof. of Corollary 1.3. One may clarify the maximal value of the lower bound estimation of
max{#L‘L € Z(F 1), there are ¢ loops in L which are 2-sided } with respect to ¢t in Theorem 5.1 is
obtained when t =c—1.

we similarly construct a lower bound for [|.Z(F,1)|l, when F is a non-orientable surface. This
yields Theorem 1.4.

Proof. of Theorem 1.4. We arrange cross-caps and boundaries on the circle same as the setting of
the theorem before.
And we also partition the 1-system of loops L into four types ofloops Ly LI Ly LI L3 LI Ly.

* As in the proof of Theorem 5.1, the unique type I loop is the 1-sided loop we choose to mark
as the central cross-cap.

* Type Il loops are the 2-sided loops that start from the central cross-cap, travel directly to an
outer cross-cap, pass through it, travel around the outside of the circle to a gap, pass through
it, and return to the center. There are c—1 choices for the outer cross-caps and c—1+ 7 choices
for the gaps. However, if we select a specific outer cross-cap, the two loops corresponding to
the two gaps adjacent to this outer cross-cap are isotopic. Therefore, we actually only have
¢+ n—2 gap options. In total, there are (c — 1)(c + n—2) loops in L;.

» Type Il loops are those that start from the central cross-cap, travel directly to an outer cross-
cap, pass through it, travel around the outside of the circle to another outer cross-cap, pass
through it, and then return directly to the center. Thus, there are (Cgl) loopsin L.

* TypeIVloops are those that start from the central cross-cap, pass through a gap between outer
cross-caps and holes, travel around the outside of the circle to another gap, pass through it,
and finally return to the center. Since there are a total of ¢ — 1 + n gaps, there are (C_?”) type
IV loops. This is same construction in the proof of Theorem 5.1.
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Figure 16: Examples of each type of loops in the 1-system of loops on N7 ».

By comparing them pairwise, we can see that any pair of loops in L are non-isotopic and inter-
sect at most once. Thus it forms a complete 1-system of loops. Hence, we have

c—-1 c—-1+n
#L=#L) +#Lp+#L3+#Ly=1+(c—-1)(c+n-2)+ 9 + 9 , (5.5)

as desired.

5.3 Upper Bound for System Cardinality

We are going to use Theorem 5.2 to prove Theorem 1.5.

Theorem 5.2 (Przytycki [ , Theorem 1.7]). Let F = Sy ,, be a punctured sphere with y(F) <0 and
let p1 and p, be two punctures of F, which are not necessarily distinct. We define <7 (F, 1,{p1},{p2}) as
the set of 1-systems of arcs in F such that for every arc a, one of the end points of a is at p,, and the
other one is at p». Then,

<7 (E1,{p1}, {p2Dlloo = %IX(F)I(I)((F)I +1). (5.6
Lemma 5.3. Any2-sided loop on F := N, ,, is separating.

Proof. Assume that y is a non-separating 2-sided loop on F. Its regular neighborhood W (y) is an
annulus. Since y is non-separating, F\ W(y) is connected. Therefore, we can find a simple arc
a in F\ W(y), connecting the two boundaries of W(y). We can determine the topological type of
F':= W(y) U W (a) by the Euler characteristic (it is —1) and the number of boundary components (it
is 1), which is either S;; or N> ; depending on whether the band W (a) connects the boundaries of
W (y) in an orientation-preserving or reversing manner. If F' = N 1, since F' is a subsurface of F and
already has two cross-caps, the number of cross-caps of F must be at least 2. This contradicts the
fact that F is Ny . If F' = S;1, then F\ F' is non-orientable, otherwise, if both F’ and its complement
were orientable, their connected sum, F, would also be orientable, leading to a contradiction. Thus,
the surface F\ F’ must be N 41 for d = 1. Therefore, F has at least one annulus (in F') and one
cross-cap (in the complement of F’). According to Fig. 1, F must have at least three cross-caps,
which contradicts F = Ny 5.

Recall 5.4 (Theorem 1.5). Let F = N, . We have

sn?—3in+1, ifc=1,
| L(EDlloo << 2n%+n+2, ifc=2,

21x(P)?+2|x(F)|+1, otherwise.
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Proof of Theorem 1.5. We will sequentially prove the three cases in the statement of Theorem 1.5.

(i) We first consider the case when F = N} ;.

If L€ Z(F,1) contains a separating loop, then the cardinality of L is 1. Thus, we only consider
the case where L consists entirely of 1-sided loops by Lemma 5.3. Choose one of these loops and
callity.

We cut F along y to obtain a surface F' = Sy ;41 with an additional boundary y’ (where y' is the
double lift of y). Since every loop in L\ {y} intersects y exactly once, cutting along y severs them into
arcs, with both endpoints of each arc on y’. We denote the set of these arcs on F’ by A (see Fig. 17
right).

Since A is formed by cutting loops that intersect each other exactly once, the arcs in A intersect
each other at most once (possibly fewer times, as they might not be in minimal position if not iso-
toped after cutting). This means that Ais a 1-system, even through it might not be complete. Hence,
by Theorem 5.2,

#A< S XFYF)+1) = 312— (n+DI(2- (n+ DI+ 1) = 3n(n—1).
Thus,
#L=#A+1<in(n-1)+1.

This establishes the upper bound for the case F = N} ;.

Figure 17: A maximal complete 1-system of loops on N} 4.

(ii) We next consider the case when F = N, ;,.

First, we prove that in a complete 1-system on N> ,, there can be at most one 2-sided loop: sup-
pose L € Z(F1) and L has more than one 2-sided loop. Consider any two such loops, ;1 and S,
which intersect exactly once. Since they intersect exactly once and are both 2-sided, the regular
neighborhood of the union of 1, 8. is a torus with one boundary component, i.e. S;; (see Re-
mark 3.3). Thus, N> , has an orientable subsurface S := Sj ;. As the proof of 5.3, F must have at least
three cross-caps, which contradicts F = N, ;.

Second, consider L € 92/”\(F, 1) containing at least one 1-sided loop. Choose any 1-sided loop in L
and call it y. We cut F along y to obtain a surface F' = Nj ;1 with an additional boundary y’. Since
every loop in L\ {y} intersects y exactly once, cutting along y severs the remaining loops into arcs,
each with endpoints on y’. Denote the set of these arcs on F’ by A.

Next, consider the double cover F' = So.2n+2 — F' (see Fig. 18). Since Y’ lifts to two loops in F!,
the lifts of each arc in A has four endpoints, two on each lift of y’. Therefore, each arc in Alifts to two
arcs in F', and these lifts, denoted by A, are also arcs. Consequently, the covering map restricts to
each arc in A is bijective. Hence, the intersection number of any two connected components of lifts
of arcs from A is at most 1, since double lifting ensures that the intersection number between any
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two lifts of arcs does not increase (otherwise, this would contradict the bijectivity of the covering
map on the arc in A). Therefore, the set A, consisting of all the lifts of arcs in A, is a 1-system of arcs
on F', satisfying #A = 2#A.

Let A; be the set of arcs in A which came from cutting the I-sided loops in L\ {y}. For each
lift of an arc in A, its start and end are in the same lift of 7/, because they pass through the other
cross-caps an even number of times. By Theorem 5.2,

2 -~
#Kl < Z max{#A)A € o/ (F',1), for any a € A, both endpoints of « are in }/’i }

i=1

=2x Y (F(x(F)+ 1) =2n@2n+1),

where )71 and 72 are the two lifts of y’. Hence, #A; = %#711 < n(2n+1). Moreover, let A, be the set of
arcs in A which came from cutting the 2-sided loops in L\ {y}. From the first step of the proof of this
case, we know #A, < 1. Therefore, #L = #A+ 1 =#A, +#A, +1 < n2n+1) +1+1=2n%+ n+2. This
provides the upper bound for the case F = Ny ,.

Figure 18: An example of a complete loops 1-system of loops on N 3

(iii) Lastly, we consider the case when F = N, with ¢ = 3.

IfLe ;?(F, 1) contains a separating loop, then the cardinality of L is 1.

If L consists entirely of non-separating loops. we select a loop y in L. Cutting F along y results
in a surface F'. Since cutting a surface along a loop does not change its Euler characteristic, i.e.
x(F") = x(F). Bvery loop in L\ {y} intersects y exactly once. Hence, cutting F along y severs the
remaining loops into arcs. We denote the set of these arcs by A. By Theorem 1.1, we have

#L=#A+1 <2y (F)(x(FH+ 1D +1=2[x(B|(xF)|+1) +1.

Thus, the upper bound for the case when F = N, , with ¢ = 3is 2|y (F)|(|[x(F)|+1) +1 = 2|)((F)|2 +
21x(F)|+1.
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